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ABSTRACT

This short paper describes a collection of BERT models for the archaeology domain. We took existing
language specific BERT models in English, German, and Dutch, and further pre-trained them with
archaeology specific training data. We then took each of these three archaeology specific models and
fine-tuned them for Named Entity Recognition.
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1 INTRODUCTION
Archaeology deals with a deluge of data (Bevan, 2015), and this of course includes text data. To efficiently
analyse large amounts of texts, such as the hundreds of thousands of grey literature reports, Natural
Language Processing (NLP) techniques are needed, such as Named Entity Recognition (NER), which
tries to extract relevant concepts from text. In the case of our project, the entities we are looking for are
artefacts, time periods, locations, materials, contexts, and species. Traditionally, NER was often performed
using Conditional Random Fields (CRF) (Brandsen et al., 2019) or rule-based methods (Vlachidis et al.,
2013).

With the rise of Deep Learning, BERT (Bidirectional Encoder Representations from Transformers)
models can leverage large amounts of unlabelled text to create a language model, which can then be
fine-tuned to perform specific NLP tasks – such as NER – with a smaller amount of labelled data (Devlin
et al., 2019). This pre-training phase gives the model linguistic context before even seeing the labelled
data, which has lead to state of the art results on many tasks. In previous research we showed that a BERT
model for Dutch archaeology outperforms all other methods (Brandsen et al., 2022). In this paper, we
present the same model types, but also for English and German.

2 METHODS
We started with the three existing fill-mask BERT models for English, German, and Dutch. We provide
the model name, HuggingFace (Wolf et al., 2020) link, and citation for each:

• English: bert-base-cased (Devlin et al., 2019)
• German: bert-base-german-cased (Chan et al., 2021)
• Dutch: bert-base-dutch-cased (De Vries et al., 2019)

We then used the HuggingFace run mlm.py script to further pre-train these existing models with
archaeology specific, unlabelled data. See the file run_mlm_on_commandline.sh in the code folder
for the parameters used.

For English, we used roughly 44k documents (∼264 million tokens) from the ADS library, for
German we used about 21k documents (∼107 million tokens) from the Heidelberg university library,
and for Dutch we used around 60k Dutch excavation reports (∼650 million tokens) from the DANS data
archive. Unfortunately, as a large proportion of the texts is copyrighted, under embargo, or otherwise
access-protected, we can not share this training data publicly.

https://doi.org/10.24072/pci.archaeo.100394
https://huggingface.co/bert-base-cased
https://huggingface.co/bert-base-german-cased
https://huggingface.co/bert-base-dutch-cased
https://github.com/huggingface/transformers/blob/main/examples/pytorch/language-modeling/run_mlm.py
https://archaeologydataservice.ac.uk/library/index.xhtml
https://digi.ub.uni-heidelberg.de/en/sammlungen/archaeologie.html
https://easy.dans.knaw.nl/ui/home
https://easy.dans.knaw.nl/ui/home


Model name Language Task HuggingFace URL
ArchaeoBERT English Fill-mask ArchaeoBERT
ArchaeoBERT-NER English NER ArchaeoBERT-NER
bert-base-german-cased-archaeo German Fill-mask bert-base-german-cased-archaeo
bert-base-german-cased-archaeo-ner German NER bert-base-german-cased-archaeo-NER
ArcheoBERTje Dutch Fill-mask ArcheoBERTje
ArcheoBERTje-NER Dutch NER ArcheoBERTje-NER

Table 1. Overview of the six BERT models, including links to HuggingFace.

Method Language Precision Recall F1
CRF Dutch 0.773 0.564 0.643
General BERT English 0.762 0.688 0.723
Archaeo BERT English 0.784 0.731 0.757
CRF German 0.677 0.325 0.414
General BERT German 0.698 0.634 0.664
Archaeo BERT German 0.681 0.702 0.692
CRF English 0.774 0.592 0.655
General BERT English 0.766 0.716 0.740
Archaeo BERT English 0.768 0.730 0.749

Table 2. Overview of precision, recall and F1 on the NER task, comparing the archaeology specific
BERT model versus the generic BERT model and CRF. Highest scores per language are highlighted in
bold.

This process creates an archaeology-specific fill-mask BERT model for each language, but these can’t
do NER yet. So we fine-tuned them on labelled NER data, creating NER prediction models for each
language. Table 1 shows an overview of all the models we trained. The labelled NER data was annotated
by students, this data and the labelling process is further described in a previous paper (Brandsen et al.,
2020).

3 RESULTS
To see how well the models performed, we evaluated the recall, precision, and F1 score on a set of
annotated NER data for each language. The results can be found in Table 2. We see that except for
precision in German, the archaeology specific BERT models outperform the other methods. We also see
that the increase in performance with the archaeology specific model is smaller for English than for the
other two languages, something we will investigate in future research. For a more in depth error analysis
of the Dutch BERT model entity predictions, as well as more information about the CRF methods, please
see Brandsen et al. (2022).

4 USAGE
How to use these models depends on the task you are trying to perform. In the simplest case, the models
can be used to do NER predictions on new text by importing the HuggingFace transformers package,
loading the models from the HuggingFace repository, setting up a predictor, and running inference, in just
a few lines of code. See the example below, using Transformers v4.37.0, where we imported the English
Archaeology NER model and ran it on a sentence:

1 from transformers import pipeline
2

3 pipe = pipeline("token-classification", model="alexbrandsen/ArchaeoBERT-NER")
4

5 predictor = pipeline(
6 ’ner’,
7 model=model,
8 tokenizer=tokenizer,
9 device = 0,
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https://huggingface.co/alexbrandsen/ArchaeoBERT
https://huggingface.co/alexbrandsen/ArchaeoBERT-NER
https://huggingface.co/alexbrandsen/bert-base-german-cased-archaeo
https://huggingface.co/alexbrandsen/bert-base-german-cased-archaeo-NER
https://huggingface.co/alexbrandsen/ArcheoBERTje
https://huggingface.co/alexbrandsen/ArcheoBERTje-NER


10 grouped_entities = False
11 )
12

13 sentence = "We have found a cup in a Medieval well."
14 entities = predictor(sentence)

Which will return the entities cup (artefact), Medieval (time period), and well (context):

1 [
2 {’entity’: ’B-ART’, ’score’: 0.9598702, ’index’: 5, ’word’: ’cup’, ’start’: 16, ’

end’: 19}
3 {’entity’: ’B-PER’, ’score’: 0.9939248, ’index’: 8, ’word’: ’Medieval’, ’start’:

25, ’end’: 33}
4 {’entity’: ’B-CON’, ’score’: 0.58865726, ’index’: 9, ’word’: ’well’, ’start’: 34,

’end’: 38}
5 ]

Some possible uses for entities extracted from archaeological text are information retrieval (Brand-
sen, 2022), enriching metadata, and as a preprocessing step for further knowledge extraction, such as
knowledge graph creation or entity linking.

If you want to use the models for a task other than NER, you will need to fine-tune the fill-mask
model(s) for your chosen task. This is a bit more involved than just running inference, and is outside the
scope of this paper. Full instructions on how to do this can be found in the HuggingFace documentation
pages.

Another possible use for the fill-mask models is to further pre-train them even further, with even more
(or more specific) training data. In this case, the run_mlm_on_commandline.sh script in the code
folder can be pointed to your own data, and this will update the model. Note that large amounts of text are
needed for this, at least 50 million tokens are recommended.

5 DISCUSSION
Of course, since the release of GPT-3 and its associated ChatGPT service (Brown et al., 2020), BERT has
largely been overtaken in terms of performance by these Large Language Models (LLMs). However, for
specific domains and low-resource languages, BERT can still outperform LLMs. We ran a quick trial
using Meta’s Llama model (Touvron et al., 2023) trying to do NER in English, and found it difficult to
control the output, while the results were mediocre. For example, we used this prompt “You are an expert
archaeologist, who is annotating sentences with archaeological named entities, including artefacts, places,
time periods, materials, locations, contexts and species. You are given an input as plain text, and should
output CONNL format. The input is: 2 pots were uncovered near London , dated to the Late Medieval
period .”, which returned:

1 > 2 P
2 pots W
3 U
4 cove
5 r O
6 near O
7 London B-LOC
8 ,
9 dated O

10 to O
11 the L
12 ate M
13 edieval P
14 e
15 r
16 i
17 o
18 d B-PER

It is clear that Llama sort of understands the task, but the output is not correct, nor correctly formatted
in the CONLL format. More research is needed to see if this new generation of language models can help
us for this specific task. At the same time, it is worth noting that the BERT models are at least intelligible
and appropriate for the domain specific work one might want to do with them.
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Also something to keep in mind is that BERT is already a very computationally intensive model, using
up much electricity and CO2 (Bender et al., 2021), and these new LLMs are even bigger and more energy
consuming, and this should be kept in mind when using these methods. Is the (sometimes small) increase
in performance worth the extra time, expertise, and energy required for these models?

6 CONCLUSION
In this paper, we presented six BERT models for use in NLP in archaeology, in three languages. We also
provide the methods on how to further pre-train models, and hope to either see models in other languages
by other researchers, or we will train models ourselves, hopefully leading to an ecosystem of language
models for archaeology.
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