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Improving RBF Networks Classification
Performance by using-Klarmonic Means
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computational cost and leads the network to poor

Abstract—In this paper, a clustering algorithm named K-generalization [3].

Harmonic means (KHM) was employed in the trainifgRadial
Basis Function Networks (RBFNs). KHM organized tiata in
clusters and determined the centres of the basiién. The popular
clustering algorithms, namely K-means (KM) and Ruzzmeans
(FCM), are highly dependent on the initial idemtfiion of elements
that represent the cluster well. In KHM, the problean be avoided.
This leads to improvement in the classificationf@enance when
compared to other clustering algorithms. A commarisof the
classification accuracy was performed between KBIMFand KHM.
The classification performance is based on the lreack data sets:
Iris Plant, Diabetes and Breast Cancer. RBFN tngimiith the KHM
algorithm shows better accuracy in classificatioobfem.

There have been several existing strategies prdptse
select the centre of hidden units. Among them areom
selection, systematic seeding, expert contribut@uastering,
editing methods. A clustering method is one of thest
common methods. K-means (KM) and fuzzy c-means (FCM
are two popular centre based algorithms that hasenb
developed to solve the clustering problem. Botlo@ddigms are
used to determine the centre of hidden units. isghaper, we
propose K-harmonic means which is another alteraati
clustering method in the determination of RBFN eesit
This paper is organized as follows: Section Il eex8 RBFN

Keywords—Neural networks, Radial basis functions, Clusteringind their training algorithm while section il faes on the

method, K-harmonic means.

|. INTRODUCTION

clustering methods details. A discussion on theegrpental
result is given in section IV while conclusions aresented in
section V.

ADIAL Basis Function Networks (RBFNSs) is a class of

neural network which has attracted a lot of interafs
researchers due to its simple structure, well @stedd

II. RADIAL BASISFUNCTION NETWORK (RBFN)
A RBFN is a three layer feed forward neural netwdrke

theoretical basis and fast learning speed. RBFNs dirst layer (input layer) consists of n input units The second

applicable to different fields such as function m@pjmation,
regulation, noisy interpolation, density estimaticrptimal
classification theory and potential functions [RBFNs form
a unifying link between the fields above and thémise the
training in RBFNs substantially faster than the moes used
to train Multilayer Perceptron networks (MLPNS). ride,
RBFNs represent an alternative to the widely us&® Nk.
The training in RBFNs can be classified into twagsts: (i)
the basis function parameters (corresponding tddmdunits).
Typically, fast and unsupervised clustering methads used
to determine these parameters (ii) the weightsnial fayer. A
linear system solution involves in this weight detmation.
To design an ideal architecture of the networknissaue in
the neural network community. One of the advantages

layer (hidden layer) introduces a set of basistions, one for
each input unit and sets the weights for the liranbination
of basis functions. The basis functions are noedin

functions, f(x)=(||x—xi ||) of the input vectorx.. The
linear function can be written as:

> wé(|x-x])

The third layer (output layer) provides outpuis:= ¢(f),

which is a simply a weighted linear summation & tutputs
from the second layer as shown in equation (1).irApke
RBFNs structure is provided in Fig. 1.

The RBFN is activated by, in common cases, the Sans

1)

RBFNs compared to MLPNs is possibility of choosingasis function:

suitable parameters for the hidden units withowoiving
non-linear optimization of the network parametétewever,
the performance of RBFNs depends critically onrbenber,
the position and the shapes of the hidden unitsT[2é general
way to select the centre of hidden units is to gupee each
centre to the data set point. This method needsavyh
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[x=cf
2b°

wherex is the input vectore is the centre of basis function
and b is the width. Each basis function gives ithér output
when the input is close to the centre and the vdkmreases
monotonically as the distance from the centre im®es. There
are a variety of measurements to evaluate thendisfdut the
Euclidean distance is the most popular one andsis @sed
here.

&(x)=exp| - 2
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As mentioned above, the RBFN is accomplished into t
stages: (i) training of the centers in the hiddayet which is
influences the performance of RBFN, (ii) calculatiof the
hidden to output weights by solving a linear systétre linear
system can be solved to yield

w=E&ly 3)
where W is the output weights. Let d be the target outgfut
the input x, where the network is designedii — 0™. m
is the size of the output. This is a training sethe network.
In every training procedure, the network computes dctual
output, ¢ and the error e of each output unit By=d —¢ .
The goal of the RBFN learning is to minimize theoer

function, called training error. This leads us toogtimization
problem:

E= 2 (d-¢)

n

(4)

An important measure of the trained network perfamoe is
the generalization error computed over a set dd edtich is
never involved in the training, so called testiraged

lll. CLUSTERINGMETHOD

In this section, we recall the K-means (KM) and Bug-
means (FCM) clustering algorithms which are the ybep
algorithms used in the determination of centrehie hidden
units. Moreover, K-harmonic means is introducethatend of
this section.

A. K-means Clustering Methods

K-means is the one of the simplest clustering nme:{dd. It
is an algorithm to find K-centers of the data satdd on the
dissimilarity (distance) of the data set to theteen It takes K
numbers of initial value as a starting point tadfithe cluster
centers. In the algorithm, the problem is definedninimize

Unfortunately, the same drawbacks happen to FCM
algorithm. FCM algorithm cannot ensure that it cenges to
global optima. The clustering result also dependshe initial
membership grade because the cluster centers itisdized
using membership grades which are randomly ineali

C. K-harmonic Means

K-harmonic means (KHM), like KM and FCM algorithis,
a centre based clustering algorithm. It is propdsgd&hang
[8,9] and modified by Hammerly and Elken [10]. The
harmonic means is defined as

HM ({a..a}) =

ZK: 1 ®)
k=1 O
Equation (5) has a characteristic that if one @& #alues is
small, the output of HM will be small. Converseifynone of
the values of are small then the HM will be large. We assign
the data to the center by considering the minimistadce in
KM and HM. Hence, HM can be used as a minimum fiongt

|
1 (6)
o x=cff
where c is the cluster centre and x is the datacsveuse (6)
to calculate the distance between the data andclimser

centres. Equation (6) can be incorporated intgo#réormance
function as:

HM{[x-df|leoc} =

kK
q’(”Xi ‘Cj||2)=2#

i=1

i=1,...k @)

‘ p

el
where k is the number of clusters. The value of pssociated
to the power of distance calculation. Accordingthe KM

the distance between data and the correspondingteciu @lgorithm, p should be equal to 2 while the diseanc

centres [4]. Normally, the total means square dmatibn

calculation is based on squares distance. Howevrerjious

error (MSE) is used to measure the performance bf KWork has shown that p>2 works better in KHM [9].

clustering method. Besides simplicity, KM is alseliknown
in its speed in clustering of a large data set. elwy, KM
faces two drawbacks: (i) performance highly depeods
initial state (initial centre) and (ii) convergende local
minima. Different initial state provides differemtustering
result. This is because the algorithm often coreerg local
minima. The problem can be seen obviously whenirittial

centres are not well separated.

B. Fuzzy c-means

Fuzzy c-means was originally developed by Dunn9i3L
[5] and generalized by Bezdek in 1974 [6]. The idé&CM
is to smooth the hard nature of the KM algorithrickiha data
only assign to a cluster. For example, the KM atbar with
three clusters only allow the data to assign to @fnthe three
clusters. In contrast, FCM algorithm employs thezzfu
partitioning to let the data can belong to all thus with
different membership grade between 0 and 1 anduie of

the membership grade is 1. With the highest merhixers

grade the data is assign to the correspondingecl{it
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As mentioned above, KM algorithm assigns a hard
membership to data which let the data belong t@tbxane
cluster centre. This will cause the data only tafiluence to
a particular cluster centre. Moreover, in the Higtal density
area of data points and centers, the centre maghblei to
move away from the area despite a centre is needatby.
Too many centers crowd at certain area may calsevtinse
local solution. Hence, reposition the centre maye dgbetter
global effect and beneficial to the clustering. Heer, KM
algorithm cannot perform the centre swapping.

FCM and KHM are designed to use membership grade to
overcome the swapping problem. The membership giade
KHM can be defined as:

—p-2
o(2)- el

DY R

KHM algjo_;ithm is sensitive to the fact that thepa@se two

or three centers to a data point. The algorithnh neihove one
or more these centers to area where the data mimst have

®)
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close centre. The objective function uses the ditstaof data method, k-1 folds were used for training and the fald was
to all centers. With the swapping property, KHM Iwdwer used for testing. This process was repeated k titeasing a
the value of the objective function. In KM and FCkhe different fold for testing each time. 100 indepemdérials

w(x)

objective function gives equal weight to all of tii@ta points. were applied to each data set. The average penfamenaas
k —p=2 with four variables in each sample. The data sptesents
Z:”Xi —C ” three classes of iris plants with 50 samples e&hb. second
—_i=t
k “p 2
Z:”Xi Y ” The third data set is the Breast Cancer data siehvdonsists
j=1 of 569 samples with 30 variables in each sample. ddta set
and a small weight to a data point that is closerte or more consists of 155 samples with 19 variables in eamnpie.
centers. By increasing the weight of data whichasclose to There are two classes of survival outcome — diéver The
This can solve the problem where cluster centresvdrat types of pathological lung cancer as the outcomthim data
dense areas. This property makes the KHM algoritess set. [11].
n 1 — analysis of variance (ANOVA). We set the statati
2—2 X; significant level to 0.05 and posthoc test was doneall
i=1 ko1
p+2
diYk [zdp]
= = (10) RBFN and KM-RBFN versus FCM-RBFN. The results have

shown that statistically significant in the diffae between
the accuracy mean of KHM-RBFN versus KM-RBFN and
KHM-RBFN versus FCM-RBFN. Most of the p-values are

on the following weight function: The first data set is Iris Plant data set. It h&8 $amples
variables in each sample. There are two classtmidata set.
a large weight to a data point that is not closthéoany centre malignant. The forth dataset is Hepatitis data which
without changing the weight of the data points v tarea. samples with 56 variables in each sample. There liaree
The cluster centres are updated as follow: clustering based RBFN are examined using statistieghod
KHM-RBFN versus KM-RBFN, KHM-RBFN versus FCM-
i <0.001. However, the KM-RBFN versus FCM-RBFN has

KHM assigns different weights to different datargsibased considered in the experiments.
data set is Diabetes which consists of 768 samitbseight
From (9), we understand that the harmonic meanasgign represents two classes of diagnostic field — berdgwl
any centre, the algorithm can attract centers demse area fifth data set is Lung Cancer data set which cossié 32
sensitive to the initial cluster centre which assigndomly. The differences of the experimental results from three
possible pairs of group accuracy means. In thie,dh®re are
(%)

IV. EXPERIMENTAL RESULTS ANDDISCUSSION

All the following experiments are performed usingfiat’
with a neural network toolbox. All computing wererformed
on a computer Intel Core 2, 1.83 GHz, 1GB RAM. Th
proposed algorithm is performed on five benchmatadets.
The five bench mark data sets are Iris Plant, DeyeBreast
Cancer, Hepatitis and Lung Cancer data set. Allddita sets
are identified as classification data sets. ThepamBon was
made on the accuracy of classification in the RBFN.

In the RBFN architecture, KM, FCM and KHM are aggli
in all the cases to determine the prototypes wiasih then
used to initialize the basis function centre. Idesrto simplify
the calculation, we set the centres width (spredde) to be 1
in all the cases. Different values of p in the KHilgorithm
lead to different performance. We run the empirtcalls and
concluded that the best value for p is in the raofge to 3.5.
In this experiment, we used value of p as 2.8linages.

The performance of RBFN may depend on the selecion
the training and testing sets. There was a litdeation in the
results when different training and testing setsewmased in
the RBFN. This implies that the convergence ofdpg8mum
parameters was obtained in each case. To solvegitbidem
we try to apply k-fold cross validation in the datt. It means
that we let the data set separated to k disjoihsats. In the
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shown statistically not significant in comparisochazcuracy
mean. The statistical analysis was performed ustAgW
Statistics (formerly known as SPSS) version 17.0.2.

The different structure of RBFNs is designed byyirag the
number of hidden nodes, i.e. sample size-N-numbelasses,

= {2, 3, ..., 8}. For patrticular, Iris Plants hds- 2 - 3
structure with two hidden nodes.

Table Il shows the accuracy of classification fhe tiris
Plants data set. Among the three clustering algost the
KHM-RBFN gave the highest accuracy and lowest sieshd
deviation for different number of clusters.

Table Il shows the accuracy of classification ftire
Diabetes data set. KHM-RBFN gives the highest anufor
different number of clusters but not the lowestndtad
deviation. The RBFN show the consistent accuracywia
clusters model in each clustering algorithm. Tabkhows the
accuracy of classification for Breast Cancer dath Fhe

KHM-RBFN attained the best accuracy among the three

clustering algorithms.

Table IV shows the accuracy of classification forptitis
data set. As expected, KHM-RBFN gives the highestugacy
among the three models. To highlight here is tieively low
standard deviation in KHM-RBFN compare to the ottveo
models. Table 5 shows the accuracy of classifinatio Lung
Cancer data set. Despite the RBFN gives the lowracy,
KHM-RBFN still the highest among the three.
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Figs. 1-5 are the plot of accuracy mean versus eurob
cluster. From the plots we can see the KHM-RBFNnime g
superior to the KM-RBFN and FCM-RBFN in term of
accuracy. Moreover, we also can notice that acguiafc 2]
KHM-RBFN shows an uptrend in Iris, Diabetes and&Bte |3
Cancer data set. It may due to the more appropciataers
are selected in the KHM-RBFN compare to another twid!
models

(5]
V. CONCLUSION (6]

A clustering algorithm, namely k-harmonic means,swa
implemented into RBFN to search the centroids afden [7]
units of RBFN. K-harmonic means is a clusteringoathm
which is less sensitive to the initial centres camepto [g]
conventional clustering algorithms: fuzzy c-meamsd &-
means. Five benchmark data sets were used in
classification. The RBFN implemented with k-harmmni
means shows improved performance in the clasdificat
problems with respect to fuzzy c-means, k-meansstanttiard
RBFN.

[11]

TABLE |
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ACCURACY MEAN (STANDARD DEVIATION) OF CLASSIFICATION FORIRIS (%)

Clustering Number of clusters
algorithms 2 3 4 5 6 7 8
KHM 94.70(0.90)  95.03(0.75)  95.03(0.78)  95.07(0.77)95.09(0.76)  95.12(0.72)  95.15(0.79)
KM 93.57(1.31)  94.05(0.87)  94.08(1.02)  94.09(0.96)94.10(1.18)  93.97(1.12)  93.99(1.06)
FCM 93.63(1.17) 94.11(0.82) 94.12(0.89) 94.08(0.91)94.06(1.01) 94.06(1.03) 94.07(1.01)
TABLE II
ACCURACY MEAN (STANDARD DEVIATION) OF CLASSIFICATION FORDIABETES (%)
Clustering Number of clusters
algorithms 2 3 4 5 6 7 8
KHM 65.10(0.00) 63.58(0.39) 65.15(0.65) 65.77(0.84) 65.60(0.75) 65.55(0.94) 65.91(0.81)
KM 65.10(0.00) 63.43(0.38) 63.56(0.38) 63.53(0.41) 63.56(0.35) 63.54(0.42) 63.56(0.46)
FCM 65.10(0.00)  63.35(0.44)  63.52(0.40)  63.57(0.42)63.56(0.36)  63.52(0.45)  63.58(0.36)
TABLE Il
ACCURACY MEAN (STANDARD DEVIATION) OF CLASSIFICATION FORBREAST CANCER (%)
Clustering Number of clusters
algorithms 2 3 4 5 6 7 8
KHM 88.30(0.28)  91.68(0.45)  92.09(0.17)  92.26(0.27)92.15(0.21)  92.10(0.22)  92.36(0.31)
KM 88.47(0.30)  91.12(0.59)  90.76(0.15)  90.98(0.13)90.97(0.10)  90.97(0.12)  90.94(0.15)
FCM 88.44(0.30)  89.28(0.64)  91.27(0.18)  91.28(0.17)91.26(0.19)  91.24(0.17)  91.28(0.16)
TABLE IV
ACCURACY MEAN (STANDARD DEVIATION) OF CLASSIFICATION FORHEPATITIS (%)
Clustering Number of clusters
algorithms 2 3 4 5 6 7 8
KHM 79.34(0.14) 79.35(0.07) 79.32(0.22) 79.33(0.13) 79.30(0.25) 79.28(0.22) 79.31(0.27)
KM 78.63(0.21) 78.37(0.81) 78.40(0.53) 78.51(0.41)78.42(0.51) 78.36(0.57) 78.12(0.72)
FCM 78.55(0.36) 78.52(0.37) 77.96(1.00) 78.40(0.52)78.43(0.47) 78.24(0.61) 78.07(0.87)
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TABLE V
ACCURACY MEAN (STANDARD DEVIATION) OF CLASSIFICATION FORLUNG CANCER (%)
Clustering Number of clusters
algorithms 2 3 4 5 6 7 8
KHM 48.44(7.80) 48.25(7.44) 47.50(7.31) 47.38(7.95)49.03(6.73) 46.35(8.71) 48.10(7.31)
KM 44.38(8.09) 43.28(6.92) 44.28(8.28) 41.44(6.80)43.00(7.73) 41.35(7.05) 42.03(8.01)
FCM 44.50(5.89) 43.78(6.66) 43.85(6.49) 40.82(5.49)43.22(6.30) 42.35(5.03) 45.00(5.89)
Hidden layer Breast Cancer
Input laver
__94.00
X
— DLI[‘]_JLH laver :; 92.00
) , S 90.00 ; 5 i ¢—KHM
S é‘( —o—KM
< 88.00
0 5 10 —*FCM
—
d Number of Cluster
Fig. 1 A simple RBFN structure Fig. 4 Accuracy mean of Breast Cancer data set
Iris Hepatitis
= 3330 79.50
E\: 95.00 —o—t—0—0—¢ :\? : 00099
> 94.50 ra < 79.00
© 94.00 —e—KHM g 7850 e KHM
3 93.50 ¢ 3 78.00
< 93.00 o—KM g 470 —e—KM
0 5 10 A FCM 0 5 10 —&—FCM
Number of Cluster Number of Accuracy
Fig. 2 Accuracy mean of Iris data set Fig. 5 Accuracy mean of Hepatitis data set
Diabetes Lung Cancer
— 67.00 55.00
£ 66.00 X 51.00
by > 47.00 A’AVA—
g 00 .\ —+—KHM € 43.00 e — KM
g 6400 Yaeooeae —e—KH 3 39.00
< 63.00 < 3500 —&—KM
0 5 10 A FCM 0 5 10 —&—FCM
Number of Cluster Number of Cluster

Fig. 3 Accuracy mean of Diabetes data set Fig. 6 Accuracy mean of Lung Cancer data set
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