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Abstract: 
 In the realm of corn cultivation, Machine learning application revolutionizes conventional farming methods by 
imposing advanced algorithms to analyze diverse datasets. Machine learning can be applied in projecting crop yields, detecting 
diseases, and controlling weeds. This method eventually enhances efficiency and crop productivity. The goal of the literature 
review is to analyze systematically and incorporate the existing collection of research on machine learning applications in the 
context of corn cultivation. The review investigates the vast range of machine learning techniques employed, their impact, and 
their effectiveness on different aspects of corn agriculture. The review highlights the different models that are used in different 
applications of machine learning in corn cultivation and its impact in the economy and environment.  This review gives 
valuable insights for researchers, practitioners, and policymakers aiming to integrate machine learning technology to optimize 
corn production by examining the present state of knowledge. 
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I. INTRODUCTION 

A. Background 
 Corn or maize is considered the widely grown food crop 
worldwide. Maintaining a thriving maize industry plays a role, in 
ensuring global food security. Maize serves as a food, animal 
feed and raw material for industrial purposes [2]. The adoption of 
corn cultivation technology by farmers is influenced by factors 
like age, education level, farming experience and counseling 
frequency. Given its uses in industry, animal feed and food 
production corn hold importance in agriculture. Over time there 
have been advancements in maize production technology [3] 
These technological improvements have greatly enhanced farm 
productivity and efficiency. The utilization of techniques such as 
farming systems and production technologies has been found to 
increase maize yield while reducing labor and material costs [4]. 
These advancements do not boost productivity. Also contribute 
to cost reduction and environmental sustainability, in corn 
farming. 

 Machine learning is essential in modern agriculture 
because it offers numerous advantages. Precision farming also 
termed digital agriculture, and agri-technology are now emerging 
as new scientific disciplines that employ data-intensive methods 
to enhance agricultural output while reducing the impact on the 
environment [5]. Additionally, Precision farming has become an 
innovative tool to address the problem of the sustainability of 
agriculture today. The latest technology in this field is powered 
by machine learning (ML). The machine can learn without being 
explicitly programmed. Machine learning and other computing 

techniques are the latest developments for studying and solving 
different complex problems. To be able to build the models and 
assess the data, different analytical models have been used, 
including Random Forests, Support Vector Machines, Decision 
Trees, Artificial Neural Networks, Bayesian Networks, and so on. 
These techniques make it possible to examine the soil, climate, 
and water regime which have a huge impact on crop growth and 
precision farming [6]. 
 The application of machine learning to corn production 
holds immense potential benefits, revolutionizing modern 
agriculture. It is stated by Khanal et al. [6], that in contrast to 
conventional techniques, machine learning algorithms offer a 
time- and money-efficient method for spatially predicting crop 
yield and parameters of the soil. There are also challenges in 
applying machine learning in the cultivation of corn. These 
include difficulties in determining who is responsible for what, a 
lack of transparency and explainability, problems with fairness, 
and worries about data ownership, privacy, and security [7]. 
 In order for the machine learning adoption process in corn 
production to be effective and implementable, the review aims to 
identify and assess the important machine learning methods that 
are applied to different facets of corn farming. The evaluation of 
the wider effects of machine learning on key elements including 
yield prediction, disease detection, and weed control in the 
context of corn production ensues. In addition, the review seeks 
to critically assess the amount of literature already in existence, 
identifying the knowledge gaps and pointing out areas for further 
research into the dynamic connection of corn farming and 
machine learning. The review seeks to achieve these goals with a 
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comprehensive overview of the state of the current knowledge in 
the subject, presenting insights into the effectiveness of machine 
learning applications, and directing prospects for developments 
in this area. 

II. METHODOLOGY 

A. Selection of the Study 
The systematic literature reviews reporting the use of ML 

applications in corn, Searches were conducted in Scopus, 
Springer link, Google Scholar, IEEE, Nature, 
ResearchGate and Taylor and Francis. The following words were 
searched in the titles and abstracts of published studies: "ML" 
“machine learning” and “corn”. The research involved a 
systematic search and selection process to identify relevant 
journal papers published within the 2018-2023 timeframe. 
Following a framework similarto Liakos et al. [5], the initial 
search filtered for papers published in English within the 
specified period and focused on journal articles. Excluded were 
book chapters, reviews, dissertations, and non-English studies.

 The full texts and abstracts of the discovered publications 
were then examined in order to evaluate their eligibility 
according to two main standards: they had to be published 
between 2018 and 2023 and had to make reference to one of the 
predefined categories. The co-authors worked together to 
guarantee that these criteria were applied consistently during the 
selection procedure. 
 The review technique is summarized in a flowchart 
in Fig. 1., which follows the PRISMA principles for 
transparency[8]. 38 identified journal articles that were judged 
relevant to the study goals were eventually obtained using this 
process. 

Fig. 1The flowchart of the methodology of the present systematic review 
following the PRISMA guidelines for exclusion criteria.
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following the PRISMA guidelines for exclusion criteria. 

B. DATA ANALYSIS 
The systematic literature reviews (SLRs) were examined 

using certain criteria pertaining to machine learning applications 
in corn. Basic statistics from every publication reported in each 
of the included SLRs were extracted individually, including the 
sources of data, accuracy, specificity, and sensitivity. 
 These performance metrics, which are defined as follows, 
are frequently used to evaluate how well machine learning 
models perform: 
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Where: FN = false negative; FP = false positive; TN = true 

negative; TP = true positive 
 Accuracy represents the overall correctness of the model 

prediction; sensitivity is the fraction of correctly identified 
positive cases while specificity is the fraction of correctly 
identified negative cases. 

 Methods of validation and handling 
extracted. Details regarding the external validation with respect 
to the comparison of machine learning models against traditional 
methods were also extracted and reviewed, not only from 
systematic literature reviews but also from pr
According to Shahhosseini et al. [9] the details of the types of 
machine learning techniques were also extracted, and the number 
of primary studies reporting the use of different machine learning 
algorithm typologies was determined for each 
 

III. MACHINE LEARNING APPLICATIONS

FARMING

 
A. Yield Prediction 
Crop yield prediction is a method of calculating the yield of the crop 
in kilograms per hectare while taking account of several variables 
such as location, weather, soil characteristics, water level, and yield 
from the previous year [10]. The researchers used an advanced 
cropping system simulator available as open
called Agricultural Production Systems Simulator (APSIM). Several 
modules, including maize, SWIM soil water, soil N, carbon, surface 
residue, soil temperature, and management criteria based on radiation 
and water use efficiency concepts, were combined to simulate 
biomass production using APSIM. It is suggested that increasing ML 
yield prediction might be accomplished by adding more soil water
related variables (either from remote sensing, simulation models, or 
other sources). 
 A study on maize yield prediction is presented with use of 
six algorithms and environmental variables from satellite 
observations, weather data, and crop progress reports found that 
advanced algorithms and a large composite of information are more 
effective. In regards to accuracy and stability, the XGBoost 
algorithm performs well compared to other algorithms; deep neural 
networks, such as CNN and LSTM, are not advantageous. Prediction 
is not considerably influenced by the time series variables' 
compositing interval. Prediction accuracy is increased by 5% when 
the best algorithms and inputs are combined 
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 In the paper of Nyeki et al. [12], Spatial-temporal data 
mining has been applied to create a new approach for maize 
production prediction. XY-fused Query networks, supervised 
Kohonen networks, neural networks with Rectangular Linear 
Activations, extreme gradient boosting (XGBoost), support-vector 
machines (SVM), and independent variables in five vegetation 
periods were within the models that were used. On training and test 
sets, the most effective technique (XGBoost) had accuracy rates of 
92.1% and 95.3%, respectively. An innovative approach to treating 
individual units in a lattice system was presented, leading to a 97.5% 
increase in the Area under the curve (AUC). Extreme Gradient 
Boosting Trees, with 92.1% accuracy on the training set, was the top 
regression model. The technique also determines how site-specific 
soil fertility influences maize grain production. 
 Ma et al. [13] developed a Bayesian Neural Network 
(BNN)--based county-level corn yield forecast model that has been 
developed with publicly accessible data sources. The model 
surpassed six other methods over ten testing years, accurately 
predicting corn yield in both typical and anomalous years. Around 
mid-August, two months before harvest, the model performed almost 
at its best. Extreme heat, water stress, and crop masks raised 
suggested uncertainty, while sequential features decreased it. 
 The paper of Aghighi et al. [14] utilized advanced machine 
learning techniques, the study predicted silage maize yields utilizing 
boosted regression tree (BRT), random forest regression (RFR), 
support vector regression, and Gaussian process regression (GPR). 
Based on the data, RFR was the most stable method in 2015, while 
BRT outperformed the other methods every year, suggesting their 
capacity to estimate maize yields less sensitive to NDVI 
inconsistency. 
Awasthi [15] proposed a framework to forecast corn yield which is 
based on machine learning methods. To help farmers predict the 
annual production of corn, the researchers incorporated data on soil, 
climate, weather, and crop yield. The researchers employ the 
ensemble bagging extreme gradient boosting (XGBoost) model, 
decision tree (DT), random forest (RF), and linear regression (LR) 
models. After comparing and analyzing every model, The researchers 
conclude that the Bagging XGBoost Regression model performs 
better than every other model, with an accuracy of 93.8% and an 
RMSE of 9.1. 
 In the paper of Kralj et al. [16], the researchers developed a 
linear machine learning approach that is more accurate and offers 
early corn yield forecast with a relative error of less than 20%. This 
is essential data for decisions about harvesting and storing resources. 
The algorithm is based on a Generalized Linear Model (GLM). 
Numerous climate and greenhouse gas characteristics are input 
parameters for our model. In the R1 (Silking) phase of the corn crop 
and beyond, the researchers investigated the prediction accuracy of 
corn yield for farmers who desired to know what the yield would be 
at a specific harvest date. In this test scenario, the relative error of the 
model was 11.63%, whereas the GLM's was 12.55%. 
 The study of Kayad et al. [16] assessed the spatial 
variability of corn grain yield by applying machine learning 
algorithms and vegetation indexes from Sentinel-2 pictures. Between 
2016 and 2018, a 22-ha field was monitored and more than 20,000 
yield observation sites were documented. For tracking within-field 
variability, the Green Normalized Difference Vegetation Index 
(GNDVI) provided the greatest R2 value of 0.48; the optimal time 
frame was determined to be between 105 and 135 days after planting. 
The machine learning technique that predicted yield variability most 
effectively was Random Forests. 

 In the research of Croci et al. [17], the researcher applied 
phenology, predictors, and machine learning algorithms to predict 
maize yield. The best was Gaussian process regression, which 
performed at its best late in the season. The best approaches with 
vegetation indices and during the tasseling phenological stage were 
neural networks and support vector machines using the linear basis 
function. The maize yield standard deviation of the performance 
prediction decreased and the performance of NNET improved with 
the use of principal component analysis (PCA). 
 Meng et al. [18] attempted the integration of data from 
numerous sources, such as soil, fertilizer, monthly climate data, 
satellite data (i.e., vegetation indices, or VIs), and fertilizer data, to 
investigate the accuracy of various inputs in yield prediction. Based 
on the results, yield prediction can be enhanced by combining all of 
the datasets and employing AB (adaptive boosting) and random 
forests (RF) (R2: 0.85~0.98). Furthermore, relative to other 
combinations (such as combinations of all data and combinations of 
VIs and soil data), the combination of VIs, climate data, and soil data 
(VCS) can predict maize yield more accurately. 
 
B. Disease Detection and Management 

 One of the most essential food crops in the world is corn, 
and disease will significantly lower yields. Therefore, an 
essential aspect of maize production is the identification and 
management of corn disease [19]. The paper of Panigrahi et al. 
[20] focuses on supervised machine learning techniques for 
diagnosing maize plant diseases using plant images, including 
Random Forest (RF), K-Nearest Neighbor (KNN), Decision Tree 
(DT), Naive Bayes (NB), and Support Vector Machine (SVM). 
The aforementioned classification methods are investigated and 
compared to determine which model is most appropriate and 
have the highest accuracy in identifying plant diseases. Out of all 
the classification techniques, the RF algorithm yields the highest 
accuracy, at 79.23%. As a preventive precaution, the farmers will 
use all of the previously mentioned trained models for the early 
detection and classification of new image diseases. 
 Rajeena P. P. et al. [21] employ methods for acquiring, 
preprocessing, and classifying images. Preprocessing comprises 
steps like data augmentation, image scaling, and image reading. 
By changing the variables, the proposed project, which is based 
on EfficientNet, improves the accuracy of the corn leaf disease 
database. To confirm the accuracy and resilience of this method, 
tests are conducted on the test dataset using DenseNet and Resnet. 
Experimental results show that this method can obtain a 
recognition accuracy of 98.85%, which is much higher than other 
advanced procedures. 
 In the study of Divyanth et al. [22], Using a custom dataset 
of handheld photos of maize leaves afflicted with Northern Leaf 
Spot, Northern Leaf Blight, and Gray Leaf Spot diseases, a new 
two-stage semantic segmentation method was developed. The 
approach located, identified, and computed the area coverage for 
disease lesions by employing the SegNet, UNet, and 
DeepLabV3+ network architectures to extract leaves from 
diverse field backdrops. Stage one performance was highest for 
the UNet model, whereas mwIoU of 0.7379 and mBFScore of 
0.5351 were detected as disease lesions by the DeepLabV3+ 
model. The development of a field-worthy disease management 
system was made possible by the integrated model, which 
accurately forecasted the severity of three diseases based on 
actual observations. 
 In the work of Haque et al. [23] a deep learning approach 
has been presented for identifying diseased photos of maize crops 
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in the field. Three diseases were identified from images obtained 
from experimental fields: banded leaf and sheath blight, turcicum 
leaf blight, and maydis leaf blight. Using methods such as 
brightness augmentation and rotation, artificial images were 
produced. Using a baseline training approach, three architectures 
built on the 'Inception-v3' network were trained. With an average 
recall of 95.96% and an overall classification accuracy of 95.99%, 
the top-performing model was attained. The model demonstrated 
how the baseline training method may be applied to enhance 
learning and feature extraction. 
 The paper of Chauhan & Al [24] forecasted the early 
identification of agricultural disease using artificial intelligence 
(AI) techniques such as Random Forest (RF), K-Nearest 
Neighbor (KNN), Decision Tree (DT), Naive Bayes (NB), and 
Support Vector Machine (SVM). To determine the most effective 
model for identifying diseases, the researchers evaluated all 
available methods based on accuracy in this publication. In this 
instance, the Random Forest model outperforms other current 
models with an accuracy of 80.68%. 
The objective of the paper of Padilla et al. [25] is to determine 
the disease by looking at the leaf in the corn. The paper explores 
the utilization of OpenMP and Convolutional Neural Network for 
corn leaf disease detection. The accuracy percentage of the 
Convolutional Neural Network classifier in identifying and 
classifying diseases was 93%, 89%, and 89% for Leaf Blight, 
Leaf Rust, and Leaf Spot, respectively. In leaf diseases, a high 
percentage of categorization was made possible by the use of 
OpenMP. 
 In the paper of Amin et al. [26], Deep learning model 
utilizing pre-trained convolutional neural networks (CNNs) 
EfficientNetB0 and DenseNet121 has been developed to 
differentiate between healthy and unhealthy maize plant leaves. 
The model enhances the diversity and quantity of images by 
using data augmentation techniques together with concatenation 
techniques to extract deep characteristics from photos. The model 
performs better compared to two other pre-trained CNN models 
with greater parameters and processing power requirements: 
ResNet152 and InceptionV3. With a 98.56% classification 
accuracy, the model outperforms ResNet152 and InceptionV3, 
which had respective results of 98.37% and 96.26%. 
 The study of Agarwal et al. [27] demonstrates the early leaf 
analysis technique for identifying diseases in maize crops. For 
analysis and testing, the researchers have used the PlantVillage 
dataset. The accuracy, precision, recall, storage space, model 
running time, and AUC-RoC are just a few of the performance 
indicators that have been used to assess the validity of the 
findings. The acquired results illustrate how effectively the 
suggested approach performs when compared to conventional 
machine learning techniques. 94% accuracy can be attained using 
the developed model. 
 Convolutional neural networks (CNN) and boosting 
methods have been utilized by Bhatt et al. [28] to detect pests and 
crop diseases in photographs of corn leaves. Along with wheat 
and rice, corn is one of the main food crops and is also very 
flexible. The objective of the research was to classify associated 
disease symptoms more accurately than current deep learning 
techniques. Employing a classifier and boosting, the researchers 
examined ensembles of CNN-based image features and were able 
to classify corn leaf images into four categories: healthy, 
common rust, late blight, and leaf spot. This resulted in an 
accuracy of 98%, which was 8% better than CNN alone. 

 Xu et al. [29] demonstrated an improved ResNet50-based 
model for detecting corn pests. The objective was to recognize 
diseases and pests that affect maize exactly and effectively. the 
researchers introduced more effective channels (environment–
cognition–action) to the residual network module by using 
convolution and pooling processes to extract shallow-edge 
features and compress data. In addition to addressing the issue of 
network degradation, this stage creates links between channels 
and makes it easier to extract essential deep information. 
Eventually, the ResNet50 model was used to achieve 96.02% 
recognition accuracy through experimental validation. Numerous 
maize pests and diseases, such as stem borer, rust disease, gray 
leaf spot, maize leaf blight, and Helminthosporium maydis, have 
been successfully detected by this investigation. These findings 
provide insightful information for the intelligent management 
and control of diseases and pests affecting maize. 
 In the research of Dai et al. [30], MTDL-EPDCLD, a deep 
learning-based system, is proposed for efficient corn leaf disease 
diagnosis and detection. Two tasks constitute a component of the 
system: fine-grained disease classification with attention (FDCA) 
and rapid health status identification (RAHSI). For Task 1, a 
shallow CNN-4 model with a spatial attention mechanism is 
utilized and the accuracy is 98.73%. For Task 2, a modified 
version of the MobileNetV3Large-Attention model is created, 
yielding 94.44% accuracy and gains of 4-8% in precision, recall, 
and F1 score. Better crop yields, enhanced food security, and 
well-informed decision-making are all supported by the system. 
 

C. Weed Control and Management 
 Researchers and farmers are becoming interested in the 
topic of site-specific weed management in precision agriculture 
[31]. In the work of Picon et al. [32], a pixel-by-pixel 
classification model for plant species recognition using deep 
learning is presented. Grass, broadleaf, and crop species were the 
subject of three datasets created. Model convergence is aided by 
the inclusion of an auxiliary classification loss and a semantic 
segmentation architecture. Other datasets are added to the 
network without requiring more manual annotation labor, leading 
to improved network performance. By utilizing single-species or 
synthetic datasets, the algorithm's performance can be doubled, 
and the suggested solution outperforms the state of the art. 
 Mota-Delfin et al. [33] created An aerial RGB image of a 
corn crop under weedy conditions that was utilized in a study to 
compare deep learning systems. There were a total of ten flight 
missions carried out, six of which used a ground sampling 
distance of 0.33 cm/pixel and four of which employed a distance 
of 1.00 cm/pixel. At the intersection over union thresholds of 
0.25, 0.50, and 0.75, YOLOv4 detectors were compared. In all 
models, there was a 4.92% gain for 0.25 compared to 0.50, and a 
significant F1-Score penalty at 0.75. When the confidence level 
was higher than 0.35, YOLOv4 exhibited increased robustness in 
detection. When it came to plant count, YOLOv5-s obtained a 
mAP of 73.1%, a coefficient of determination of 0.78, and a 
relative mean square error of 42%. 
 In the study of Pathak et al. [34], the researchers proposed 
to classify four common weeds in a cornfield using computer 
vision methods. Images were collected from the soil and 21 
shape features were extracted. The handcrafted simple image 
processing approach was successful in distinguishing lambs 
quarters and redroot pigweed from horseweed. However, 
advanced non-parametric machine learning models like k-nearest 
neighbor, random forest, and support vector machine (SVM) 
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showed high accuracies, with RF outperforming others. The 
study recommends using the simple handcrafted simple image 
processing algorithm for weed identification and classification 
before implementing advanced ML models. 
 Ni et al. [35] an effective model for weed recognition in 
corn fields employing deep convolutional neural networks 
(VGG16). For common weeds, including black grass, cleavers, 
Charlock, common chickweed, and loose silky-bent, the model 
demonstrated enhanced recognition effects, with F1-values of 
0.971, 0.945, 0.949, 0.959, and 0.958. The SGD optimizer with 
the best overall performance was identified by the researchers 
upon having retrained these weed datasets using various 
optimizers. This approach can boost corn production while 
saving labor expenses. 
 Yang et al. [36] proposed a new corn weed identification 
model which is SE-VGG16. Employing VGG16 as a foundation, 
the SE-VGG16 model integrates the SE attention mechanism to 
highlight relevant elements. For the extraction of features and 
dimensionality reduction, it reduces convolutional kernels to 1 × 
1 and uses Leaky ReLU in place of ReLU activation. The model 
outperforms the original VGG16 model with an average accuracy 
of 99.67% in identifying maize weeds, outperforming it by a 
margin. The robustness, stability, and recognition rate of the 
model render it a viable solution for practical applications, 
particularly within the context of weed control in corn fields. 
 

IV. IMPACT ASSESSMENT 

A. Economic Impact 
The integration of machine learning into the corn farming 

industry has the potential to have an impact on its aspects. 
Machine learning models have been used to predict maize crop 
yields in locations, including Eswatini in Africa [37]. These 
models, trained with opensource data have achieved levels of 
precision as indicated by modified R2 values ranging from 0.784 
to 0.978 [38]. In the United States a new approach called 
Bayesian Domain Adversarial Neural Network (BDANN) was 
proposed for domain adaptation in predicting corn yields. Has 
proven to be more effective than other methods. Similarly in 
Ohio combining machine learning algorithms with sensed data 
improved the accuracy of forecasts for maize production and soil 
parameters compared to linear regression [6]. Another example 
can be seen in Africa where an explicit random forest (RF) 
algorithm was developed to estimate variations in maize grain 
yields over time and space demonstrating the potential of 
machine learning and remotely sensed data for mapping soil 
properties and corn yield [39]. 

 In their study Khanal et al. [40] delve into the application 
of machine learning techniques, on resolution sensed data to 
predict soil properties and corn yield in a corn field. They show 
that these models can accurately estimate soil and crop variables 
providing maps of these factors across the field. The paper 
emphasizes that this approach is beneficial for farmers as it 
allows them to identify areas, with productivity, nutrient 
deficiency or water stress. By implementing site management 
practices based on these findings farmers can enhance crop 
performance and profitability. Additionally this method saves 
time and costs associated with soil and crop sampling, analysis 
and mapping while improving farm management decisions 
efficiency and effectiveness [41]. 

 In the study conducted by Qin et al. [42] they delve into the 
realm of machine learning techniques to predict the nitrogen rate 

(EONR), for corn production. This factor plays a role in ensuring 
sustainable corn farming practices. The researchers evaluate four 
machine learning algorithms, random forest (RF) ridge 
regression (RR) support vector machine (SVM) and artificial 
neural network (ANN). They assess how well these algorithms 
can forecast the EONR for corn cultivation across nitrogen 
management scenarios. Additionally, the paper explores how 
incorporating soil features, from a mechanistic model, impacts 
the accuracy of EONR prediction. It highlights the effectiveness 
of the RR algorithm in predicting split application EONR. This 
finding is significant as it offers corn farmers the opportunity to 
adjust their nitrogen application rates based on crop growth 
stages and environmental conditions thereby improving 
sustainability. Additionally incorporating soil hydrological 
features obtained from a model has been shown to enhance the 
accuracy of EONR prediction. This improvement can further 
contribute to sustainability by optimizing nitrogen management 
according to soil moisture and temperature. The paper suggests 
that leveraging machine learning can serve as a tool, in achieving 
sustainability, in corn production through more precise and 
adaptable nitrogen management practices [42]. 
 The use of machine learning techniques in corn farming 
has been shown to be cost effective, by reducing costs while 
simultaneously increasing productivity.It also improves the 
return on investment and economic sustainability resulting in 
increased profits and term environmental advantages [43]. 
 

B. Environmental Impact 
 The creation of models for sustainable digital agriculture 
depends heavily on machine learning (ML).ML techniques play a 
role in promoting sustainability in agriculture particularly when it 
comes to crop and water management. It is essential to maintain 
a balance between climatological factors for soil and water 
management [44]. By leveraging machine learning in agriculture 
we can encourage practices while minimizing the negative 
impact on our surroundings. In the realm of agriculture wireless 
sensor networks (WSN) have proven valuable, in monitoring soil 
properties and gathering data, which greatly enhances decision 
making processes [45]. Precision agriculture aims to optimize 
crop yield while minimizing waste relying on the power of 
machine learning and data analysis [46]. By utilizing machine 
learning algorithms for disease detection, soil analysis and crop 
production prediction we can effectively manage resources and 
improve food security [47]. Farmers can now conveniently. 
Control their crops from a distance by utilizing machine learning 
and Internet of Things (IoT) devices. This advanced technology 
aids in minimizing resource usage and enhancing the 
management of operations [39]. Precision farming can be made 
accessible by leveraging the capabilities of machine learning and 
Internet of Things (IoT) sensors. By utilizing machine learning, 
in agriculture we can achieve outcomes, reduce wastage and 
promote sustainable intensification. Sustainable digital 
agriculture benefits significantly from machine learning, which 
enhances soil analysis, disease detection, crop and water 
management, and crop production prediction. It additionally 
improves food security and helps with resource management 
issues. Including wireless sensor networks enhances the ability to 
make decisions. Remote crop control became possible by IoT 
device implementation, which lowers consumption of resources 
and improves operational management. With the application of 
this technology, sustainable intensification, waste reduction, and 
precision farming are encouraged. 
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V. CHALLENGES AND FUTURE DIRECTIONS 

A. Challenges in Implementing Machine Learning in Corn 

Production 
 The researchers discovered four papers on Challenges in 
Implementing Machine Learning in Corn Farming.  According to 
Ahmad et al, the need for a large number of disease samples to 
train machine learning algorithms, which is difficult to collect 
evenly and meticulously during production [48]. Another 
challenge is haploid seed selection, which is now done by trained 
technicians but can be automated using machine learning 
approaches [49]. Training credible supervised machine learning 
models for corn yield prediction. Necessitates representative 
ground truth labels, which may be limited or unavailable due to 
cost and labor constraints [50]. Existing deep learning models for 
corn yield forecasting. Frequently lack the ability to quantify 
prediction uncertainty and are prone to overfitting with limited 
training sets [13]. These difficulties highlight the need for 
improved data collection methods, seed selection automation, 
and the creation of algorithms that can manage minimal labeled 
data and generate uncertainty estimates. 
 

B. Opportunities for Future Research 
When it comes to identifying research gaps some areas require 

attention. Firstly, it is important to develop cost scalable methods 
for obtaining data from various sources, including soil samples, 
weather data, and satellite imagery. Additionally exploring 
techniques for integrating and merging datasets will be essential 
for extracting meaningful insights. 

Secondly, designing machine learning models that provide 
explanations for their predictions is of importance. This will 
enable farmers to trust the outputs and better understand them. 
Moreover, there should be methods to quantify prediction 
uncertainty so that farmers can make well informed decisions 
even when faced with risks and uncertainties. Lastly addressing 
the challenges related to data scarcity and bias is also crucial in 
order to ensure results, in corn farming practices. 

 The researchers should explore strategies for effectively 
training machine learning models when we have limited labeled 
data, which is often the case in resource limited environments. 
Additionally, it is important to develop approaches that address 
biases in training datasets and algorithms to ensure equal 
outcomes for farmers, across the board. 

 When it comes to suggestions for advancing the use of 
machine learning (ML) in agriculture, two important areas to 
focus on are personalized farming and precision agriculture. By 
developing ML powered systems that provide recommendations 
tailored to farms and field conditions we can optimize resource 
allocation and maximize crop yield. Integrating real-time sensor 
data with ML models enables decision making allowing for 
adjustments in irrigation, fertilization, and pest control based on 
conditions. 

Another crucial aspect is maintenance and disease 
management. ML can play a role in the detection and prevention 
of corn diseases, reducing crop losses and promoting practices. 
Additionally implementing ML based maintenance systems for 
farm machinery helps optimize maintenance schedules and 
minimize downtime. 

Intelligent farming systems that utilize ML for farm 
management including yield prediction, resource optimization, 
and market analysis should also be developed. Furthermore, 
fostering collaboration among researchers, farmers, and industry 
stakeholders is essential to ensure the implementation and 

adoption of ML solutions in corn farming. Open-source data 
sharing initiatives along with programs and financial support can 
accelerate the development and deployment of these technologies. 
 By acknowledging and addressing the research gaps that 
have been identified as prioritizing the areas of advancement that 
have been recommended that can tap into the vast potential of 
machine learning (ML) to revolutionize corn farming. This 
transformation will make it more efficient, sustainable, and 
profitable ultimately securing food security, for generations. 
 

VI.  CONCLUSION 

This review emphasizes how machine learning has influenced 
corn farming and how effective it is at managing diseases, yield 
prediction, and sustainability. Notably, the accuracy of image 
classifiers in weed and disease diagnosis and the precision of 
extreme gradient boosting (XGBoost) in agricultural production 
forecasts are highlighted. 

 Corn farming gains substantial advantages from the 
integration of machine learning, which provides accurate yield 
projections, creative domain adaptation methods, and improved 
forecasting accuracy through algorithmic synergy with sensory 
data. Machine learning minimizes expenses associated with 
conventional methods by providing actionable information for 
more effective farm management through accurate monitoring of 
soil parameters and corn yields. 
 The impact of machine learning extends beyond the 
prediction of nitrogen rates, enabling real-time modifications and 
the promotion of sustainable practices. Despite its potential, 
challenges such as a shortage of data, automated seed selection, 
and a variety of illness samples still exist. In order to overcome 
these challenges while enhancing operational effectiveness, the 
article emphasizes the importance of personalized farming and 
precision agriculture. 
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