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A Systematic Review of the Sarcasm Detection in 

the Twitter Dataset 

K. Veena, V. Sasirekha  

Abstract: Text is the most significant contributor to data 

generated on the Internet. Understanding a person's opinion is an 

essential part of natural language processing. However, people's 

views can be skewed and inaccurate if people use sarcasm when 

they post status updates, comment on blogs, and review products 

and movies. Sarcasm detection has gained an important role in 

social networking platforms because it can impact many 

applications such as sentimental analysis, opinion mining, and 

stance detection. Twitter is rapidly growing in volume, and its 

analysis presents significant challenges in detecting sarcasm. Our 

research work focuses on various methodologies available for 

detection of sarcasm. Various papers from recent years were 

collected and review was carried out. This paper discusses the 

literature on sarcasm detection under the category of datasets, in 

different pre-processing, feature extraction, feature selection, 

classification algorithms, and performance measures. This paper 

discusses the literature on sarcasm detection under the category of 

datasets, in different pre-processing, feature extraction, feature 

selection, classification algorithms, and performance measures. 

This work explores existing approaches, challenges, and future 

scopes for sarcasm detection in the Twitter dataset. This review 

brings to light the analysis of sarcasm identification in Twitter data 

and is intended to serve as a resource for researchers and 

practitioners interested in sarcasm detection and text 

classification. 

Keywords: Sarcasm, Sentimental Analysis, Negative 

Connotation, Twitter, Machine Learning, Deep Learning 

I. INTRODUCTION 

Micro blogging platforms are the most popular 

mediums for people to express their opinions, thoughts, and 

ideas about a variety of issues and events. In social networks 

and microblogging sites, sarcasm is a refined kind of irony, as 

these sites tend to encourage trolling and/or criticism. Twitter 

is a famous microblogging service in which users can publish 

140-character posts on social media and is one of the largest 

dynamic sources of user-generated content. Usually, the tweet 

contains both literal and non-literal (figurative language) 

comments depicted in Fig 1. The diagram clearly depicts two 

different types of tweets and categories on non-literal tweets. 

Consumers share their opinions regarding brands and 

products by writing short texts concerning different topics.  
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This can help direct marketing campaigns. It contains 

trillions of tweets, and retweets contain a great deal of 

information relevant to understanding the concept of sarcasm. 

Sarcasm plays an essential expression in sentiment analysis, 

and researchers often use this tone to determine a person's 

feelings. During the research on sarcasm, the Cambridge 

dictionary stated that sarcasm is a word that implies the 

opposite meaning, to hurt or criticize someone humorously. 

In Merriam- Webster dictionary states that sarcasm is an 

ironic utterance for providing pain through words. When 

people sarcastically speak, the listener can recognize the 

statements by mentioning the speaker's tone of voice, facial 

emotional responses, and body mannerisms. Due to this lack 

of clues in text sentences, it is harder to detect sarcasm. Those 

posting on social media sites do not typically use formal 

language and utilize their local slang and conversation 

abbreviations. 

 

Fig. 1: Tweet Categories 

Consequently, this leads to the necessity of learning 

models with training datasets to detect sarcasm. There are 

several methods to detect sarcasm, such as machine learning-

based, deep-learning-based, rule-based, lexical, and 

pragmatic-based approaches. The lexical, pragmatic, and 

prosodic methods come under the rule-based approach. The 

features of adjectives, verbs, and nouns are extracted through 

the n-gram approach and categorized under the lexical 

method. Punctuation plays a vital role in the pragmatic 

method; punctuation is a hint that determines whether the 

word is sarcasm. The machine learning approach uses SVM, 

Random Forest, Naive Bayes, and Decision Tree. CNN 

(Convolutional Neural Network), RNN (Recurrent Neural 

Network), LSTM (Long Short-Term Memory), and other 

deep learning techniques are used to detect sarcasm.  
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Nowadays, machine learning and deep learning are highly 

utilized for sarcasm detection using the Twitter dataset. There 

are several challenges in sentiment analysis to detect sarcasm, 

such as language problems, Natural language processing, and 

fake opinion. 

The characteristic of sarcasm is divided into four 

categories: Illocutionary sarcasm, Like-prefixed sarcasm, 

Propositional sarcasm, and Lexical sarcasm. The 

Illocutionary sarcasm is represented as a warning or 

suggestion. Those words express the non-textual clues with 

an attitude that contradicts sincere utterance. For example, 

"Thanks for holding the door" implies that the person who 

closes the door is hard toward the speaker. The Like-prefixed 

sarcasm indicates the indirect refusal of the utterance using a 

like-phrase. For e.g., "Like that's a good idea. Propositional 

sarcasm is a straightforward type with indirect sentiment. For 

e.g., "He is a fine friend!” Lexical sarcasm offers reversed 

composition significance to a single word or phrase. For e.g., 

"Because Peter has become a genuine diplomat, nobody 

thinks of him." The main contribution of this survey paper is 

to provide a detailed understanding of the previous research 

work carried out on sarcasm detection. The remainder of the 

sections are organized; thus, in section 2, the background 

analysis on sarcasm detection and tweets is carried out. 

Section 3 provides the general architecture of sarcasm 

detection. Section 4 finally concludes the survey with future 

work. 

II. BACKGROUND ANALYSIS 

A. Different Types of Tweets 

Twitter offers various types of tweets, with the top five 

being shares, content, crowdsourcing, marketing, and 

conversations. Different types of tweets with their situation 

and explanation is clearly stated in Table 1. Sarsam et al [1] 

presented a survey on detecting sarcasm using sarcastic 

opinions on social media. The Preferred Reporting Items for 

Systematic Reviews and Meta-Analyses (PRISMA) 

statement is utilized to understand the sarcasm behaviors, 

classified using a different machine learning algorithm. The 

machine learning algorithms are classified into two categories 

as Adapted Machine Learning Algorithms (AMLA) and 

Customized Machine Learning Algorithms (CMLA) and 

found that Support Vector Machine (SVM) plays a vital role 

in sarcasm detection in the Twitter dataset. According to 

Abulaish et al. [2], figurative language is widely used in social 

networks, especially Twitter, affecting conventional 

sentiment analysis and recommender systems. This survey 

analysis the figurative language categories (sarcasm, satire, 

irony, humor, simile, metaphor, and hyperbole) and their 

features for the computational detection approach. Kumar et 

al. [3] highlight the different types of sarcastic tweets and 

usage in sentiment analysis. The machine learning approaches 

are analyzed and tabulated the evaluation metrics for a 

different method. After numerous analyses, the advanced 

machine and deep learning approaches obtained high scores. 

 

 

 

 

Table 1: Different Types of Tweets 

Tweet Description 

Shares 

In share tweet, it provides a piece of content or 
resources shared among the others. The content may 

be text, value, pdf, image, or website URL. The 

sharing will be allowed with limited character. This 
Sharing supports the user in increasing the followers. 

Content 

Content tweets can sometimes be tricky. Be careful 

about what content share with followers. Don't stray 

from the topic. 

Crowd 

sourcing 

This type of Twitter allows users to directly ask 

questions about their problems to their followers. The 

questions can pertain to personal life, business, etc. 
Followers provide positive replies to the users, Which 

help them find the best solution. 

Marketing 

This tweet is related to sales or marketing, which 

builds reliability among the users if the tweet is 
exciting and informative. 

Conversations 
In this tweet, the conversation building is carried on 

among the user, a public or private message. 

B. Artificial Intelligence-based Approach to Sarcasm 

Detection 

Previous studies used various approaches to detect 

sarcasm text in sentences. Machine learning is one of the 

approaches to the detection of sarcasm. Jariwala et al. [4] 

presented work for predicting optimum features before the 

data is given to the SVM classifier. The researcher's goal is to 

boost the classifier performance for detecting sarcasm from 

news headlines. The sarcastic and regular news headlines are 

taken as a dataset. Initially, preprocessing is carried on to 

generate clean data through stop word removal, tokenization, 

stemming, and lemmatization techniques. Nearly seventeen 

features are extracted, containing unigram, negative, positive, 

verb count, etc. According to the researcher, the SVM 

performance can improve by fetching the optimal feature as 

input. Abuteir et al. [5] proposed a paper to detect sarcasm in 

Arabic tweets. The corpus is utilized to collect the tweet data 

from Twitter lively. The corpus consists of 20000 tweets 

(sarcastic and non-sarcastic tweets). The corpus contains 

Modern Standard Arabic (MSA) and Dialectical Arabic (DA), 

or a mix of MSA and DA. Three machine learning algorithms 

classify the best features, such as Naive Bayes (NB), LogR, 

and Random Forest. The NB classifier achieves 89.17% 

accuracy, which is a satisfying result for the researcher. The 

model needs some improvement in differentiating the 

sarcastic and the non-sarcastic text. Rao et al. [6] presented a 

sarcasm detection method for analyzing the amazon product 

review. In preprocessing, tokenization, polarity identification, 

stemming, and lemmatization are carried out for the amazon 

dataset. After that, the term frequency, inverse document 

frequency, and n-gram are utilized for feature extraction. 

Finally, the features are classified under Support Vector 

Machine (SVM), K Nearest Neighbours, and Random Forest. 

The SVM achieved 67.58% accuracy and labeled the output. 

Kashikar et al. [7] analyze the sarcastic nature of smart phone 

dataset review with emoticons. The Linear SVM, Naive 

Bayes, and Maximum Entropy are evaluated where 

Maximum entropy achieves 97.1% accuracy. 
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Lin et al. [8] compared different preprocessing techniques 

in NLP using the Twitter dataset. Pre-processing methods 

include hash tags, stemming, stop words removal, POS 

tagging applied, and URLs tagged users’ removal. According 

to their work, efficient results of sarcasm detection are 

obtained only when hash tags are available in the dataset. 

Savini et al. [9] analyze the sarcasm word using a deep neural 

network. The SARC dataset is utilized for training and testing 

data obtained from the Reddit site. The Multi-Layer 

Perceptron (MLP) architecture is used for feed-forward 

Artificial Neural Network (ANN). The model classifies the 

data into four classes: positive, very positive, and negative, 

very negative. According to their findings, the deep neural 

network can achieve better results than an existing neural 

network model compared to multi-tasking. They used F1-

Score as their benchmark. 

III. DETECTING SARCASM: GENERAL 

ARCHITECTURE 

Sarcasm architecture is generally categorized into five 

parts: data collection, preprocessing of data, feature 

extraction, feature selection, and classification. 

A. Data Collection 

In sarcasm detection, initially, the researcher has to collect 

the data online or generate data. The researcher can obtain 

data from API (Application Program Interface) or download 

twitter data from Twitter API. When detecting sarcasm, the 

commonly used hash tag is #sarcasm. The data can also be 

collected directly from Twitter, Facebook, and Amazon etc. 

These sites permit researchers to do so. It Is also possible to 

utilize already existing datasets to detect sarcasm, for 

example, the Reddit self-annotation corpus, MUStARD 

(Multi-Modal Sarcasm Detection Dataset), SemEval 

(Semantic Evaluation) dataset, IAC (Internet Argument 

Corpus), Stanford Question Answering dataset, etc. 

B. Data Pre-Processing 

To convert the raw data into clean data, preprocessing 

plays a vital role which removing all noises. The 

preprocessing techniques are stop-word elimination, 

tokenization, lemmatization, and stemming. Effrosynidis et 

al. [10] presented experimentally compared fifteen commonly 

used preprocessing techniques on Twitter datasets. Some 

preprocessing methods are, converting the text to its lower-

case format is relatively easy and faster to process the text, 

and removing URLs, #tags, the@ symbol, special characters, 

recurring characters, and words with non-alphabetic letters 

helps in removing non-relevant data. Non-relevant data does 

not provide any helpful information during text 

classifications. 

C. Feature Extraction 

The process of feature extraction plays a vital role in 

sarcasm detection. To detect sarcasm in this study, different 

methods of features extraction are used. Arifuddin et al. [11] 

compare the feature extraction of the Twitter dataset 

(training-480 tweets, testing-120 tweets). On analyzing the 

sarcasm and non-sarcasm sentence, the researcher found that 

the N-gram feature yielded (89.16 %), POS Tag feature 

(52.5%), Pragmatic feature (53.33%), and punctuation feature 

(55.89%) accuracy. Sundararajan et al. [12] tried to 

understand the actual meaning of sarcasm using a feature 

ensemble-based learning algorithm. In this model, the lexical, 

hyperbolic, pragmatic features are extracted for detecting the 

sarcasm words. After extracting the features, it stacked 

together to generate the model. The ensemble feature set-

based approach achieves 83% accuracy. The Internet slang-

based features achieve 62% accuracy, interjection features 

obtained 49%, and emoticon-based 

featuresattain59%accuracy. Renetal [13]. used sarcasm 

expression  features to predict the semantic sentiments. The 

Multi-level network utilizes first-level memory to plot the 

semantic sentiment and differentiate the sentence situation in 

the second-level memory network. IAC and Twitter datasets 

are utilized. Table 2 lists out the various feature selection 

techniques used by the author, different datasets that are 

considered for sarcasm detection and final results obtained 

for each technique. From the results its clear that N-gram 

model results with higher accuracy compared with other 

models. Figure 2 depicts the visualization of accuracy 

obtained by these methods. 

Table 2: Performance of Feature Extraction Techniques 

Author 
Feature Extraction 

Techniques 
Datasets Results 

Arifuddin [11] 
N-gram, POS Tag, 

Punctuation, 

Pragmatic 

Twitter Dataset 
Accuracy-

91.2% 

Sundararajan 

[12] 

stacking-based 

feature 
ensemble 

Sarcastic Tweets 
Accuracy-

83% 

Ren [13] 

Sentiment 

Semantics 
Enhanced Multi-

level 

Memory 

(IAC-V1andIAC-
V2) and Twitter 

dataset 

Accuracy-

87% 

Xiong [14] 
Deep Neural 

Network 

Twitter and 

Reddit, IAC 

Accuracy-

80% 

 

Xiong et al. [14] measured the word-to-word relationship 

for detecting the sentence incongruity. To extract the 

compositional information deep neural network module is 

implemented. The available public datasets are used for 

evaluating the deep neural network module performance 

using the self-matching network. Bharti et al. [15] detect 

sarcasm based on hyperbolic features in Telugu conversation 

sentences. These Telugu_Negation_Word_Start 

(TNWS)algorithms are based on hyperbolic features such as 

Interjections, Intensifiers, Question Marks, and 

Exclamations. NB achieves 94% accuracy. Rahayu et al. [16] 

detect the sarcasm in Indonesia tweets for the English 

language. Initially, the Bag of Words separates the positive 

and crawled tweets, and then it is fetched to the weighting and 

classification algorithm. The combination of BoW and NB 

can extract positive tweets with an f-measure of 0.69, whereas 

the TF-IDF and kNN achieve 0.82scores. Ahuja et al. [17] 

proposed an effective analysis of the feature extraction for 

sentiment analysis. Nearly six preprocessing techniques are 

analyzed. The BoW, TF-IDF, word embedding, NLP based 

feature extraction methods are utilized.  
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This paper mainly focuses on retrieving the TF-IDF word 

level and N-Gram on the SS- Tweet dataset using sentiment 

analysis. The TF-IDF obtains better features than N-gram 

Features. Harishet al. [18] presented a paper to extract features 

from IMDb movie reviews. The review features are extracted 

using Statistical and Lexicon methods such Regularized 

Locality Preserving Indexing (RLP) as chi-square, 

Correlation, and Information Gain. A Lexicon-based feature 

extraction method extracts features using Lexicon 

dictionaries. By combining the features from both methods, a 

new feature set is formed, with a lower dimension than the 

input space. IMDb movie review features are classified using 

several classifiers such as Support Vector Machines (SVM), 

K-Nearest Neighbor (KNN), Naive Bayes (NB), and 

Maximum Entropy (ME) classifiers. RLPI synchronizes the 

Eigenvector decomposition on feature space with the 

Eigenvector selection to reduce the dimension of the features. 

As a result, RLPI is useful for handling a large number of 

features that can then be reduced to a smaller dimension. The 

main contribution of this paper is the use of RLPI features and 

Lexicon features to test and train the learning algorithms. 

Ajith et al. [19] studied the sentiment analysis feature 

extraction techniques such as TF-IDF and Doc2vec through 

the Cornell movie review dataset, UCI sentiment labeled 

datasets, and Stanford movie review datasets. The 

performance of TF-IDF and Doc2vec is fetched on a 

classification algorithm (LR, SVM, KNN, DT) in terms of 

accuracy. For three datasets, the TF-IDF performs better than 

Doc2vec. 

 

Fig. 2: Performance of Feature Extraction Techniques 

Saqib et al. [20] tried to classify fake news using an 

ensemble machine learning approach. The poor feature 

selection causes significant issues in classification accuracy. 

The ISOT and Liar Dataset extract semantic features (content 

and context). Finally, the DT, RF, and Extra tree classifier 

classify the fake or real news. After feature extraction, the 

classifier's accuracy reaches 100%. Razali et al. [21] detect 

sarcasm using deep learning and contextual features. 

According to the author, the features are either discovered 

through the deep learning method or the manual handcrafting 

method. The CNN (Convolutional Neural Network) can find 

the optimum features from the dataset. For the word 

embedding technique, Fast Text is used to extract temporal, 

dislike, incongruity, hyperbolic, and temporality features. The 

incongruity and hyperbolic feature set achieve a better result 

than other feature sets. Eke et al. [22] focused on contextual 

information for sarcasm detection. The author state that many 

deep learning approaches in NLP utilize word embedding 

algorithms that ignore the sentiment polarity of words in 

sarcastic expressions. Here the BERT model is utilized to 

overcome the polarity issues through two Twitter and IAC-v2 

datasets. The pre-trained BERT layer provides contextual 

information, which is used to fine-tune the modules in the 

annotated datasets. A labeled dataset is used to update the 

weights of the trained model during fine-tuning. Comparing 

the context-based feature technique to the existing method 

using IAC-v2 data, the feature fusion approach combined 

with BERT achieved detection precision between 3.7% and 

10.2%. The feature as mentioned earlier extraction 

technique's performance is compared and tabulated in Table 

2. The N-gram, POS Tag, Punctuation, and Pragmatic 

features extraction method achieve 91.2% accuracy, which is 

better than other methods, which is depicted in Fig 2. 

D. Feature Selection 

Feature selection is the task of identifying features that 

mainly contribute to the prediction variable or output the user 

is interested in. It is commonly called variable selection, 

variable subset-selection, or attribute subset-selection 

methods. The selected subsets of relevant features are used 

for the model construction. 

Sundararajan et al. [23] selected an ensemble feature 

model for selecting the best features for sarcasm detection. A 

major motivation behind identifying the kinds of sarcasm is 

determining whether the message is intended to hurt. In 

addition to the detection phase, a multi-rule-based approach 

is implemented to predict the sarcasm type and classify it into 

four different categories: polite sarcasm, rude sarcasm, raging 

sarcasm, and deadpan sarcasm. According to the three 

different types of sarcasm analyzed by the multi-rule-based 

approach, Polite, Rude, Raging, and Deadpan stand out with 

96.2%, 96.2%, 99.79%, and 86.61% of the overall accuracy 

scores. Dharwal et al. [24] discussed the sarcasm detection 

model using different machine learning algorithms with TF-

IDF with chi-square feature selection. It categorized the text 

into positive, negative, and sarcastic. 

Eke et al. [25] explored the effects of feature selection 

strategies to identify mixes with a considerable discriminative 

capacity that can be enhanced. Pearson correlation and 

information gain were investigated to discover the most 

effective proposed features for feature fusion. As a result, the 

features are reduced in dimensionality, the classification time 

is reduced, and redundant features are removed. The random 

forest classifier performed with multi-feature fusion and 

selection method had the best accuracy in the Twitter dataset. 

Pearson correlation feature selection was 94.4%, and 

information gain selection was 94.3% accuracy rate. Liu et al. 

[26] proposed a Relative Document-Terms Frequency 

Difference (RDTFD) feature selection method that considers 

the document frequency and the number of documents, and 

the number of terms to build up a more accurate and accurate 

ability to determine spam or ham using SVM classification 

methods for each term. The author's f1 score for the using 

Spam dataset (PU1) was 0.96. 
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In Table 3, the performance of the feature selection 

techniques, diverse datasets used for the implementation of 

these models and the final outcomes is listed. From the results 

it is clear that Multi-rule based technique is able to perform 

better than other techniques. 

Table3: Performance of Feature Selection Techniques 

Author 

Featureselec

tion 

Techniques 

Datasets Results 

Sundararajan [23] 
Multi-rule-

based 
Twitter 
dataset 

Accuracy classes 
Polite,96.2%; Rude, 

96.2%; Raging, 

99.79%; and Deadpan, 
86.61%. 

Eke [25] 
Pearson 

correlation 

Twitter 

dataset 
Accuracy (94.4%) 

Eke [25] 
Information 

gain 
Twitter 
dataset 

Accuracy (94.3%) 

Liu [26] RDTFD 
Spam dataset 

(PU1) 
F1score (0.96) 

Amazal [27] MTF-MI 
20-

Newsgroups 

macro-F1andmicro- 

FI(0.90and0.89) 

Benitez [28] 

Enhanced 

Genetic 
algorithm 

CrisisLexT26

(Fire) 
Accuracy (0.836) 

Amazal et al. [27] introduced a distributed feature 

selection method, Maximum Term Frequency- Mutual 

Information (MTF-MI), systematically evaluated using a 

Naive Bayes classifier using the Hadoop framework. In terms 

of macro-F1 and micro-FI (0.90 and 0.89), the MTF-MI 

method improves classification. 

Benitez et al. [28] proposed improving the classification 

of natural disaster-related Twitter messages. The modified 

Genetic Algorithm (GA) was used to reduce the 

dimensionality of the feature space. A multinomial Naive 

Bayes classifier improved classification accuracy and reduced 

the number of selected features in the enhanced GA results. 

In Table 3, the performance of the feature selection technique 

mentioned earlier is compared and tabulated. 

E. Classification 

In this investigation, several algorithms see the ability of 

model machine learning to distinguish sarcasm and non-

sarcasm and compare different classification algorithms. 

Using the Twitter dataset, Chia et al. [29] analyzed sarcasm in 

natural language processing. Then the preprocessing and text 

classification of a different type is evaluated and compared. 

At last, the author discussed the relationship between irony, 

sarcasm, and cyber bullying. The KNN, Naïve Bayes, 

Random Forest, J48, JRip, SVM-linear, SVM-radial, and 

CNN are evaluated with hash tag and absence of a hash tag. 

Aya et al. [30] evaluated the Arabic dataset and its usage of 

non-explicit sentences to express an opinion. Sarcasm 

detection is carried on through three approaches: supervised, 

unsupervised, and hybrid. The SVM is utilized for classifying 

the trained models, which are evaluated using the ArSarcasm-

v2dataset. Nearly five-fold is utilized to develop the training 

model with a cross- validation approach for SVM, Linear 

Regression (LR), Naïve Bayes (NB), Complementary Naïve 

Bayes (CNB), and Stochastic Gradient Descent (SGD). SVM 

achieves 85.55% in sentiment classification and 84.22% in 

sarcasm classification compared to other algorithms. Jamil et 

al. [31] [40] [41] presented a paper on detecting sarcasm in 

the multi-domain dataset, such as tweets, Reddit, Typo-

graphic Memes, etc. The CNN is used for feature extraction 

and LSTM (Long Short-Term Memory) for training and 

testing the features. The performance of this hybrid method is 

compared with the random forest, support vector classifier, 

extra tree classifier, and decision tree and found it achieves 

93.3% accuracy. The hybrid approach and machine learning 

approach are measured using term frequency-inverse 

document frequency, a bag of words approach, and global 

vectors for word representations. 

Rahman et al. [32] detect the sarcasm using a feature-

based approach. The author classified the comments as 

sarcastic and non-sarcastic. The lexical, sarcastic, and 

Contrast features are extracted from the tweet dataset. An 

effective supervised machine learning model is created based 

on the proper feature selection and compared with Decision 

Tree (91.84%) and Random Forest (91.90%). Lexical features 

provide good accuracy than the other two feature sets. 

Sentamilselvan et al. [33][39] analyzed various 

methodologies to detect the irony text using different machine 

learning classifiers. SVM 64% Naïve Bayes 51% Decision 

Tree 59% for SemEval 2018-T3-train-task. During sarcasm 

detection, the random forest achieves 76% accuracy. 

Mohammed et al. [34] put forth the self-deprecating problem 

in sarcasm detection, which rule-based and machine learning 

approaches can be solved. The self-round tweet is analyzed 

using a rule-based approach and machine learning algorithm 

to classify the result. Totally 11 features are extracted, 

including six from self-deprecating and five from hyperbolic 

features; those are trained through three different machine 

learning classifiers (Decision tree, Naive Bayes, and 

Bagging). Decision trees achieved the highest recall and F-

score values on both datasets (crawled, retained instances 

datasets), while bagging achieved the highest Precision 

values. Conversely, naive Bayes achieved high Recall but low 

Precision and F-score for both datasets. Muthana et al. [35], 

review sarcasm detection using machine learning algorithms. 

The Preferred Reporting Items for Systematic Reviews and 

Meta- Analyses (PRISMA) statement are utilized to analyze 

the Twitter dataset's sarcasm detection. The machine learning 

algorithms are classified into two groups: Adapted Machine 

Learning Algorithms (AMLA) and Customized Machine 

Learning Algorithms (CMLA). The SVM acquires high 

accuracy using AMLA for sarcasm detection among all the 

algorithms. Pawar et al. [36] presented a paper to recognize 

the criticism and ridicule of any person on microblogging 

sites. The Twitter dataset is utilized for sentiment analysis 

using a pattern-based approach. Nearly 9,104 tweets are 

analyzed for training the model. The performance of RF, 

SVM and KNN is evaluated in terms of accuracy; the RF 

achieves 81% accuracy, which is far better than other 

algorithms. 

Rao et al [6], presented a paper for classifying the sarcastic 

comment available on social media. The sentiment analysis is 

used to analyze the text perspectives. Amazon datasets are 

preprocessed and extracted features using term frequency, 

inverse document frequency, and n-gram. Atlast, the SVM, 

K-Nearest Neighbors, and Random forest are implemented 

for classification purposes.  
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The SVM achieves 67.58%accuracy for Random Forest 

(62.34%) and K Nearest Neighbors (61.08%). Godara et al. 

[37] presented a paper on sarcasm detection using SVM with 

principle component analysis and K means. The classification 

accuracy of PCA+K-mean+SVM(93.49%) is evaluated with 

existing algorithms (NB -61.10%, KNN-54.81%, SVM- 

59.55%). Israeli et al. [38] analyzed the sarcasm detection in 

the Arabic language using the ArSarcasm-v2–an extended 

dataset. The author compare the GigaBERT, AraBERT, 

Mod.AraBERT, mod.AraBERT+GBT interms of accuracy. 

The mod.AraBERT+GBT achieves 77.1% accuracy, which is 

far better than other models. 

Table4: Performance of Classification Techniques 

Author Classification 

Techniques 

Datasets Results 

(Accuracy) 

Chia [29] SVM-radial Twitter dataset 84.4% 

Aya [30] SVM ArSarcasm-v2 84.2% 

Jamil [31] CNN+LSTM Twitter, sarcastic 

tweets 

91.6% 

Rahman [32] Decision Tree Twitter dataset 91.84% 

Sentamilselvan 

[33] 

Random Forest Balanced dataset 

of semEval2018 

76 % 

Mohammed 
[34] 

Decision Tree Sarcasm tweets 94 % 

Muthana [35] SVM Twitter, sarcastic 

tweets 

97.1% 

Pawar [36] Random Forest Twitter 81 % 

Rao [6] SVM Amazon Dataset 67.58% 

Godara [37] PCA+K-

mean+SVM 

Twitter 93.49% 

 

 

Fig. 3: Performance of Classification Techniques 

A (%) comparison between the performances of the 

different classification techniques, with the datasets used for 

implementation of these techniques and their final results are 

presented in Table 4. Nearly ten different classification 

approaches are compared and plotted in Fig 3. It is clear that 

PCA+K-means+SVM integration is able to give better 

performance when compared to other techniques. The SVM 

method achieved 97.1% accuracy, which is better than other 

methods (RF -81 %, DT- 91.8 %, SVM-radial-84.4%, 

PCA+K-means+SVM – 93.49 %), which is depicted in Fig 3. 

Creating a model to find sarcasm in tweets has several steps, 

such as collecting data, preparing it, extracting features, 

training the model, and testing it. Here are the main steps that 

will help you through the process: 

▪ Get a tagged dataset of tweets that are marked as 

either sarcastic or not sarcastic. You can use datasets that are 

already out there, like the Twitter Sarcasm Detection Corpus, 

or you can make your own named dataset. 

▪ Clean up the text by getting rid of special characters, 

URLs, and blank lines that aren't needed. Take the right steps 

with comments, hashtags, and emojis. Tokenization: Split 

tweets up into small pieces of text called "tokens." 

Lowercase: To make sure everything looks the same, change 

all the words to lowercase. Stop word Removal: Get rid of 

popular stop words that might not help find sarcasm very 

much. Lessen words to their base or root form also called 

stemming or lemmatization. 

▪ Bag-of-Words (BoW).  

▪ Think of each tweet as a collection of words and 

make a grid of how often each word appears. 

Using TF-IDF (Term Frequency-Inverse Document 

Frequency), give words weights based on how often they 

appear in the collection. Word Embeddings: To find meaning 

connections, use word embeddings that 

have already been trained, such as Word2Vec, GloVe, or 

FastT ext. N-grams: To get meaning, think about groups of n 

words. 

▪ Based on the number and features of your collection, 

pick a classification model that works well for you. Here are 

some options: We can use Support Vector Machines (SVMs), 

Random Forests, Recurrent Neural Networks (RNNs), Long 

Short-Term Memory networks (LSTMs), logistic regression 

and BERT. 

▪ Take your information and divide it into training sets 

and testing sets. Use the training set to teach the chosen model 

what to do. Fine-tune the hyperparameters to get the best 

results. 

▪ Use measures like accuracy, precision, recall, and 

F1-score to evaluate the model on the testing set. For a 

stronger review, you might want to use cross-validation. Look 

at the confusing grid to learn about false positives and false 

negatives. 

▪ To get the best results, try out different models, 

hyper parameter settings, and feature extraction methods. 

Take care of any problems that were 

found during the optimization. 

▪ Once you're happy with how the model works, use it 

in the real world. Do any post-processing steps that are needed 

to get better results. 
▪ Keep an eye on how the model works in real-life 

situations. Change the model every so often to keep up with 

changes in how people use words or sarcasm on Twitter. By 

doing these things, we can make a model that can tell when a 

tweet is sarcastic. In addition to the traits we choose, the 

quality of the collection and the classification model we use 

will all affect how well the model works. Based on the results 

of the review, we can repeat the process and keep improving 

the method to get better results. 

IV. CONCLUSION 

This paper surveyed comprehensive research in sarcasm 

detection in Twitter data analysis. The ambiguity and 

complex nature of sarcasm have made sarcasm detection an 

exciting topic today. Our study examines the effects of 

machine learning and deep learning in predicting sarcasm on 

social media. A critical review was performed of pre-

processing techniques, feature extraction, feature selection, 

classification techniques, and performance metrics.  
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According to our research and analysis of recent work, 

deep learning- based and machine learning-based models are 

primarily used when detecting sarcasm. In the field of 

sarcasm detection, deep learning approaches such as CNN 

and LSTM-based models have gained popularity. Reddit and 

Twitter datasets are frequently used for new research and 

implementation. Finally, in order to establish the pace for new 

path development, the paper outlines recent study problems 

and recommends open research directions to address issues in 

the domain of sarcasm detection. This comprehensive review 

of sarcasm detection methods will provide vital knowledge of 

the research domain, and researchers will use textual data to 

further develop sarcasm detection systems. In future work, we 

plan to analyze and improve multi-feature extraction along 

with feature selection for sarcasm detection. 
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