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As data-driven technologies, such as digital twins or AI systems, continue to be used in cri-
tical sectors like healthcare, finance, and criminal justice, ensuring they are designed, deve-
loped, and deployed in a trustworthy and ethical manner is paramount. Unchecked biases, 
opaque algorithms, and security vulnerabilities are not mere theoretical hazards; they can 
lead to real-world harms, including perpetuating and exacerbating existing discrimination, 
amplifying societal inequities, and even endangering lives. In this context, neglecting to as-
sure that data-driven technologies are trustworthy and ethical isn’t just a technical oversight, 
it’s a critical moral failure with potentially severe consequences for individuals and society. To 
harness the full potential of data-driven technologies while mitigating the inherent risks, we 
must prioritise building systems that are trustworthy and ethical. People will not adopt or use 
systems that are inherently unfair or untrustworthy.

This report introduces a technique for assurance of data-driven technologies, known as Trust­
worthy and Ethical Assurance (or TEA). In general, assurance helps build trust and confidence 
in a system, product, or process by measuring, evaluating, and communicating relevant pro-
perties. More specifically, TEA is an example of argument-based assurance, which emphasises 
the importance of developing and communicating an accessible and structured argument 
that helps affected stakeholders understand the claims and evidence that justify confidence 
in a related goal (e.g. developing a fair system).

There are several reasons why TEA can be valuable in the context of the broader assurance 
ecosystem:

1.	 It extends traditional frameworks of assurance, which conventionally focus on principles 
such as safety, to consider wider ethical goals, such as fairness.

2.	 It establishes a systematic method for specifying and operationalising ethical principles 
and normative goals, such as fairness or explainability. 

3.	 It allows people to query and evaluate the strength of evidence that is used to justify the 
validity of specific claims and the overarching argument about the ethics and trustwor-
thiness of an AI system, promoting a more open, dialogical, and collaborative approach 
to assurance.

4.	 It facilitates the development of communities of practice, which can use the framework 
as a means for identifying best practices or addressing gaps in the current regulatory 
and governance ecosystem.

While there are good reasons to believe that these benefits will apply broadly [1], this report 
discusses them in the specific context of digital health and healthcare. However, rather than 
focusing on assurance goals such as clinical efficacy and safety, which have been explored by 
others [1], [2], we consider the specific goals of fairness and equity.

Executive Summary
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Ensuring fair and equitable access to healthcare has always been an important goal. However, 
there are two reasons why this goal is even more pressing today. First, the COVID-19 pan-
demic exposed and exacerbated weaknesses and vulnerabilities in our healthcare systems, 
widening the gap between the most vulnerable and the most advantaged, and fuelling higher 
infection and mortality rates in marginalised communities [3]. Second, and as mentioned abo-
ve, unchecked biases in data-driven technologies or systems can replicate, exacerbate, and 
perpetuate existing societal inequities, which is why so many have already drawn attention to 
such risks in the literature [4], [5], [6], [7], [8], [9]. This attention to principles of fairness and 
equity is reflected in recent regulatory guidance, such as the recent policy paper, ‘A pro-inno-
vation approach to AI regulation’, produced by the UK’s Department for Science, Innovation 
and Technology, and AI Policy Directorate [10].

What are the primary goals of this report?

1.	 To introduce and motivate the TEA platform by demonstrating its utility within the do-
main of digital health and healthcare.

2.	 To contextualise this work by situating it within some of the existing and emerging AI 
policy and governance developments.

3.	 To demonstrate how the TEA platform can be used to assure ethical principles, using 
two case studies focused on the goal of ‘fairness and health equity’.

4.	 To establish an agenda and set of next steps for the TEA platform, grounded in a com-
munity-centred approach.

   Key Resources

For those who prefer to get hands-on with the TEA platform, you can access the documentation 
and open-source tool by going straight to our documentation site or GitHub repository.

	> Documentation and User Guidance: 
https://alan-turing-institute.github.io/AssurancePlatform

	> GitHub repository: https://github.com/alan-turing-institute/AssurancePlatform
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Who is this report for?

This report is wide-ranging in its content and scope. As such, there is no single audience. Ra-
ther, in line with the recent framework and guidance from the UK’s Department for Science, 
Innovation, and Technology (Responsible Technology Unit) this report has been written to be 
accessible to various actors within the assurance ecosystem [11]. This includes:

However, we also include practitioners more generally as key contributors to the assurance 
ecosystem (e.g. data science professionals1, software engineers, product managers).2

The decision to have such a broad scope comes with an unavoidable trade-off—it sacrifices 
more targeted and actionable recommendations or research findings in favour of breadth. 
However, the choice is intentional and in line with a key ambition of the TEA platform, which is 
to create a more inclusive and accessible set of assurance tools and mechanisms that enable 
greater participation in the assurance ecosystem.

	> Regulators	 (e.g. Medicines and Healthcare products Regulatory  
	 Agency; Information Commissioner's Office; US  
	 Foods and Drugs Administration; European Medicines  
	 Agency)

	> Accreditation bodies	 (e.g. United Kingdom Accreditation Service)

	> Government

	> Standards Bodies	 (e.g. ISO, the International Organization for  
	 Standardization; British Standards Institution)

	> Research Bodies	 (e.g. universities)

	> Civil Society Organisations	 (e.g. Ada Lovelace Institute)

	> Professional Bodies	 (e.g. International Association of Algorithmic Auditors)

	> Other assurance providers

	> Affected Individuals

1	 See https://alliancefordatascienceprofessionals.co.uk for further information.
2	 This group would be best captured as ‘Organisations developing AI systems’ and ‘Organisations procuring AI 
systems’ within [11], but for our purpose is too specific as we are not solely concerned with AI systems.
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How should this report be read?

Because of the above decision, the following table can help readers determine which sections 
are most relevant to them:

Sections and intended audiences in the report

SECTION DESCRIPTION AUDIENCE

1 We set the context for Trustworthy and Ethical 

Assurance against the backdrop of current 

and emerging regulatory approaches to AI risk 

identification, management, and mitigation. This 

includes a summary of the AI Assurance Ecosystem, 

as developed by the UK’s Department for Science, 

Innovation, and Technology.

Following this, we introduce the TEA framework.

All (and, 

specifically, 

any audience 

unfamiliar with 

argument-based 

assurance or TEA)

2 We delve deeper into the topics of fairness and equity 

in health and healthcare, discussing relevant issues 

such as the social determinants of health. Building on 

previous work, we introduce two models for identifying 

and mitigating fairness-related risks in the design, 

development, and deployment of digital health and 

healthcare technologies.

Research Bodies

Practitioners

Civil Society 

Organisations

Standards Bodies

Affected 

Individuals
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SECTION DESCRIPTION AUDIENCE

3 We present two case studies to help illustrate 

how fairness can be assured over the course of a 

project’s lifecycle. The first project involves an AI-

enabled clinical diagnostic support system (CDSS) 

the purpose of which is to help clinicians predict the 

risk of developing hypertension in patients with Type 

2 diabetes. The second presents a medical imaging 

platform, known as the CemrgApp, with custom 

image processing and computer vision toolkits for 

applying statistical, machine learning, and simulation 

approaches to cardiovascular data. 

Both case studies provide illustrative examples 

of different approaches to assuring fairness and 

health equity, using the TEA platform and associated 

materials. As such, they demonstrate the practical 

utility of the platform.

Research Bodies

Practitioners

Regulators

Accreditation 

Bodies

Civil Society 

Organisations

Standards Bodies

Professional Bodies

4 We conclude by discussing how TEA can be enhanced 

and extended by supporting the development of 

communities of practice. We introduce what is meant 

by this term, why it matters for assurance of digital 

health and healthcare, and how we plan to build on 

this work to ensure the sustainable development of 

the TEA framework.

Research Bodies

Practitioners

Regulators

Affected 

Individuals

Civil Society 

Organisations

Standards Bodies

Appendices Two appendices provide supplementary information:

Appendix 1 presents information about the 

Trustworthy and Ethical Assurance of Digital Health 

and Healthcare (TEA-DH) project, which gave rise to 

this report. This includes information about a series 

of engagement workshops that helped shape the 

development of the TEA platform and the guidance 

offered in this report. 

Appendix 2 presents information about the TEA 

platform, including how to access it and the features 

available or planned for future development.

All (based on need 

for additional 

information 

specified 

throughout 

the report)
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By now, it has been well established that the use of data-driven technologies, such as ma-
chine learning (ML), artificial intelligence (AI), or digital twins (DTs), changes the risk profile of 
organisations, including those in health and healthcare. The identification, evaluation, and 
management of risks and benefits for any novel technology can be challenging. But sociote-
chnical systems3 that include forms of AI pose their own unique difficulties, and as such have 
received a lot of regulatory attention and scrutiny. 

Over the last several years, many national and multi-national science, innovation, and techno-
logy governance bodies and organisations have worked tirelessly to develop their respective 
visions of how to manage and govern the risks associated with AI systems in a responsible and 
trustworthy manner4. For instance, the European Commission’s AI regulatory framework [12] 
adopts an approach in which systems are classified according to levels of risk (alongside de-
dicated rules for general purpose AI [13]), with subsequent rules that apply conditionally upon 
the initial risk classification (see Figure 1.1). The latest version of the AI Act also includes a fifth 
level for General-Purpose AI Models with “systemic risk” (see Article 52d [14]).

Similarly, the US National Institute of Standards and Technology published the first version 
of their AI Risk Management Framework (AI RMF) at the beginning of 2023 [15], which is de-
signed to help users map, measure, and manage risks (see Figure 1.2), while also exploring 
the broader trustworthiness of AI as dependent upon related properties, such as ‘security’, 
‘explainability’, and ‘fairness’ (see Figure 1.3).

Although there are important differences between the two frameworks, such as the voluntary 
nature of the latter, they both share a commitment to a risk-based approach. This is impor-
tant, because there are, obviously, many different harms that can emerge during the design, 
development, and deployment of data-driven technologies such as AI. As such, being able to 
categorise risks can help organisations adopt a proportionate approach to managing them.

However, there are also (well-known) challenges and limitations with risk-based approaches, 
including:

	> Missed hazards: subjectivity in risk assessments can lead to some hazards being 
overlooked whether unintentionally or perhaps due to variation in risk thresholds.

	> Dynamic and evolving risks: the behaviour of data-driven technologies can change 
over time (even in deployment where they utilise forms of AI). As such, new risks 
may emerge as systems adapt or evolve. Risks assessments may not capture these 
emerging hazards.

3	 In short, systems where people, technology, social environments, and work processes influence each other.
4	 While we focus primarily on AI in the context of this section, the scope of our report and the TEA platform is 
broader than AI. The emphasis on AI is a product of the regulatory and governance frameworks we explore for 
the purpose of scene-setting and context. However, in the context of assurance more generally, the scope of our 
concern is better captured by the term ‘data-driven technology’, which we define as any technology that leverages 
data to learn, adapt, and function, including AI, machine learning, and digital twins. Such a definition would be too 
broad and inclusive for the purpose of governance and regulation but is suitable for our purposes.
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Figure 1.1: Two graphics that (a) depict the four risk categories of the EU’s Regulatory Framework for 
AI systems, and (b) outline the critical steps for high-risk AI systems to meet EU compliance stan-
dards before reaching the marketplace (reprinted from [12]).

Figure 1.2: NIST’s AI Risk Management Framework encapsulates the essential stages of Mapping, 
Measuring, Managing, and Governing AI risks.

Figure 1.3: Characteristics of trustworthy AI systems, as described by NIST’s AI RMF.
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	> Availability of data: effective risk assessments depend on the quality and relevance 
of the available data. Where data are incomplete or biased, risk assessments may lead 
to ineffective governance strategies.

	> Under-regulation and governance of low-risk systems: low-risk doesn’t mean no 
risk. It is common for risk management and mitigation to be proportional to the risk. 
However, this means that low risk systems may not be given sufficient attention, 
which could lead to low risks becoming high risks where systems are combined (e.g. 
in procurement) or when non-independent risks are aggregated (e.g. pooling of sub-
prime mortgages in 2008 financial crash).

	> Limited user or stakeholder engagement: in some cases, stakeholders, end-users, or 
the individuals impacted by data-driven technologies may not be adequately involved 
in the risk assessment process. Rather, it may be treated as a mere compliance 
exercise, to be completed by an expert. This contributes to the first issue (i.e. missed 
hazards), and also misses the opportunity to build social license and capacity within 
the relevant community or ecosystem.

This is not a complete list (see [16] for further discussion), but helps to identify some of the re-
asons why we argue in favour of a more comprehensive and open approach to process-based 
of governance and assurance, which we will discuss in the context of health and healthcare.

Health and Healthcare

In health and healthcare, possible benefits from data-driven technologies include improved 
diagnostic accuracy and clinical decision support, earlier prediction of disease and associa-
ted health outcomes, and operational efficiencies in healthcare pathways, such as using AI to 
forecast how much blood plasma a hospital needs to hold onsite on any given day [17]. 

Figure 1.4: A list of cautions that accompany Google’s MedLM foundation model. Accessed 02/01/2024 from  
https://cloud.google.com/vertex-ai/docs/generative-ai/medlm/overview
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On the other hand, hazards (and their associated risks)6 include encoded bias in datasets, 
opaque and uninterpretable models, increased bureaucratic overhead to operate or support 
technical systems, and deskilling of professional judgement due to overreliance on algori-
thmic, automated, or autonomous systems. Some of these benefits and hazards are already 
being realised or occurring, causing issues for accountability, liability, and justifiability of de-
cisions [18], [19], whereas others remain possibilities. And in many cases, the benefits and 
hazards are interdependent. 

For instance, the use of generative AI, such as large-language models, has been touted by 
many as a promising source of clinical value. However, as healthcare is often a high-risk en-
vironment, any potential benefit must be carefully weighed against the possible risks in a 
proportional manner and relative to one other. As such, even models that are fine-tuned for 
the healthcare domain, such as Google’s MedLM are accompanied by wide-ranging cautionary 
remarks (see Figure 1.4).

However, it is insufficient to just note that ‘benefits’ and ‘hazards’ of such technologies exist. 
And although risk management frameworks, as noted previously, are helpful for offering top-
down guidance, they can fail to provide adequate forms of specification for how ethical prin-
ciples should be applied and how specific risks should be handled and communicated. Risks 
still need to be properly specified, evaluated, and mitigated (e.g. identifying hazards to phy-
sical or psychological harm and safety processes implemented to mitigate them), and then 
subsequently this risk management process should be sufficiently documented and commu-
nicated to relevant stakeholders or affected users.

6	 We can define ‘hazards’ as a source or situation with the potential to cause harm (e.g., a sharp knife, a wet floor, 
encoded bias). Hazards exist independently of whether someone is exposed to them. A ‘risk’ is the chance, likeli-
hood, or probability that harm will occur from a hazard, and the severity of that harm.

Figure 1.5: A summary of the AI Ethics and Governance in Practice model, showing how the process-based governance 
framework is grounded in ethical values and helps operationalise key ethical principles across a project’s lifecycle [22].
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The need for thorough, end-to-end documentation is one of the reasons why we argue in 
favour of a broader approach to assurance in this report. An approach that still encompas-
ses tools and process for risk management and mitigation, but also focuses on the need to 
build trust and confidence in a system by measuring, evaluating, communicating properties 
and evidence that contribute to its trustworthiness and ethical permissibility. Such a process 
cannot be reduced to a single activity or exercise (e.g. a risk assessment or production of a 
model card [20]). Rather it requires ongoing reflection, deliberation, and engagement across 
the entire lifecycle of a product or system, as noted by many researchers in the space of AI 
ethics and governance [21], [22], [23], [24].

The UK’s Public Sector Guidance on AI Ethics and Safety characterises this end-to-end form 
of process-based governance as a three-step process of reflection, action, and justification 
[25]. Since the publication of this guidance in 2019, we have worked to expand this guidance 
into a comprehensive set of tools, guidance, and standards that can help scaffold and build 
capabilities around the responsible and ethical governance of AI systems [22].

For instance, as Figure 1.5 shows, rather than having one over-arching notion of risk, there are 
more specific ethical risks captured by the SSAFE-D principles (e.g. risks associated with fair-
ness or explainability). These risks are then operationalised in the context of a process-based 
governance (PBG) framework, which shows how specific actions or tools (e.g. software pac-
kages for quantifying statistical fairness or model interpretability) ground risk management 
practices in specific stages of a project’s lifecycle. The purpose of the PBG Framework is to 
help project teams to successfully operationalise ethical principles across the AI project life-
cycle and document how this has been achieved. As such, it is a form of scaffolding or a tem-
plate that provides a landscape view of where in the AI project workflow governance actions 
are to take place to integrate the respective principles into project activities.

And, importantly, the emphasis on justification and documentation of governance actions 
ensures that risk management becomes (where possible) an open and dialogical process. Or, 
in another sense, it turns risk management to a more comprehensive form of assurance (i.e. 
establishing justified trust and confidence in some property or system). As such, this fra-
mework is a grounding for our approach to assurance. So, let us take some time now for TEA!

Rather than fully describing process-based governance here, we direct interested readers 
to a series of guidebooks designed to help the public sector apply AI ethics and safety to 
the design, development, and deployment of algorithmic systems:

	> https://www.turing.ac.uk/research/research-projects/ai-ethics-and-governance-practice

   Further Resources
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What is Trustworthy and Ethical Assurance?

Trustworthy and ethical assurance comprises a tool and a framework.

The open-source tool, known as the TEA platform, has been designed and developed by re-
searchers at the Alan Turing Institute and the University of York, with input from the Res-
ponsible Technology Adoption Unit, to support the process of providing assurance for some 
property or goal of a data-driven technology or system (e.g. AI system).

In addition, the TEA platform is supported and enhanced by a framework that offers accessi-
ble resources and user guidance to help scaffold a community of practice7 and shared stan-
dards. At the centre of the TEA framework are two components:

1.	 a methodology of argument-based assurance, focused on ethical goals, which provides 
the structure and elements necessary to build accessible assurance cases, and

2.	 a set of resources that support practical decision-making across all stages of a project’s 
lifecycle.

Here, we will focus on the methodology. Further details of both the tool and the framework 
can be found in Appendix 2.

Methodology: Argument-Based Assurance

Trustworthy and Ethical Assurance is an example of what is known as argument-based assu-
rance. As we discuss in Box 1.1: The AI Assurance Ecosystem, there are many ways of provi-
ding assurance. However, TEA emphasises the importance of an accessible and structured 

Trustworthy and Ethical Assurance is a structured 
approach to the communication of reasons and 

evidence about a data-driven technology or system, 
which helps stakeholders and affected users 

understand and evaluate the trustworthiness and 
validity of an argument made about some property 

or goal of the technology or system.

7	 A community of practice is a group of people with a shared goal, set of interests, or concerns, who come togeth-
er to establish an agreed upon method or ways of working (i.e. practice) to address the goal, interests, or concerns. 
We discuss this definition in more detail in Section 4.
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Box 1.1: The AI Assurance Ecosystem

In March 2023, the UK government set out its AI governance framework, in a report titled, 
A pro-innovation approach to AI regulation [10]. The report identifies five cross-sectoral 
principles to guide and inform the responsible development and use of AI, across all 
sectors of the economy. These principles, based on the OECD AI principles [42], are:

	> Safety, security, and robustness

	> Appropriate transparency and explainability

	> Fairness

	> Accountability and governance, and

	> Contestability and redress

The cross-sectoral principles prescribe “what” goals or outcomes AI systems should 
achieve, regardless of the sector in which they are deployed. The report then sets out 
the role of “tools for trustworthy AI”, in supporting industry and regulators to better 
understand “how” to operationalise these principles in practice by providing agreed upon 
processes, metrics, and frameworks to achieve these goals. “Tools for trustworthy AI” 
refers to both assurance mechanisms and global technical standards.

What are AI assurance mechanisms?

Assurance mechanisms are not unique to AI – assurance is already practised in several 
domains, including safety critical industries, financial auditing, and cybersecurity. 
Assurance builds confidence in a system, product, or process by measuring, evaluating, 
and communicating something about an AI system. In the context of AI, assurance can be 
used to measure, evaluate, and communicate whether an AI system is trustworthy, and 
aligned and/or compliant with the proposed regulatory principles.

There is a spectrum of AI assurance mechanisms that can, and should, be used in 
combination with one another across the AI project lifecycle. The list below details a 
sample of some key assurance techniques (complementary to argument-based assurance 
and the TEA framework) that organisations should consider as part of the development 
and/or deployment of AI systems:

	> Risk Assessment: Used to consider and identify a range of potential risks 
that might arise from the development and/or deployment of an AI product/
system.

The material in this box has been co-produced with the Responsible Technology Adoption 
Unit, part of the Department for Science, Innovation and Technology, and is based on their 
Introduction to AI Assurance. This box provides a summary of some of the salient parts of the 
guidance, as understood in the context of the TEA platform, and also introduces the reader 
to the idea of an ‘assurance ecosystem’. However, further details can be found in the full 
guidance.
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	> (Algorithmic) Impact Assessment: Used to anticipate the wider effects of a 
system/product on the environment, equality, human rights, data protection, 
or other outcomes.

	> Bias Audit: Focused on assessing the inputs and outputs of algorithmic 
systems to determine whether there is unfair bias in the outcome of a 
decision, or classification made by the system, or input data used in the 
system.

	> Compliance Audit: Involves reviewing adherence to internal policies, external 
regulations and, where relevant, legal requirements. Regulatory inspection is a 
type of compliance audit.

	> Conformity Assessment: The process of conformity assessment 
demonstrates whether a product or system meets relevant requirements, 
prior to being placed on the market.

	> Performance Testing: Used to assess the performance of a system under 
varying conditions. Often used as part of conformity assessments.

	> Formal Verification: Formal verification establishes whether a system 
satisfies specific requirements, often using formal mathematical methods and 
proofs.

Many of these assurance mechanisms are underpinned by consensus-based global 
technical standards.

‘Standards’ can be described as rules, norms, or guidelines. They are crafted to establish 
a dependable foundation for cultivating collective expectations concerning a product, 
process, service, or system as part of governance and assurance frameworks. We 
see examples of their implementation in industry, academia, professions, product 
development and service delivery.

Standards are commonly developed in a variety of ways through a consensus-building 
processes, that may be led by academic institutions, international bodies, professional 
associations, industry, or formally recognised Standards Development Organisations 
(SDOs). Standards developed by SDOs are often referred to as ‘technical standards’, 
which are developed through stakeholder-driven processes, guided by principles such as 
relevance, transparency, and consensus.

By establishing standardised terminology, processes, and benchmarks for the quality of 
products, services, or processes, technical standards help organisations maintain high 
standards of excellence. Consumers, in turn, gain confidence in products that adhere 
to recognised standards, knowing that they meet specified criteria for safety, reliability, 
and performance. Additionally, standards contribute to cost savings and efficiency by 
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streamlining processes, reducing errors, and optimising resource utilisation.5

All these types of standards can help to underpin and support assurance techniques and 
enable assurance users to trust the evidence and conclusions presented by assurance 
providers. Without standards we have advice, not assurance.

Why is AI assurance important?

AI assurance has three main objectives:

1.	 Build justified trust in AI systems.

AI assurance mechanisms can help to build justified trust in AI systems, and overcome 
two key organisational challenges:

	> An information problem: Organisations need to reliably and consistently 
evaluate whether people should trust the system.

	> A communication problem: Organisations need to communicate their 
evidence to other assurance users and translate this evidence at the 
appropriate level of complexity, so that they can direct their trust or distrust 
accordingly.

The value of AI assurance is in overcoming both problems to build justified trust and 
drive the adoption of trustworthy AI systems across the economy (also see Next 
Steps: Making Fair Assurance Cases FAIRer, in Section 4). 

2.	 Demonstrate alignment/compliance with relevant regulation, including the 
UK’s proposed regulatory principles.

AI Assurance requires measuring and evaluating a variety of information to show 
that the AI system being assured is reliable and trustworthy. This includes how these 
systems perform, how they are governed and managed, whether they are conforming 
with a technical standard or compliant with regulations, and whether they will reliably 
operate as intended. Assurance processes can, therefore, provide the evidence base 
required to prove that a system is and compliant with relevant regulations.

In the UK context, assurance mechanisms can help regulators to evaluate AI systems, 
and ensure that they are aligned and compliant with the proposed regulatory principles. 
This will help to ensure the deployment of systems that are safe, secure, and robust; 

5	 We discuss the role of standards in the TEA framework in further detail in the following guidance document 
(co-authored with the AI Standards Hub):  https://alan-turing-institute.github.io/AssurancePlatform/introducto-
ry-resources/standards



appropriately transparent and explainable; fair; and to ensure that organisations have 
appropriate measures in place to ensure sufficient accountability and governance; 
and to enable contestability and redress for affected parties.

3.	 	Enable International Interoperability.

The growth of the digital economy has increased opportunities for international trade 
and partnership. Major economies like the USA, Japan, Canada, Australia, and Singapore 
are likely to share a context-based approach to AI governance, and many companies 
will also need to be compliant with the EU’s AI Act to enable them to operate in the EU. 
Embedding effective assurance mechanisms will help organisations to demonstrate 
compliance with relevant regulations and standards and allow for greater jurisdictional 
interoperability by providing agreed upon standards and metrics against which to 
measure compliance.

Key actors in the AI assurance ecosystem: Roles and responsibilities

There are a broad range of actors that are needed to check that AI systems are trustworthy 
and compliant with relevant regulations and standards, and to communicate evidence 
of this to others. These actors can each play several interdependent roles within an 
assurance ecosystem. The table below provides examples of key stakeholders and their 
role within the AI assurance ecosystem:

	> AI assurance service providers: collect evidence, assess, and evaluate AI 
systems and their use. Agreed standards are required to enable independent 
assurance providers to communicate evidence in ways that are understood, 
agreed on and trustworthy by their customers. Assurance may be performed 
by an external, independent third-party, or by an internal assurance team. 

	> Regulators: set regulation and best practice in their relevant domains and 
(where required) encourage, test, and verify that AI systems are compliant 
with their regulations.

	> Standards bodies: convene actors including industry and academia to 
develop commonly accepted standards that can be evaluated against.

	> Accreditation bodies: attest to the ongoing competence, and impartiality 
of AI assurance services provided by third party assurance providers against 
international standards. This will build trust in auditors, assessors, and 
suppliers throughout the AI assurance ecosystem.
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argument, based on methods from informal logic and argumentation theory [26]. We can de-
fine argument-based assurance as follows:

Argument-based assurance creates a structured argument grounded in supporting evidence, 
known as an assurance case. This assurance case is the primary means for documenting how 
a goal has been obtained across the lifecycle of a project and supported by a process-based 
form of governance (as discussed above). 

The structure of an assurance case is important because it helps users and stakeholders eva-
luate the confidence they should have in the overall argument (i.e. the level of trustworthi-
ness).

There are three basic elements of an assurance case in TEA:8

	> Government: drive the development of an AI assurance ecosystem that 
supports compliance with laws and regulations, in a way that does not hinder 
economic growth.

	> Research bodies: contribute to research on potential risks of AI systems, or 
develop new methods and metrics for assurance mechanisms.

	> Civil society organisations: support multi-stakeholder feedback and scrutiny 
on AI systems, through oversight and stakeholder convening. CSOs can also 
keep the public/industry informed of emerging risks and trends through 
external advocacy.

	> Professional bodies: define, support, and improve the professionalisation of 
assurance standards and to promote information sharing, training, and good 
practice for professionals, which can be important both for developers and 
assurance service providers.

Argument-based assurance is a process of using 
structured argumentation to provide assurance to 
another party (or parties) that a particular claim (or 

set of related claims) about a property of a system is 
warranted given the available evidence. [27]

8	 There are additional elements beyond these three, but in this section, we focus only on these basic elements for 
simplicity. See the following online guidance for further details: https://alan-turing-institute.github.io/Assurance-
Platform/guidance/components.
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1.	 a top-level goal claim to be established;

2.	 a set of supporting property claims about the project or system, which collectively 
specify and operationalise the goal; and

3.	 the evidence that supports the individual claims and grounds the overall argument.

A toy example of these three basic elements is shown in Figure 1.6.

These three basic elements tie the TEA platform more closely to the process of ‘reflect, act, 
and justify’ mentioned above in relation to the process-based governance framework [22]. 
First, anticipatory forms of reflection help a team determine which ethical goals ought to be 
prioritised and assured. Then, actions taken over the course of a project’s lifecycle operatio-
nalise the goal and lead to the ability to make claims made about a project or a system, which 
in turn create the evidence (or documentation) that can be used to justify the overall argu-
ment. This connection helps to demonstrate the practical leverage of TEA as a governance 
mechanism that enables responsible action in accordance with structured consideration of a 
broad range of ethical risks.

The use of assurance cases have a long history in safety-critical domains [28]. And, more re-
cently, the use of assurance cases for the purpose of demonstrating the safety of systems in 
healthcare has been explored and discussed [1], [2], [29], [30].

For instance, in a recent paper, Liberati et al. present an evaluation of a project that involved a 
multi-site case study exploring the use of safety cases in clinical pathways [1]. Some of the be-
nefits of using safety cases in healthcare include a) enabling a more holistic and systems-le-
vel view of risk (also see Section 2: Fairness and Health Equity: The Unvirtuous Circle); b) 
providing a new way for teams to think about risk and reflect on risk management strategies; 
and c) creating new forms of knowledge and understanding through upskilling. However, they 
also recognised challenges with safety assurance, including a) scarce skills and resources (e.g. 
safety assurance is a time-consuming process), b) varying quality and efficacy of assurance 

P1
Trained professionals can explain
how the system operates.

G1
The AI system is explainable.

E1
Survey results from user study.

P2
The model used by the system is
intrinsically interpretable.

P3
The features used by the model are
meningful with the intended domain.

P4
...

E2
Description of model.

E3
Description of features.

Figure 1.6: A toy example showing an assurance case for an explainable AI system.
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cases can impede the reliable identification of patterns across contexts, and c) assurance 
cases may uncover insights or information that may not be welcome, especially if they lead 
to liability for senior leaders.

While the generalisability of their findings to fairness cases cannot be assumed, our own 
engagement activities have uncovered similar expectations to Liberati et al. (see [31] and 
Appendix 1), which suggests that the adoption of argument-based assurance as a more ge-
neral methodology, inclusive of ethical goals, could help the health and healthcare sector 
maximise benefits and minimise risks associated with data-driven technologies. This requires 
us to broaden our focus beyond safety assurance.9

From Safety to SAFE-D: Operationalising Ethical 
Principles

There are many reasons why safety is of increasing interest in the context of data-driven 
technologies, such as AI or digital twins.10 One reason is an increased interest (or motivation) 
among politicians, policy-makers, and industry leaders, evidenced by the recent AI Safety 
Summit held in November 2023, which had as one of its objectives, the “shared understan­
ding of the risks posed by frontier AI” [32].11 A second (and related) reason is the growing 
pressure from regulators to demonstrate how safety has been established throughout a pro-
ject or system, and how developers and organisations have complied with existing rules and 
standards [10]. And a further reason includes ongoing calls from diverse groups in society 
(e.g., patient representatives, healthcare professionals) to ensure that novel technologies are 
deployed and used safely to ensure patients and consumers are not harmed [33].

For those working in health and healthcare, the importance of safety will be well apprecia-
ted.12 There will also be a wide appreciation of the need to approach safety as a complex and 
multi-faceted concept, which requires the adoption of a systems-level perspective when de-
signing policies, interventions, and solutions [34]. As the Health Foundation notes, “safety is 
the product of complex interactions of attitudes, behaviours and resources.” [2] But safety is 
one of many goals that are important in health and healthcare. 

9	 Interested parties may also wish to read [30] for a commentary on the evaluation from Liberati et al.. This com-
mentary includes a discussion on the changing cultural context and “patient safety mindset” within healthcare, 
which the authors claim is reflected in a growing interest in systems thinking, human factors and ergonomics, and 
resilience engineering. 
10	 There will be many ways to define safety, including the general understanding of safety as freedom from or 
absence of unreasonable risk, which is common in autonomous systems standards (e.g. ISO 26262-1:2018) as well 
as clinical safety standards (e.g. DCB0129). We don’t use any specific definition of ‘safety’ for the purpose of this 
report, as it is not our primary focus. However, our understanding of the term is broadly in line with such defini-
tions, while acknowledging that safety is not a simple binary state (i.e. safe or unsafe). Our thanks to a reviewer for 
encouraging this clarification.
11	 Our focus in this report, and with the TEA platform more generally, is not limited to frontier AI.
12	 Although regretfully and too frequently overlooked in the pursuit of cost efficiencies.
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Some goals and values may be in tension with safety. For instance, cost efficiency is obviously 
important in the context of a national healthcare service, such as the NHS. And even if safer 
technologies were (in principle) available, if the costs are too prohibitive this may end up 
being an over-riding factor in deciding whether to procure and deploy them. Others may be 
deeply intertwined with safety but emphasise a different facet of the complexity of safety. 
One way to illustrate this latter point is with the question, safe for whom?

The history of health and healthcare is replete with examples that illustrate how the benefits 
and risks of services, treatments, or technologies are not fairly or equitably distributed throu-
ghout society (see Box 1.2: Examples of healthcare disparities and inequities).

The reliability of treatments can vary for different sub-groups within a population, and safety 
standards for care pathways can vary within the same organisation. To illustrate this point, 
consider the following hypothetical scenario. An organisation developing a clinical diagnostic 
tool, which uses a machine learning algorithm to predict the presence of some disease, deci-
des to carry out an evaluation of the accuracy of their system. They achieve an average accu-
racy of 98% across the internal and external validation of their system. They use this result 
as evidence in support of the claim that their system is “safe to deploy in a clinical pathway”.

Obviously, there are many issues with this hypothetical claim, including (but not limited to) 
the following:

	> the 2% of false predictions are all received by a specific sub-group of the population 
(see Figure 1.7 for a simple illustration);

	> the representativeness of their initial dataset was insufficient to warrant 
generalisability of the model to new contexts; and

	> the external validation of their model granted some additional justification of the 
generalisability of the system, but not enough to convince stakeholders of the safety 
of the system overall.

98 patients
from Patient Group 1,

correctly predicted

2 patients
from Patient Group 2,
incorrectly predicted

Figure 1.7: Diagram showing 100 patients, where claim about 98% accuracy is undermined by a failure to consider 
fairness of accuracy distribution.
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Box 1.2: Examples of healthcare disparities and inequities

	> Vaccine Distribution: During the COVID-19 pandemic, vaccine distribution 
highlighted significant disparities. According to a report by the World Health 
Organisation, “as of 1 April 2021, of the half a billion vaccines administered, 
86% have been in high-income countries, while 0.1% have been in low-income 
countries.”

	> Genetic Research: the majority of studies of genetic association with disease 
have a European bias, which has “important implications for risk prediction 
of diseases across global populations” and the development of genetic 
therapies. [35]

	> Pain Management: there are many documented disparities in pain management, 
including variation in access (e.g. disparities in prescription rates) and efficacy of 
pain treatment [36], [37].

	> Skin Cancer: Artificial Intelligence (AI) is increasingly used to support diagnostic 
processes, including dermatological applications. However, in a systematic 
review of open-access datasets for skin cancer images, Wen et al. found “massive 
under-representation of skin lesion images from darker skinned populations [38].

	> Thalidomide and Birth Defects: Thalidomide was a widely used drug in the 
1950s for treating morning sickness in pregnant women. Unfortunately, it wasn’t 
properly tested for teratogenic effects, resulting in severe birth defects in 
thousands of children [39]. Despite this, the drug is still in use in some parts of 
the world for treatment of leprosy, and it is suggested that due to varying levels 
of health literacy is still causing birth defects [40].

	> Osteoporosis Treatment and Gender: Osteoporosis is a systemic skeletal 
pathology characterised by loss of bone mass. Women are at greater risk than 
men, but evidence suggests that because of gender biases in screening, men are 
more likely to remain untreated and exhibit secondary osteoporosis [41].

	> Research and Evidence Gaps: The lack of information about health outcomes 
can itself be a disparity. For instance, systematic gaps in understanding 
pertaining to the health of minority groups such as the LGBTQ+ population where 
some evidence suggest greater rates of mental health symptoms and disorders 
(e.g., depression, anxiety, substance use, and suicide) [42].
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The purpose of highlighting these specific issues is to simply note where goals like safety 
and fairness are deeply intertwined. Therefore, demonstrating how risks have been identified, 
evaluated, and mitigated is, understandably, challenging. However, we argue that Trustworthy 
and Ethical Assurance provides a valuable framework and systematic approach to the opera-
tionalisation of trustworthy and ethical principles, including safety, fairness, and others such 
as explainability.

To help motivate this claim further, consider how the same hypothetical organisation may 
need to demonstrate both how their system is safe to use within a particular clinical pathway 
and also produces explainable outputs and behaviours that can be accessed by healthcare 
professionals. How they achieve this will depend on several contextual factors.

Let’s take the goal of explainability with respect to the following questions:

	> How was the diagnostic tool developed and evaluated? The explainability of a 
system is not simply a property of its outputs. In the context of healthcare and 
participatory decision-making, there may be a need for healthcare professionals to 
explain the grounds or reasons for a decision they have made, which could include 
reference to how a system was developed.

	> What is the level of uncertainty? Many decisions made in healthcare will depend 
upon probabilistic reasoning. Presenting the results of an algorithmic decision as, 
say, a “90% chance of a positive result” can obscure myriad uncertainties (e.g. wide 
variance in a probability distribution, assumptions made during model development).

	> Who will use the tool? Whether a tool is explainable depends, in part, on who the 
users are (e.g. trained professionals versus members of the public) and the design of 
interactions within complex systems that affect how the tool is used—a key challenge 
in human factors research.

These are just three examples of how claims made about the explainability of a system, in res-
ponse to a small set of possible questions, are contextual and could be related to additional 
goals or claims (e.g. fairness and safety). 

And yet, despite the contextual nature of such goals, there are also similarities in the recu-
rring set of ethical principles that span the assurance of data-driven technologies, both within 
and between different domains, such as fairness and bias. In previous work [27], [31], we have 
explored how TEA can be used to help operationalise the following set of ethical principles:

Sustainability

Fairness

Data Stewardship

Accountability

Explainability
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We refer to these principles collectively with the acronym, SAFE-D, which is semi-recursive 
insofar as it is both pronounced similar to ‘Safety’ and also includes safety as a core attribute 
of Sustainability.13 We have also shown, in previous work, how these principles can be speci-
fied and operationalised by identifying core attributes that can scaffold a process of argu-
ment-based assurance by enabling teams to identify and evaluate specific sets of claims that 
need to be established and evidenced [45].14

Furthermore, work has also been undertaken to provide a unified argument pattern that 
brings complementary ethical principles together into a broader approach to assurance that 
focuses on the overall ethical acceptability of an AI system [23]. Our aim in this report is to 

Additional resources for those interested in understanding more about assurance:

Box 1.3: Resources for Further Reading 

	> Safety Critical Systems Club: the Safety Critical Systems Club website has a 
wide-range of community-generated publications, including the Goal Structuring 
Notation (GSN) standard. GSN provides a formal definition for a graphical 
technique used to build and document arguments and assurance cases, and is a 
key influence behind the TEA platform.

	> DSIT Portfolio of AI Assurance techniques: in June 2023, the Department for 
Science, Innovation and Technology (DSIT) launched the Portfolio of AI Assurance 
Techniques. The Portfolio features real-world case studies of AI assurance 
mechanisms being applied by organisations across a range of sectors. The 
Portfolio is designed to support industry, particularly start-ups and SMEs to 
identify relevant assurance techniques and standards for their context of use.

	> AI Ethics and Governance in Practice Programme: the AI Ethics and Governance 
in Practice Programme comprises a series of eight workbooks and a forthcoming 
digital platform designed to equip the public sector with the tools, training 
and support it needs to apply principles of AI ethics and safety to the design, 
development, deployment, and maintenance of its AI systems.

	> AI Standards Hub: the AI Standards Hub is a joint initiative delivered in 
partnership between The Alan Turing Institute (ATI), the British Standards 
Institution (BSI), the National Physical Laboratory (NPL), and supported by the 
government. The Hub’s mission is to advance trustworthy and responsible AI with 
a focus on the role that global technical standards can play as governance tools 

13	 In other publications, we have included ‘Safety’ as a standalone principle, expanding the acronym to SSAFE-D 
(as with the example of the PBG framework above) [22].
14	 As we will explore in Section 4, these core attributes can be used as ‘strategy’ elements in the process of devel-
oping an assurance case to help structure an argument.
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build on these foundations, rather than rehearsing them, with a specific focus on the principle 
of fairness.

A common theme across all this previous work has been the importance of recognising and 
understanding the societal context within which data-driven technologies are designed, de-
veloped, deployed, and used. The next section pays specific attention to this theme in the 
context of health and healthcare.

and innovation mechanisms. The AI Standards Hub aims to help stakeholders 
navigate and actively participate in global AI standardisation efforts and 
champion global technical standards for AI. Dedicated to knowledge sharing, 
community and capacity building, and strategic research, the hub seeks to 
bring together industry, government, regulators, consumers, civil society, and 
academia.

	> OECD Catalogue of Tools and Metrics for Trustworthy AI: there are tools and 
metrics out there that help AI actors to build and deploy AI systems that are 
trustworthy. However, these tools and metrics are often hard to find and 
absent from the ongoing AI policy discussions. This catalogue makes it easier 
to find tools and metrics by providing a one-stop-shop for helpful approaches, 
mechanisms, and practices for trustworthy AI.

	> Introduction to AI Assurance: the Department for Science, Innovation, and 
Technology’s Introduction to AI Assurance aims to build understanding of the 
value of AI assurance for enabling the development and deployment of safe and 
trustworthy systems. This guidance has been developed for a lay audience, to 
build baseline understanding of the role of tools for trustworthy AI, like assurance 
mechanisms and technical standards to support wider AI governance and 
operationalise the proposed regulatory principles in practice.
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Social Determinants of Health

Two Models for Supporting Fairness Assurance in Digital Health 
and Healthcare

	> Looking Outwards: The Unvirtuous Circle

	> Looking Inwards: The Project Lifecycle Model

Fairness and Health Equity: 
The Unvirtuous Circle
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There are myriad factors that affect human health, including non-medical factors and life 
experiences that do not at first appear to be health related. As described below, these are 
sometimes described as the “social determinants” of health [46]. Acknowledging the social 
determinants of the health reveals that the attainment of various health outcomes is not sim-
ply a matter to be resolved by healthcare practitioners but also as a matter of social justice. 

Whereas healthcare policy can improve outcomes by focusing on increasing the distributive 
equality of its services (e.g. ensuring that every person has similar access to the benefits of 
healthcare interventions), policies that promote health equity delve deeper to consider the 
specific requirements of individuals whose unique life paths and struggles are implicated as 
factors in their health outcomes. 

There are many ways to define health equity. As a starting point, let’s take the following defi-
nition offered by the World Health Organisation [47]:

The inclusion of avoidable and remediable, here, is important. Related ethical goals such as 
social justice and fairness are often criticised as being lofty, poorly defined, or unachievable. 
Putting aside the matter of philosophical and conceptual disagreement, there is a valid point 
in such criticisms about how much of an ethical ideal or principle can be realistically achieved. 

A person’s optimal health is the level of health they are physiologically capable of achieving 
given access to their preconditions of health. While it is not possible to provide every person 
with the same physiological conditions, it is possible (in principle) to provide a set of social 
conditions to support any given physiology (e.g. personalised medicine). The measure of heal-
th that results from the provision of this set of conditions, which is likely to differ from person 
to person, can be expressed as health equity. On this view, health equity connects the ethical 
values of fairness and justice to health.15

The achievement of optimal health for a society’s members is influenced by a combination 
of physiological and social factors. While one’s biological and constitutional features, which 

Health equity is the absence of unfair, avoidable, 
and remediable differences in health status among 

groups of people.

15	 In political philosophy, health is a feature of distributive justice, which holds that, where society can mediate the 
distribution of things of value, there are distributions that are more or less fair. The political philosopher John Rawls 
argued that an ideal society is one in which procedural fairness leads to just distributions of essential resources 
[90] which in turn supports flourishing. Health is presumably among the essential resources, or “primary goods” 
whose distribution is at least partly controlled structurally by a society and is therefore fundamental to fairness. 
Amartya Sen, whose own conception of human flourishing is based upon one’s capability to pursue a meaningful 
life, similarly argues that good health is fundamental to enacting one’s freedom, as it opens possibilities to make 
changes to one’s conditions of life [91]. While these perspectives suggest that health is merely instrumental to the 
achievement of a meaningful life – meaning it serves as a tool or pathway –health can also be considered among 
the implicit goals of a meaningful life; much of what we hope for is a good “quality of life” in which optimal health 
is a fundamental part.
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are largely fixed, play a significant role in a person’s ability to realise their full health potential, 
there are also features that are both social in origin and potentially modifiable in character. 
These are commonly referred to as the social determinants of health. 

Social Determinants of Health

The WHO defines the social determinants of health as ‘the societal conditions in which people 
are born, grow, live, work and age’ [48]. The foundational theory of social determinants can 
be traced to public health literature of the 1970s by researchers who were critical of public 
health discourse limited to the study of disease progression and interventions detached from 
social context [49]. 

These conditions are shaped by the distribution of money, power, and resources (including 
technologies) at global, national, and local levels, which are themselves influenced by policy 
choices and interventions, among other things. 

For instance, poverty and education are deeply interconnected with health. Lower economic 
status often correlates with poorer health outcomes due to factors like inadequate housing, 
food insecurity, and limited access to quality healthcare [50]. The famous model developed 
by Dahlgren and Whitehead depicts health determinants in concentric layers surrounding the 
individual, ranging from constitutional and personal lifestyle factors to broader social and 
economic conditions [51]. It is helpful for underscoring the complexity of health influences 
and the necessity of multi-level interventions.

For instance, wealth disparity has long been associated with suboptimal health outcomes. A 
systematic review by Pollack et al. [52], for example, found strong agreement among studies 

Figure 2.1: The main determinants of health (Reprinted from [51])
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correlating wealth and its absence with variations in measures of health, including rates of 
mortality and functional status (one’s ability to carry out daily or essential activities), as well 
as differences in self-reported health status. But while wealth may be an indicator of health, it 
is not merely the difference between rich and poor that most reliably predicts health. Daniels 
et al. [53] argue that degrees of health inequity are more likely to follow patterns of wealth 
distribution within rather than across societies, even among societies whose overall wealth, 
or lack thereof, are comparatively similar. This suggests that it is not wealth alone that deter-
mines health but various forms of social ordering. This further suggests that indicators other 
than income or assets are instructive to understanding the distribution of health inequity.

Several studies also demonstrate that health disparities are not limited to financial condi-
tions. The ‘Black Report’ [54], for instance, provided evidence of inequity in health between 
racial and ethnic minorities when compared with majorities, even when accounting for eco-
nomic difference. More recently, Michael Marmot and colleagues’ ‘Whitehall Study’ documen-
ted differential health outcomes correlating the employment-grade of British civil servants; 
those in higher grades lived longer than those in lower grades [55]. Related to these findings, 
Marmot [56] identified a ‘social gradient’, a scale on which trends of mortality and morbidity 
directly correlate to a status position relative to others. 

Marmot finds that health disparities are not merely a function of advantage and disadvanta-
ge. Rather, disparities in health are hierarchical throughout the gradient. Wherever analysis 
is conducted along the scale, health outcomes are better for those at a higher degree on the 
scale than those below. As Marmot found in the ‘Whitehall Study’, the differences were most 
stark between the highest and lowest grade ranks, but health disparities relative to position 
were evident throughout. In investigating evidence outside of the British civil service and 
outside of Britain, Marmot found multiple gradients with similar effects on health, including 
income, levels of education, class status of one’s parents, and occupational prestige. While 
these different gradients often overlap or have tacit relationships to one another, they are 
sufficiently dissimilar to merit individual scales. A common thread among them Marmot iden-
tifies is autonomy; higher status as indicated by any of the gradients or some combination 
leads to lives with more options and freedom, which in turn improves health potential.

What has all of this got to do with AI assurance? Consider the following quote:

If fairness and health equity are inherently tied up with social determinants of health, and AI 
systems are sociotechnical systems (i.e. they are shaped by and in turn, shape the societal 
conditions in which they are situated) [58], the trustworthy and ethical assurance of such 
systems demands a broad (societal) perspective on the types of claims and evidence that are 
used to justify an argument about the overall fairness of a system. 

In many organizations, once systems engineers 
have verified and validated the requirements, they 

consider the system completed. [57, p. 92]
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Fairness requirements cannot be verified and validated solely from within the limited pers-
pective of a model or system’s narrowly defined technical development lifecycle. 

Two Models for Supporting Fairness Assurance in 
Digital Health and Healthcare

No single model could hope to capture all the ways in which the multitude of factors and 
determinants affect an individual’s or population’s health. Even the restricted case of how 
data-driven technologies interact with these factors and determinants is incredibly complex. 
Assumptions and abstractions are inevitable. 

In this section, we present two models that we believe are useful, in line with the oft-quoted 
statement by the statistician George Box. That is, both adopt a representational perspective 
that constrains their utility (e.g. explanatory value or practical decision-making utility) but 
is nevertheless salient for their intended purpose. However, together they provide a more 
complete perspective from which to identify and evaluate how data-driven technologies are 
affected by underlying social inequities and injustices; inherit, propagate, and potentially 
exacerbate various biases; and further impact society (and its norms and practices) through 
their deployment and use.

Looking Outwards: The Unvirtuous Circle

Our first model for understanding data-driven technologies in health and healthcare is one 
that explicitly highlights the socio-technical nature of data-driven technologies (see Figure 
2.2). This model offers a context that considers not only the technical features, constraints, 
and feasibilities of a data-driven system but also the socio-cultural factors that shape its 
design, development, and use. This four-quadrant model, known as the “Unvirtuous Circle”, 
was originally conceived to support an investigation into questions of equity in AI-supported 
medical technologies [6].

The purpose of the Unvirtuous Circle model is to enable a broad perspective of the landscape 
of social, economic, political, and technical influences that shape the innovation ecosystem 
of data-driven medical technologies. This model reflects a perspective that decentres the 
technology as a singular focus for tackling the problem of fairness and equity in health and 
healthcare. Moreover, the model pushes against an overly narrow focus on data-driven inno-
vations that can a) mask the importance of the social determinants of health, and b) obscure 
pathways to structural solutions to the longer-term patterns of structural inequality, syste-
mic discrimination, and implicit historical bias.

All models are wrong, but some are useful.
– George Box
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Figure 2.2 provides a map with which to navigate the many entry points of inequity and un-
fair bias throughout the health-related AI lifecycle. Starting from the top-left quadrant and 
moving clockwise: 

	> The World refers to the social and historical reality that is antecedent to the design, 
development, deployment, and ongoing use of data-driven health and healthcare 
technologies. It is the domain of lived experience in which the social determinants 
of health are situated and where pre-existing societal patterns of discrimination 
and social injustice arise. Data-driven technologies emerge from this world, and its 
patterns, prejudices, and attitudes can be encoded in datasets. Subsequently, they 
are drawn into and cascade through every stage of a project’s and system’s lifecycle, 
and risk perpetuating, reinforcing, or exacerbating existing biases and patterns of 
discrimination or social injustice.

	> Data: Attention needs to be paid to the complex social norms and practices, 
power relations, political, legal, and economic structures, and human intentions 
that condition the production, construction, and interpretation of health data. For 
instance, sampling biases and lack of representative datasets can be generated when 
individuals, who may have inequitable access to healthcare systems, distrust clinical 
and research environments for reason of systemic discrimination. Or, who may have 
limited access to digital platforms or devices (on which data are collected) and, thus, 
are not accurately represented in electronic health records (EHRs and datasets). 
Likewise, the source integrity of data can be prejudiced both by implicitly biased 
clinical judgements reflected in clinical notes, screenings, tests, and medications 
ordered, treatment decisions, and by inequitable tools and hardware that have been 
designed exclusively for dominant groups and, as a result, mismeasure minority 
groups. Figure 2.2 provides an aerial view of how historical patterns of health inequity 
and discrimination move from the World to Data.

	> We use Design (bottom-right quadrant) as an abbreviation for the sociotechnical 
design, development, and deployment lifecycle of AI systems (i.e. our second model). 
The use of health-related AI technologies is the result of a complex and interrelated 
set of sociotechnical processes. As a general heuristic, these processes can be 
broken down into stages of (project) design, (model) development, and (system) 
deployment—each having a subset of activities (for instance, project design will 
include actions like project planning, problem formulation, and data extraction and 
procurement). We will say more on this quadrant when we look at the next model 
(Figure 2.5).

	> Finally, by Ecosystem we mean the wider social system of economic, legal, cultural, 
and political structures or institutions—and the policies, norms, and procedures 
through which these structures and institutions influence human action. Inequities 
and biases at the ecosystem level can steer or shape AI research and innovation 
agendas in ways that can generate inequitable outcomes for minoritised, 
marginalised, vulnerable, historically discriminated against, or disadvantaged 
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social groups. Such ecosystem-level inequities and biases may originate in and 
further entrench asymmetrical power structures, market dynamics, and skewed 
research funding schemes that favour or bring disproportionate benefit to those 
in the majority or those who wield disproportionate power in society. Such benefit 
may occur at the cost of those who are disparately impacted by the discriminatory 
outcomes of the design, development, and use of AI technologies.

The Unvirtuous Circle model (Figure 2.2) presents a socially-situated view of data-driven te-
chnologies. With its wide aperture, the model can help draw attention to a broad range of 
interlocking and interacting processes that impact upon the distribution of health outcomes 
in society. As such, it situates the production and use of data-driven technologies in the wider 
social processes that organise and shape jointly undertaken human activities, including those 
that lead to technological innovation.

While it can be used to support both conceptual and practical work, because of its wider 
perspective, it has lower specificity than a model that deals with specific stages of, say, mo-
del development. An associated challenge that emerges here is that although the model has 
high explanatory value—insofar as it helps identify how social biases cascade from the world, 
through data and design, and back to the ecosystem of data-driven technologies—it can be 
difficult to draw any clear boundaries regarding practical responsibility. 

For instance, what should a software engineer who is firmly embedded within the develop-
ment of a ML model do once they have become aware of historical inequalities in healthcare 
access? Is there some mitigation technique or measure they can implement to address such 
a concern? When should they implement such a technique? Or is the issue so removed from 
their work that it fails to admit a practical solution? Questions such as these are where it can 
be helpful to look further inwards into one of the four stages, at a lower level of abstraction.

Looking Inwards: The Project Lifecycle Model

To complement the Unvirtuous Circle model, we now turn to a second model that further 
splits the third quadrant of the first model into more concrete stages where practical deci-
sion-making occurs within a project’s lifecycle. This is important for our focus on Trustworthy 
and Ethical Assurance, as it is during these stages where claims and evidence for an assuran-
ce case are established.

Figure 2.5 shows the typical stages of a project that involves the design, development, and 
deployment of a data-driven technology, such as a ML algorithm or an AI system. The model 
can be useful for several processes or outcomes, including initial reflection about the tasks 
or actions that should be undertaken at the respective stages; anticipation and assessment 
of significant risks, hazards, or challenges; deliberation about how the tasks and actions may 
undermine or promote relevant project goals and objectives (e.g. developing a fair classifier); 
and ongoing practical decision-making as the project unfolds and actions are documented. 
Figure 2.6 shows the relationship between the two models.
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The three over-arching stages of the project lifecycle model, in line with the third quadrant of 
the Unvirtuous Circle model, are as follows:

	> Project Design: the preliminary tasks and activities that set the foundations for the 
development of the model and system (e.g. impact assessments, data extraction and 
analysis).

	> Model Development: the technical and computational tasks associated with machine 
learning, such as training, testing, validation, and documentation, which are necessary 
to ensure the model is appropriate for its intended use with the target system.

	> System Deployment: the tasks that ensure the safe and effective deployment and 
use of the system (and underlying model) within the target environment by the 
intended users. This stage includes ongoing monitoring, as well as tasks associated 
with updating or deprovisioning.

There are many standards and best practices that offer similar forms of process-based go-
vernance, such as procedural standards for risk assessment [59], [60]. What is unique about 
the project lifecycle model, aside from its complementarity with the unvirtuous circle model, 
is that it has been designed to help teams embed practical forms of ethical and responsible 
research and innovation [61], [62] into a project’s lifecycle in the following ways:

Figure 2.5: Relationship between the two lifecycle models.
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1.	 Anchoring use of RRI tools: there have been many attempts in recent years to develop 
tools and methods for responsible research and innovation in data science and AI [20], 
[63], [64]. The project lifecycle model provides a unified structure for anchoring them in 
the practices of distributed teams,16 especially when used as part of the process-based 
governance framework introduced in Section 1: Introduction [22].

2.	 Shared vocabulary: although a heuristic model that will not perfectly capture the nuan-
ces of project organisation across all contexts and organisations, the project lifecycle 
model provides a shared vocabulary that facilitates communication between diverse 
roles, stakeholders, and communities.

3.	 Framework for assurance: when used as a framework in the context of trustworthy and 
ethical assurance, the project lifecycle model supports the systematic identification 
and documentation of claims and evidence about the decisions and actions undertaken 
by a team to assure a desirable goal (e.g. fairness). For instance, claims about actions 
undertaken during ‘model selection and training’.

We provide further details about the project lifecycle model in [27]. Here, it will suffice to 
highlight how the model can be used to support and structure ethical reflection and delibe-
ration, and how it can help project teams identify or develop strategies, claims, and evidence 
for constructing a trustworthy and ethical assurance case.

Therefore, let us consider a hypothetical scenario. 

A city hospital wants to use AI to predict and manage seasonal influenza outbreaks to en-
sure they have adequate staff, beds, and medical supplies. They plan to work with a team of 
researchers and developers to develop the system, which will use a predictive model trained 
on a variety of data to help inform resource allocation decisions made by the hospital staff. 
The system is not making autonomous decisions but is rather intended to support human 
decision-making, providing one source of evidence for human decision-making making (i.e. a 
human-in-the-loop system). 

Before they begin, the project team decide to carry out a preliminary risk and impact as-
sessment, including considerations of the fairness requirements for developing and adopting 
such a system. How would the project lifecycle model help scaffold this process?

By systematically working through a model such as this, the team can identify specific risks 
that are both indexed to specific stages of a project (and its governance) and linked to actions 
that they could take to minimise such risks at the relevant stage. Let’s look at one example 
from each of the three overarching stages.

16	 For instance, the bias card activity is based around the project lifecycle model. It enables teams to identify how 
specific biases may affect activities at specific stages of the project lifecycle, and to identify possible bias mitiga-
tion activities.
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Project Design (Data Extraction and Procurement)

The team consider which data types are likely to be useful for training the model, and consi-
der the following list:

	> Historical patient data including the number of flu cases reported each season.

	> Local demographic information.

	> Weather data.

	> Social media data and search engine trends to capture real-time public concern 
about flu symptoms or outbreaks.

	> Mobility data from public transport systems to understand patterns in population 
movement that might affect the spread of influenza.

	> Data on local vaccination rates, which can affect herd immunity and outbreak 
severity.

They recognise that each data type presents a possible source of bias, which could affect the 
accuracy of the resulting model. For instance, variation in age groups of patients using social 
media versus those likely to be most affected by influenza; or gaps in historical patient data 
such as under-representation of communities that are less likely to access healthcare. They 
consider various forms of data augmentation, including additional collection, to address such 
biases.

Model Development (Model Testing and Validation)

The team agree that a time-series forecasting model, such as a Recurrent Neural Network 
(RNN) or Long Short-Term Memory (LSTM) network, would be best for this problem, as such 
models are adept at handling sequential data and can predict future events based on histori-
cal patterns. They recognise that it will be important to not only split the data to tune hyper-
parameters and evaluate performance, but also to ensure that the model is validated on di-
fferent time periods and, if possible, externally validated to see whether the model maintains 
predictive performance for a different population.

User Training (System Deployment)

Further downstream, the team recognise that a significant risk factor for the equitable im-
pact of such a model is how well users are trained on how to use the system (i.e. human fac­
tors). Without sufficient training on the system, including its limitations, there is a risk of both 
over-reliance and under-reliance by possible users, including varying levels of uptake and 
usage patterns by staff. This would also be important for the subsequent stage of System Use 
and Monitoring, as members of staff may serve a crucial role in identifying data and model 
drift (e.g. changes in the model’s performance due to a change in the relationship between 
the input data and the target variable, possibly due to new flu strains or changes in population 
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immunity). As such, they implement a suitable user training scheme or curricula to ensure the 
system is implemented and used correctly.

As this short example illustrates, the project lifecycle model provides scaffolding for both the 
reflective and anticipatory stage of project governance (i.e. risk assessment and planning).
NEW And, further, it can provide a shared vocabulary for structuring the ongoing and iterative 
governance of the project as activities and decisions unfold across the actual project.

In the following section, we explore two illustrative case studies that further demonstrate 
these values in the context of trustworthy and ethical assurance.



03
Case Study 1: AI-enabled clinical diagnostic support system

	> Context

	> Key Information

	> TEA Approach: Identifying Fairness Requirements with the Project Lifecycle 
Model

Case Study 2: Cardiac Electro-Mechanics Research Group 
Application

	> Key Information

	> TEA Approach: Developing a Fairness Assurance Case

	> Challenges and Limitations

A Plurality of Approaches: 
Assuring Fairness and 
Health Equity



Trustworthy and Ethical Assurance of Digital Health and Healthcare	 43

In this section we explore two case studies, which both take fairness as a goal to be assu-
red but approach the shared goal in different ways. Rather than undermining the coherence 
of the TEA platform and framework, the variety of approaches to assurance is an important 
feature (rather than a bug). For instance, the development and maintenance of a flourishing 
assurance ecosystem depends on a plurality of assurance methods, processes, actors, and 
organisations (see Box 1.1: The AI Assurance Ecosystem). 

The two case studies we explore in this section are as follows:

1.	 A project involving an AI-enabled clinical diagnostic support system (CDSS) whose 
purpose is to help clinicians predict the risk of developing hypertension in patients with 
Type 2 diabetes. 

2.	 A project involving the design and development of a medical imaging platform 
(CemrgApp) with custom image processing and computer vision toolkits for applying 
statistical, machine learning, and simulation approaches to cardiovascular data.

Each case study shows a different approach to TEA. The first case study uses the project life-
cycle model directly, identifying “fairness requirements” that can be asked and identified at 
the various stages. The second case study shows the development of an assurance case that 
uses an operational definition of fairness to identify strategy elements that help structure an 
assurance case. Both case studies apply to research projects in active development. As such, 
it is not yet possible to provide full assurance cases for them. Instead, what is offered here are 
explanations of how fairness assurance cases would be developed, or are being developed, 
and the types of claims and evidence that would be made.
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Case Study 1: AI-enabled clinical diagnostic 
support system

Context

Briefly, Type 2 diabetes occurs when a person’s pancreatic cells are unable to produce enou-
gh insulin, the hormone that regulates blood sugar, or when a person’s body cells do not react 
to insulin, leading to an imbalance in blood sugar levels. Type 2 diabetes can occur at any age 
and the global prevalence of this health condition has increased gradually [65]. It is predicted 
that over half a billion people will be diagnosed with Type 2 diabetes by 2040 [65], [66]. While 
Type 2 diabetes can be managed, poor management of the condition can cause the disease 
to progress and comorbidities, i.e., additional illnesses, to develop, such as blindness, kidney 
failure, hypertension and heart attacks, strokes, and the need for limb amputation, among 
others [65]. 

The early diagnosis of Type 2 diabetes is, therefore, important not only for the management 
of the disease itself, but also for the management of the other illnesses that diabetes can 
cause. This is where AI-enabled systems enter the picture. The basic idea is that AI-enabled 
systems can be used to advise clinicians in supporting the management of a patient’s Type 2 
diabetes by providing clinicians with a prediction about whether a patient is at risk of develo-
ping certain comorbidities. In particular, our focus is on an AI-enabled system that will assist 
clinicians by making predictions about whether a patient is at high or low risk of hypertension 
(e.g., within the next diabetes review) [67]. Importantly, these are patients that have already 
been diagnosed with Type 2 diabetes.

Key Information

To train the AI-enabled system, electronic patient data from the Connected Bradford dataset 
was collected. This dataset consists of real-world healthcare data from different hospitals in 
the Bradford, UK area. After initial filtering of the data to exclude patients without Type 2 dia-
betes, the data was further pre-processed such that, out of 476,000 patient records (those 
with Type 2 diabetes), 42,000 were selected for training and testing purposes [65]. 

The use of AI-enabled systems in healthcare, as in all sectors, is increasing and there are 
continuous efforts to expand their capabilities so that they can assist or replace humans. 
This case study concerns the use of an AI-enabled CDSS (clinical diagnostic support system) 
developed by researchers at the University of York that is intended to assist clinicians in their 
assessment of patients diagnosed with Type 2 diabetes [65]. 

Box 3.1: Case Study 1 Project Summary
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From these 42,000 patient records, the 20 most frequent variables (e.g., body mass index 
measurements, total white blood cell count, red blood cell count, etc.) were included as fea-
tures for the training and testing data sets [65]. That is, out of all the different pieces of in-
formation collected during a patient’s visit with their clinician, e.g., blood pressure, heart rate, 
urea levels, etc., only 20 of the most frequently collected pieces of information were used for 
training and testing. 

For the actual training, four different machine learning algorithms were employed: a naïve 
bayes, a neural network, a random forest and a support vector machine [65]. While each algo-
rithm was used to train a separate model, the four models were combined using a generalized 
linear model as an ensemble method to combine the predictions of each of the four individual 
models and thereby increase the performance of the system [65]. The performance metrics 
Accuracy and Cohen’s Kappa values were used as they are commonly utilised to evaluate the 
performance of ML-based classification models [65]. Accuracy is a metric that measures the 
correctness of the model, and Cohen’s Kappa is a statistical measure that shows the level 
of agreement between the actual and predicted values by the ML model(s) [65]. Observing 
higher Accuracy and Cohen’s Kappa values corresponds to better performance outputs [65]. 
In addition, to make the results more explainable, feature importance levels of each input 
feature have been calculated. The feature importance levels show the relative contribution of 
each input feature for predicting the output [65].

TEA Approach: Identifying Fairness Requirements with the 
Project Lifecycle Model

As mentioned in Section 1: Introduction, there are three basic elements of TEA case: 

1.	 a top-level claim, e.g., that an AI-enabled CDSS used to predict whether patients with 
Type 2 diabetes are at risk of developing hypertension within the next six months is fair; 

2.	 a set of supporting claims that together specify and operationalise the top-level claim, 
e.g., that appropriate measures of statistical fairness were chosen for testing and va-
lidation of the system and that the system provides human-centric explanation of its 
predictions; and 

3.	 at bottom, the evidence that grounds the argument by justifying the intermediate su-
pporting claims, e.g., documentation that indicates that the CDSS did not violate iden-
tified statistical measures of fairness during the testing and validation stage of the life-
cycle. 

In what follows, we outline how fairness assurance across the lifecycle would be developed, 
and identify questions and claims, as well as evidence, that would be made. To help illustrate 
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Deployment

Development

Design

this, we have created a fairness considerations map (Figure 3.1) to help reason about different 
fairness considerations across the AI lifecycle. 

Importantly, this map is not exhaustive but rather a proof of concept and guide intended to 
prompt further reflection and development of a fairness assurance case. Using the questions 
highlighted in Figure 3.1, we turn now to outline how fairness assurance would proceed, be-
ginning with the design phase.

Project Design 

Assuring the fairness of an AI-enabled CDSS ought to begin long before data is collected, 
analysed and an ML model trained. It should begin in the project design phase, receiving 
proper attention in the project planning and problem formulation stages. Both stages requi-
re appropriately diverse teams, and evidence thereof, to justify the top-level goal that the 
AI-enabled CDSS is fair. Not only is a diverse project team, or inclusive forms of stakeholder 
engagement and meaningful participatory design—an important precondition for assuring 

Figure 3.1: Important questions that should be included as claims supported by appropriate evidence in a TEA case 
intended to justify the fairness of an AI-enabled system.

System Use/Monitoring
Who is responsible for 

monitoring the system? When 
things go wrong?

Updating/Deprovisioning
How were update thresholds 

set? Who can initiate the 
update process?

Project Planning
Was a diverse team assembled 

for the project?

Problem Formulation
Is the proposed solution 

appropriate given the 
identified system?

Data Extraction
Was the provenance of the 

data verified? How?

Data Analysis
Were biases in the data 

identified and mitigated?

Preprocessing and 
Feature Engineering

Who was involved in cleaning 
the data? How was it cleaned?

Model Selection and Training
Is the model appropriate? Is 

the training regime?

Model Testing and Validation
How were benchmarks and 

measures set?

User Training
Was the role of the user clearly 
outlined and communicated?

System Implementation
Was the system appropriately 

integrated into the existing 
sociotechnical practices?

Model Documentation
Is information about the model 

understandable? To whom?
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the fairness of an AI-enabled system—it is often required in the healthcare sector where pa-
tient well-being is held as paramount.

Beyond patient well-being, appropriately diverse project teams may also identify that an 
AI-enabled CDSS may have consequences for clinician well-being. The proposed solution (i.e. 
introducing an AI-enabled CDSS to supply an additional recommendation and thereby in-
crease clinician accuracy when diagnosing hypertension in Type 2 diabetes patients) may 
introduce auxiliary problems (e.g., a distrust in clinicians or a deskilling of clinicians overly 
reliant on the system). Relatedly, the proposed solution may also exacerbate and further en-
trench harmful practices (e.g., the reduction of complex biological facts to a single measure 
of BMI). Furthermore, though the elimination of injustice is not guaranteed, appropriately 
diverse project teams can help to ensure that marginalized voices are heard and thereby alle-
viate some of the harms that arise as a result of epistemic injustices such as undervaluing, 
overlooking and misrepresenting people’s testimony [68], [69], [70]. 

Prediction-recipients (i.e., the patients) and expert users (i.e., the clinicians) also often speak 
a different language than the developers. By working together with developers in the earliest 
stages of the project, patients and clinicians can help mitigate the perpetuation of distorted 
narratives about their lived realities that are often embedded in technological solutions.

It is equally important in the design phase to ensure that the data is of sufficiently high qua-
lity and that biases have been identified and mitigated in the data extraction/procurement 
and data analysis stages respectively. In our case, the data used was from the Connected Bra-
dford Primary Care dataset [65]. While the dataset contains over one million patient entries, 
initial filtering was for those patients with Type 2 diabetes resulting in the 476,000 patient 
records mentioned above which was ultimately whittled down to a subset of 42,000 patient 
records [65]. Additionally, because not all patient records were complete, i.e., containing all 
of the same recorded variables from clinical visits, synthetic data was generated to fill these 
missing values before training of the ML model [65]. Evidence that fairness has been addres-
sed at these stages in the lifecycle is crucial because biases in the data, e.g., over represen-
tation of a particular patient group or data of poor quality, and biases from missing elements 
in the data, e.g., missing age groups, can have disproportionately harmful effects on different 
groups of patients. Failure to substantiate claims that fairness concerns have been addres-
sed in these latter stages in the design phase can have a cascading and pernicious effect on 
the fairness of the system as it is further developed in the development phase [67].

Model Development 

As indicated in Figure 3.1, there are important elements of fairness in the model develop-
ment phase that go beyond the merely technical or statistical. For example, justifying the 
fairness of an AI-enabled CDSS in the preprocessing and feature engineering stage ought to 
involve demonstrating that the data was appropriately cleaned by an appropriate team. In 

18	 So, if, for example, the BMI was missing in a patient record, it would be filled in with the average calculated from 
BMI’s recorded for other patients. 
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our case, a clinician was consulted at multiple points in the preprocessing and feature engi-
neering stage to ensure that the chosen features from the patient records align with those 
features a clinician uses to assess a Type 2 diabetes patient’s risk of developing hypertension. 
Additionally, missing data was imputed as the average from other patient records in which 
the value was present [65].18 Justification concerning the sufficiency of this particular process 
would need to be included in the TEA case since there are myriad ways in which developers 
can choose to address the problem of missing data, each with different consequences on the 
fairness of the model and overall AI-enabled CDSS.

The choice of model and training regime also ought to be clearly justified in the TEA case. 
Too often models and training regimes are chosen because they were used by researchers 
investigating a similar problem and not for some other reason, e.g., because of their explai-
nability or impact on fairness for different prediction-recipient groups. Indeed, the models 
for our AI-enabled CDSS, described above, were chosen because they are among the most 
commonly used for Type 2 diabetes-related problems [65], [71]. Testing and validation bench-
marks were chosen in a similar manner for our AI-enabled CDSS. That is, the default metrics 
that accompany the Caret (classification and regression training) package in the program-
ming language R were used to assess the models. In particular, the measures are Accuracy, 
i.e., “the percentage of correctly classified instances out of all instances” and Cohen’s Kappa 
(or simply Kappa) which is a measure of accuracy normalized to a baseline of random chance 
on the dataset [65]. While there is prima facie nothing unfair about using popular models and 
default testing and validation metrics, their use stands in need of justification. And it is in the 
TEA case that this justification ought to be made clear. 

Indeed, the entire development phase ought to be comprehensively documented and sum-
marized in the model documentation stage of the lifecycle. Here, too, fairness considerations 
arise. The appropriateness of the mode or format of documentation to affected stakeholders’ 
needs and epistemic competencies, for example, has consequences for their understanding 
of the system. There are important links here between fairness and explainability for instance.

It may be difficult to justify the fairness of an AI-enabled CDSS if a clinician does not unders-
tand how or why the CDSS arrived at the prediction that it did, as a system that limits the abi-
lity for healthcare professionals to carry out their responsibilities could be seen as having a 
negative impact on staff well-being. Evidence that information about the model is presented 
in concise and easily accessible terminology can both help justify its fairness and inspire trust 
in the system—it could also support a TEA case focused on the goal of explainability directly. 

To make our system more explainable, the importance of each of the 20 features used to train 
the models was calculated to show each feature’s weighted importance levels when predic-
ting the output [67]. Ideally, even decisions about chosen explainability methods should be 
explicitly stated and justified in the TEA case because different explainability methods, e.g., 
feature relevance explanations or explanation by example approaches, can mask unfair pre-
dictions an AI-enabled system might make [72].
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System Deployment

While most research on AI-enabled systems ends in the development phase, such systems 
are increasingly developed for commercial reasons and are therefore deployed into existing 
activities and practices to operate alongside other technological systems and humans. That is 
the intention for the AI-enabled CDSS (i.e. that it will ultimately be deployed and used in clini-
cal settings to aid clinicians in making (more) accurate diagnoses of hypertension in patients 
with Type 2 diabetes), but ongoing research and development is still ongoing. 

As with the previous two phases, there are important fairness claims that will require justifica-
tion in the deployment phase. For example, without input from clinicians in the design phase, 
the implementation of an AI-enabled CDSS might clash with existing sociotechnical practices 
with which clinicians, healthcare providers and patients are familiar. The burden may there-
fore fall, unfairly, on clinicians or other affected stakeholders to incorporate the AI-enabled 
CDSS into their existing workflow and at best this could result in unuse or misuse of the CDSS. 
A similar concern arises in the user training stage, to wit, poor user training or a lack thereof 
may place an unfair burden on clinicians, as the expert users, to teach themselves how to 
operate and interact with the CDSS. Clinicians poorly trained to use the CDSS may not only 
mistrust the system, but that mistrust could have ramifications on patient health outcomes. 

Moreover, as highlighted in the fairness considerations map (Figure 3.1), the user training sta-
ge is where clear roles of the clinician and AI-enabled CDSS are vital, and ought to have been 
clearly and unambiguously outlined during project planning, even if revisions are required at 
the later stage. For example, is the CDSS’s prediction akin to a second opinion from a junior 
colleague? A senior colleague? Will the clinician be punished if they disagree with the CDSS’s 
prediction? What if the clinician disagrees with the CDSS and they are right? What if the cli-
nician disagrees with the CDSS and they are wrong [18]? Failure to address questions such 
as these can result in clinicians shouldering an unfair burden of responsibility. Indeed, there 
are serious concerns that the human-in-the-loop working alongside an AI-enabled system in 
any context, be it a clinician or safety driver in an autonomous vehicle, will serve as a “moral 
crumple zone” [73] or “liability sink” [19] that absorbs moral responsibility and/or liability for 
whole system malfunctions when things go wrong. 

Fairness is also of concern in the final two stages of the system deployment phase. As alluded 
to above, an AI-enabled CDSS will inevitably change how clinicians interact with patients and 
how healthcare providers manage their services and resources. It will therefore be necessary 
to collect evidence that the CDSS continues to meet certain fairness goals or standards while 
it is in use. This is important for offline AI-enabled systems (i.e., systems which do not change 
throughout their use), but especially important for ML- or AI-enabled systems, (i.e., systems 
which may change their behaviour while deployed). 

Failure to properly monitor the CDSS while in use can result in discriminatory outcomes for 
different patient groups. Similarly, failure to specify whose responsibility it is to monitor the 
system can place unfair burdens on clinicians since they may be expected to perform this 
task given their proximity to the CDSS. Importantly, while there is in principle nothing unfair 
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about having clinicians monitor the performance of the CDSS, why it is fair for them to take 
on such a role would have to be extensively justified in the TEA case. Perhaps clinicians will 
be compensated in some way for taking on this task, or will be discharged from carrying out 
certain other duties so that they have the time to monitor the CDSS (see [23]). Whatever the 
justification might be, it will have to appear in the TEA case alongside evidence that clinicians 
can reliably fill this system monitoring role. 

The concerns just raised for the system use and monitoring stage also largely apply to the fi-
nal stage, system updating and deprovisioning. In short, justifying claims that the CDSS is fair 
requires evidence to demonstrate that an appropriate and qualified individual or team can 
initiate the update process. Additionally, evidence would be required to demonstrate that 
appropriate update and deprovisioning thresholds have been set. As in the previous stage, 
expecting clinicians to alert the relevant party that the system needs updating or deprovisio-
ning may not only place an unfair burden on clinicians, but it can impact how they treat their 
patients. For example, clinicians might be distracted by the performance of the CDSS and 
divert attention away from diagnosing their patient and instead focus on analysing the per-
formance of the CDSS. Furthermore, clinicians may lack access to the overall performance 
of the system and so be unable to say whether it needs updating because of a drift in perfor-
mance, for example.
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Case Study 2: Cardiac Electro-Mechanics 
Research Group Application

Key Information 

The Scar Quantification Tool (SQT) takes advantage of advanced, non-invasive 3D imaging 
technology known as late gadolinium enhanced cardiac magnetic resonance (LGE-CMR). It 
is the only available method for non-invasively assessing scar tissue in the heart, particularly 
in the upper left chamber, called left atrium. On an LGE-CMR scan, scarred tissue appears 
brighter than normal, healthy tissue, making it identifiable on the images. Correctly identif-
ying scar tissues is relevant because scar plays a role in the development of abnormal heart 
rhythms, a common public health concern.

The primary goal of the SQT is to identify the scar tissue on the left atrium, as captured by 
the LGE-CMR scan. The goal is achieved by segmenting the chamber (e.g. drawing contours to 
identify the left atrium within the heart) to isolate it from the rest of the heart. Then, a 3D re-
presentation of the geometry of the left atrium is generated from the segmentation. Finally, a 
scar map is generated, where the signal intensity from the LGE scan is projected onto the 3D 
model, where different colours indicate the amount of scar tissue per region. The segmenta-
tion is achieved through sophisticated deep learning approaches, i.e. convolutional neural ne-

In this case study, we focus on a particular pipeline for the CemrgApp, referred to as the 
‘Scar Quantification Tool’, which facilitates, visualises, and validates the steps required for 
the quantification of scarred tissue in an individual heart. 

The Cardiac Electro-Mechanics Research Group Application (CemrgApp) is a platform with 
custom image processing and computer vision toolkits for applying statistical, machine 
learning, and simulation approaches to cardiovascular data. The application is a joint effort 
of researchers, engineers, and clinicians. CemrgApp has been tailored to clinical researchers’ 
needs and technical abilities. The project aims to accelerate clinical translation and allows 
users to produce automated results, while reducing variations in result caused by operator 
input. The main goal of CemrgApp, is to enable advanced image analysis pipelines with 
limited user training.

CemrgApp provides a self-contained software environment, where cardiac data visualisation 
and workflow prototyping are presented through a user-friendly graphical interface. 
CemrgApp aggregates different small apps with a specific purpose, called tools.

CemrgApp is not used for diagnosis in the clinic. At the moment, it is purely a research 
tool.

Box 3.2: Case Study 2 Project Summary
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twork designed to delineate and classify different atrial structures, necessary for the analysis 
of scar distribution. The user design presents several push buttons, sequentially numbered to 
present steps in a workflow, which are then visualised within the same user interface.

TEA Approach: Developing a Fairness Assurance Case

Let’s begin by asking why a fairness assurance case is important for this tool?

The CemrgApp, in general, supports patient-specific recommendations. In other words, it is 
tailored to an individual patient based on their data. While this brings many opportunities for 
personalised healthcare, it also carries risks. Most notably, the possible risk of unequal perfor-
mance for individuals or sub-groups of the population. Therefore, it is worth considering how 
such risks can be identified, evaluated, and mitigated.

We approached the development of an assurance case for the SQT using the following gene-
ral approach:

1.	 explore a general understanding of the concept of fairness with members of the pro-
ject team;

2.	 consider different examples of practical fairness issues that are present (e.g. repre-
sentativeness of dataset, biases in design and development); and

3.	 use core attributes of fairness as strategies for identifying exemplary claims and evi-
dence for a draft assurance case.

This approach diverges from a more comprehensive approach that would be required if a full 
assurance case were being developed and published, but as you can see below, this approach 
still provides a useful framework for reflection, deliberation, and the initial development of a 
fairness assurance case.

Starting with (1), there was an initial challenge around the scope of the assurance case. For 
instance, we considered the following question:

CemrgApp is multi-functional and has been designed to support multiple clinical use cases. 
And so, assuring the whole app was too challenging for this initial case study.

Therefore, it was decided to focus on a specific tool and use case—the SQT for diagnosis and 
clinical decision making— to help focus reflection and deliberation. This narrowing of context 

Which component are we focusing on? Or, how are 
we delineating the boundaries of the system?
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is fairly common practice in assurance (i.e. setting constraints or parameters on the validity 
of the assurance case), and assurance elements can help clarify where such constraints exist 
(i.e. context claims).

Turning to (2), we considered which core attributes of fairness and health equity should be 
emphasised. Given the focus of this project, this higher-level goal was fixed in advance.

The team settled on the following four core attributes:

	> Bias Mitigation (across project lifecycle)

	> Diversity and Inclusivity (for project governance)

	> Non-discrimination (in model outcomes)

	> Equitable Impact (of system)

These core attributes are based on extensive desk research and had been refined and co-de-
veloped in previous projects that included stakeholder engagement and participatory design 
of the core attributes [31]. As such, they serve as a useful starting point for operationalising 
fairness in a health and healthcare context, even if additional claims or evidence may need 
to be added to ensure the completeness of an argument. For this project, they were used as 
strategy elements to help identify relevant claims and associated evidence for the develop-
ment of the assurance case.19

In stage (3) the following claims were identified as initial examples for the four strategies/core 
attributes. For each claim, additional information is also provided for explanatory purposes, 
including a discussion of the evidence that was considered or identified.

Bias Mitigation

In the current scientific and clinical landscape, the analysis of LGE-CMR imaging for scar 
identification is challenged by the absence of standardized analysis protocols. This situation 
leads to inconsistent interpretations of scar among clinicians, because when faced with varia-
ble image acquisition and processing methods, they might base their decisions on different 
cognitive biases and heuristics. In general, therefore, unnecessary degrees of freedom offe-
red by a software tool (or poorly considered UI) can potentially exacerbate existing cognitive 
biases.

Claim 1

The SQT reduces undesirable operator variability to 
limit the impact of cognitive biases when using the 
image processing pipeline and chosen thresholds.

19	 It is important to draw attention to the difference between this approach and the approach taken in Case Study 
1, where the project lifecycle model was used to structure the identification of claims. It remains an open question 
whether these two approaches can be fully integrated or whether one or the other is preferable for a given project.
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However, minimizing cognitive biases, and as a result undesired variability in clinical deci-
sions, needs to be balanced with the accuracy of the system. A highly standardized semi-au-
tomatic processing tool is only valuable if it provides more accurate diagnosis compared to 
manual processing.

The SQT consists of a semi-automatic processing pipeline, which relies on specific, standardi-
zed analysis methods and objective thresholds. This standardization is instrumental to ensu-
re clinical decisions are driven more by objective data than individual interpretations.

A reproducibility study provides empirical evidence for successful standardization of the pi-
peline [74]. The study resulted in consistent reproducibility, both when different observers 
use the tool (interobserver reproducibility) and when the same observer uses it on different 
occasions (intra-observer reproducibility). Reproducibility is a critical factor in reducing cog-
nitive biases. Furthermore, the tool’s reproducibility was found to be superior to traditional 
visual assessment, meaning that existing biases are actively minimized rather than simply 
maintained.

To ensure the demonstrated reproducibility levels, we assume any operator to go through an 
initial training phase. For this the developers supply an accompanying instruction manual for 
running the tool. Training is essential for effective and standardized use of the app.

As the software evolves with new features or parameters, its impact on variability and bias mi-
tigation might need reassessment. New complexities could alter the balance between stan-
dardization and user flexibility, affecting the app’s reproducibility and bias mitigation effec-
tiveness.

Diversity and Inclusivity

Two related (but separable) claims were identified for this core attribute:

Starting with claim 2, the visualisations afforded by the SQT are both informative to heal-
thcare professionals but also engaging for patients. As such, use of the tool promotes par-

Claim 2

The tool supports patient engagement and partici-
patory decision-making through accessible and in-
formative visualisations.

Claim 3

The user interface and dashboard are intuitive and 
follow best practices for presentation of information.
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ticipatory decision-making between, say, a clinician and a patient—promoting inclusivity in 
healthcare.

At present, this claim does not have any evidence to justify its validity. However, we identified 
that when it comes to participatory decision making, surveys and focus groups could be used 
to gather qualitative data on patients’ understanding and perceived empowerment from see-
ing and discussing the tool’s visualisations with their clinician. Additionally, A/B testing could 
compare different versions of the visualization to determine which features or designs best 
facilitate patient engagement. Quantitative metrics, such as the time taken to decide or the 
number of questions asked during consultations, can also offer insights into the tool’s effec-
tiveness in enhancing patient participation.

Whereas claim 2 focuses on inclusivity of patients, claim 3 addresses a similar need to con-
sider diversity and inclusivity among healthcare professionals (i.e. diverse user base for the 
tool).

A standard operating protocol (SOP) was co-created together with clinicians to ensure the 
tools is usable. The default colour schemes are chosen in line with research community stan-
dards for intuitive interpretation of the visualisations by clinicians.

These activities and design choices are necessary but not sufficient elements for evidencing 
the claim that the tool’s user interface and dashboard is intuitive and enables participatory 
decision making. The team has identified a need for collecting direct feedback from a repre-
sentative sample of end-users to report on the usability of the tool and the value of the SOP. 
This should best be done through formal usability testing, given that voluntary feedback re-
porting through current GitHub community features (e.g. issues and pull requests) has posed 
a barrier to user engagement in the past (see Challenges and Limitations below).

Equitable Impact

Again, two related (but separable claims) were identified here—both of which are framed in 
terms of the SQT but, more generally, apply to CemrgApp as a whole:

Claim 4

The tool is open-source and easily accessible to allow 
clinicians to run the software.

Claim 5

The tool is efficient in terms of computational resour-
ce, allowing for widespread use (e.g. not dependant 
on expensive and proprietary cloud infrastructure).
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The relationship of these claims to the core attribute of ‘equitable impact’ may not seem im-
mediately clear. However, it is important to note that access to software is not also equitably 
distributed across healthcare service providers. As such, these properties of the tool (and 
CemrgApp) seem worth making.

Regarding the former claim, CemrgApp’s status as an open-source tool is clearly demons-
trated by its availability on GitHub—a widely recognized platform for hosting and sharing 
open-source software. The presence of the full app on this platform not only confirms its 
open-source nature but also ensures its accessibility to clinicians and researchers worldwide.

The repository is published under a 3-clause BSD license, which legally permits users to freely 
use, modify, and distribute the software. This license is a key component of open-source sof-
tware, ensuring that the app remains accessible and modifiable by the community.

Currently, the team are considering which metrics would be suitable to demonstrate the as-
sumed validity of the second claim.

Non-Discrimination

The tool makes use of a deep learning technique, specifically multilabel convolutional neural 
networks, to automatically generate an anatomical segmentation based on the LGE-CMR 3D 
images [75]. Deep learning techniques are at risk for picking up on statistical biases in the 
input dataset and potentially propagating these biases in their outputs.

The team has taken some measure to limit statistical biases in the input data by balancing pa-
tient demographics in the input data on sex (female 42%). This approach is particularly crucial 
given the recognized shortfall in data on female cardiac data, mitigating an existing bias in 
the clinical literature. In the future, accuracy of outputs should be validated for more protec-
ted characteristics to ensure non-discrimination across other potentially vulnerable patient 
groups such as elderly populations, and those with certain comorbid conditions.

One potential challenge is the continued assurance of this claim. To further improve the ac-
curacy of the neural network, the developers are continuously fine-tuning the model weights 
with batches of manually labelled data, as it is made available through partnering clinicians. 
Such an iterative development requires a robust framework for continuous evaluation to en-
sure that updates do not introduce new biases. The lack of diverse validation datasets cu-
rrently presents a significant hurdle in benchmarking the tool’s non-discriminatory perfor-
mance across different patient demographics.

Claim 6

The tool does not discriminate across different pa-
tient groups and ensures quality and consistency of 
results across users with different levels of training.
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Example Assurance Case

With these claims and evidence in mind, we can start to put a fairness assurance case toge-
ther to show the emerging argument in a graphical manner (see Figure 3.2).

This assurance case is clearly incomplete, both in terms of the identified claims and the su-
pporting evidence. However, as noted, the current structure was both helpful in scaffolding 
the process of reflection and deliberation and in providing a means of capacity building for a 
team that were previously unfamiliar with argument-based assurance.

Challenges and Limitations

CemrgApp is an ever-evolving platform with continuous technical enhancements and addi-
tional tools and pipelines. Nevertheless, we acknowledge various challenges and limitations 
in terms of fairness assurance.

Firstly, we recognise significant gaps in our ability to substantiate claims, particularly in the 
systematization of feedback from end-users. CemrgApp is hosted on GitHub, providing free 
access to features like issue logging and discussion forums for user engagement. Despite 
efforts to categorise and prioritise user-logged issues, the adoption of these tools by end-
users for effective communication and evidence of feedback remains a challenge. A poten-
tial reason for this is that some users may find it more convenient to convey their thoughts 
through personalized communication channels, such as emails or direct messages, rather 
than creating and managing a GitHub account for engagement with the platform.

Secondly, validating equal accuracy rates across demographics poses a systemic challenge 
for fairness assurance. We presented the Non-Discrimination claim for automatic segmen-
tation in the Scar Quantification Tools, maintaining a 42/58% split for sex in the input data. 
However, validating accuracy rates across other demographics is challenging. Organisations 
aiming to ensure non-discrimination may struggle to obtain sufficient data due to cost impli-
cations and potential negative impacts of data sharing agreements between research orga-
nisations.

CemrgApp strives for continuous improvement, however, challenges in user engagement and 
demographic validation underscore the need for adaptable strategies and enhanced commu-
nication channels for comprehensive fairness assurance.
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What is a Community of Practice?

Addressing Bias in Assurance Cases: The Case for Public Reason

Next Steps: Making Fair Assurance Cases FAIRer

	> Why do the FAIR principles matter in the context of the TEA Platform?

Scaffolding Communities 
of Practice



Trustworthy and Ethical Assurance of Digital Health and Healthcare	 60

In this final section, we explore why it is important that the TEA platform is developed and 
maintained through an open community of practice, and what can be done to facilitate this 
goal. Let’s first look at what we mean by the term ‘community of practice’.

What is a Community of Practice?

We can think of a community of practice (CoP) as a group of people with a shared goal, set 
of interests, or concerns, who come together20 to establish an agreed upon method or ways 
of working (i.e. practice) to address the goal, interests, or concerns. As noted by Li et al. [76], 
building on the original work of Lave and Wenger, CoPs provide a critical environment for 
knowledge exchange, creative collaboration, and informal interactions that build trust and 
rapport among participants.

CoPs can be thought of as informal learning organisations (including those that emerge spon-
taneously or are deliberately developed and managed) [76]. This is important in the context 
of TEA for digital health and healthcare. As Sujan and Habli [30, p. 1] note, when reflecting on 
the state of patient safety research back in 2008, “[m]uch effort was dedicated to the imple-
mentation of incident reporting systems and counting (rather than learning from) the number 
of incidents and adverse events.” While significant changes have occurred in the intervening 
years, there is still plenty of room to improve and enhance existing capabilities, especially 
given the disruptive effects of data-driven technologies on healthcare, such as AI and foun-
dation models [30], [77]. 

Given the inherent variety of CoPs (both in terms of their function and composition), Li et 
al. acknowledge that the structure of CoPs can be inconsistent, ranging from informal ne-
tworks, support groups, or even just a multidisciplinary team [76]. However, as the value of 
CoPs become increasingly recognised by practitioners across the domains of research and 
development, more approaches to forming and managing CoPs are being widely shared and 
collaboratively developed.

For the TEA platform and framework, the purpose for considering this topic is to explore how 
a CoP (or diverse and networked CoPs) would enhance and facilitate our approach. Our ratio-
nale for doing this is to (partially) address some of the challenges that emerged during a series 
of stakeholder engagement event that were conducted as part of the TEA-DH project.

The cross-cutting themes that were identified during this engagement were as follows (see 
Appendix 1 for full details):

20	Here, “come together” can be understood as inclusive of options such as in-person/remote/hybrid, synchro-
nously/asynchronously, and geographically centred/geographically distributed.
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1.	 Awareness of context is vital when carrying out assurance activities, especially when 
considering goals such as fairness. Here, context may refer to the broader regulatory 
context, the research and development context, the use context, or the ethical context, 
among other things.

2.	 There is a pressing need to cultivate a flourishing assurance ecosystem, in which 
many different techniques, tools, processes and standards are available (see Section 
2: Fairness and Health Equity: The Unvirtuous Circle). However, a shared vocabulary—
especially around common goals, values, or objectives—should underpin this plurality. 

3.	 There are many challenges posed by current gaps in skills and capabilities, which will 
create barriers to the adoption of responsible research and innovation practices. Orga-
nisations should continue to invest resources and build capabilities through upskilling 
activities and strategic planning.

Each of these themes connects to a challenge that can be (partially) overcome or addressed 
through the development of an open community of practice that is centred upon trustworthy 
and ethical assurance. Let’s see how.

Starting with theme (1), consider the following quotation:

Here, we see a direct recognition of the importance of situated learning within a commu-
nity of practice as a means for supporting the application of “concrete information” to the 
practical actions and decisions that constitute the design, development, and deployment of 
data-driven technologies. Such concrete information may be codified in standards, argument 
patterns, frameworks of principles, and other guidance or best practice documents.

integrating evidence into practice […] involves a complex process 
of acquiring and converting both explicit and tacit knowledge into 
clinical activities […] However, to apply this knowledge in practice, 

practitioners must make sense of the concrete information 
in the context in which it is used. This process of establishing 
meaning can be facilitated by discussions with colleagues and 
mentors or by observing how others apply the knowledge and 

then try it themselves. [76, pp. 2, emphasis added]
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Next, theme (2) is a sensible recognition of the importance of diversity and plurality—a recog-
nition that is directly connected to the importance of context as a means for supporting the 
identification of (contextually-relevant) tools and techniques.

Here, it is important to recognise that while the term, ‘community of practice” may suggest 
something that is singular or homogenous, it would be false to assume that this is what is 
intended. Instead, we could refer to networked ‘communities of practice’, to recognise the 
interconnected nature of a lot of knowledge exchange and learning that happens within such 
communities. This would also help to emphasise the value of open knowledge exchange be-
tween communities as a potential means for a) critically evaluating the strengths and limi-
tations of various tools or techniques that may be dominant in one community, b) reducing 
the negative impact of social and cognitive biases (e.g. group think), and c) building a more 
resilient and robust ecosystem—in line with the proposal laid out in Section 2: Fairness and 
Health Equity: The Unvirtuous Circle. 

Finally, turning to (3) there are many challenges posed by current gaps in skills and capabi-
lities pertaining to assurance of digital health and healthcare technologies, which will crea-
te barriers to the adoption of responsible research and innovation practices. Organisations 
should continue to invest resources and build capabilities through upskilling activities, inclu-
ding the promotion and support of communities of practice. In line with the idea that a CoP 
is a “learning organisation”, it is important to consider how an assurance CoP will support 
capability-building. 

There are several concrete ways in which the TEA platform and framework have been desig-
ned to support this:

1.	 TEA cases are shareable: this is important, because a) assurance in general needs to be 
communicated with relevant stakeholders or end users, and b) open sharing of assuran-
ce cases allows others to learn from the work of others and to collaboratively develop 
best practices within a respective CoP.

2.	 The TEA platform is open-source: the underlying tool has been developed and made ac-
cessible as a public and open-source tool (available through the project’s GitHub reposi-
tory). This allows the community to a) contribute to the development and maintenance 
of the tool (e.g. creating issues or opening pull requests), and b) fork the original code if 
they wish to extend its functionality within a specific context.

3.	 The TEA framework is flexible: while we have our own set of principles that can be used 
as top-level goals, the actual TEA framework is agnostic to the choice of normative fra-
mework. That is, a project team can use the tool and framework with their own principles 
(e.g. organisational goals), and also adapt the tool to use within the context of a particu-
lar form of project governance. 
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4.	 The TEA platform promotes collaboration: by developing the TEA platform around exis-
ting collaborative infrastructure (i.e. GitHub), the TEA platform enables teams and in-
dividuals to collaborate on the development and evaluation of assurance cases using 
open research and innovation infrastructure that will already be familiar to many. For 
instance, teams can a) import assurance cases from existing GitHub repositories, b) 
track changes to their assurance case using GitHub’s features (e.g. version control), and 
c) share and collaborate with others (e.g. managing open communication and review 
through issues).

While the value of each of these four properties is, hopefully, clear. There is a further (and 
more philosophical) set of properties that require additional attention.

   Further information

The above four points are documented in more-depth on our project’s repository and 
project pages:

	> GitHub repository: https://github.com/alan-turing-institute/AssurancePlatform
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Addressing Bias in Assurance Cases: The Case for 
Public Reason

In this section, we discuss the potential for open communities of practice to mitigate the negati-
ve effects of social and cognitive biases (e.g. confirmation bias, availability bias, selection bias).21

In [79], the Assurance Case Working Group (ACWG) acknowledge an important limitation of 
assurance cases:

This is important. As the above quote acknowledges, if an assurance case is akin to an argument 
presented in a court of Law, it is only one of the sides being presented. Later in their guidance, 
the ACWG consider how to address this possible bias (e.g. encouraging a hazard or threat-seeking 
culture, seeking disagreement, discussing counter-evidence) and put forward a dialogical form of 
argumentation that is incorporated into their GSN standard [80]. All their proposals are sensible 
and help raise the prospect of presenting more impartial assurance cases. There is, however, a 
further extension to these considerations—the court of public reason.

In [81], we discussed the idea that open and dialogical forms of assurance were an impor-
tant means for addressing bias when responding to the concern that ethical assurance cases 
could be misused as forms of “ethics-washing” (i.e. where selective evidence is presented to 
overstate the ethical permissibility of a project). Our response was as follows:

By exposing the argumentation structure [of an assurance case] 
to open critique and active enquiry, an ethical assurance case is 
more likely to expose an unconvincing or incomplete argument. 

In turn, there is a potential for improving the argument, or 
using available legal mechanisms to hold the organisation 

accountable. [81, p. 22]

Assurance cases are occasionally criticised for being biased in 
the way that they present their argument and evidence, and 
this criticism may very well be justified. Assurance cases do 

not, typically, present balanced arguments in the same way as 
one would expect to see in a hearing in a court of Law. That is, 
assurance cases rarely, overtly, contain an argument ‘for’ and 

‘against’ the claim being made (e.g. they would typically instead 
argue only that ‘System A is safe’, or ‘System B is secure’).

21	 See [78] for a structured activity around the identification and mitigation of biases across the design, develop-
ment, and deployment lifecycle of data-driven technologies, such as AI.



Trustworthy and Ethical Assurance of Digital Health and Healthcare	 65

The extent to which a project team may be able to open an assurance case up to critical 
evaluation in a public setting (or permitted to, given other interacting duties or obligations, 
such as data privacy or intellectual property) will, of course, vary (e.g. risk of leaking sensitive 
information, enabling malicious users to exploit or game a system). However, in general, we 
would argue that presenting an assurance case to open critique and evaluation would be be-
neficial to encouraging a trustworthy and responsible approach to research and innovation. 
As an illustrative example to support this claim, and sticking with our over-arching theme of 
fairness in the context of data-driven technologies, consider the following question:

Many statistical measures of fairness have been offered in response to this question, and while 
intuitively plausible a key problem is that they often cannot be simultaneously satisfied [82]. 
Ruf and Detniecki [83] have developed a helpful tool, known as the Fairness Compass, which 
shows some of the epistemic and normative assumptions that underpin the possible choices 
made between such statistical measures (e.g. whether there are equal base rates between the 
relevant groups), and other similar tools or software libraries exist for similar purposes [64], 
[84]. But such tools do not obviate the need for hard choices to be made and justifications 
about such choices to be presented.

In presenting justifications for choices or actions made throughout the process of designing, 
developing, and deploying a system, we are in effect giving (and defending) reasons that we 
expect others to accept. And, if we are unable to provide such reasons, this may be a good 
sign that our choices are not defensible in the relevant setting (e.g. public sphere). We can 
think of this in terms of moral and political philosophy, such as the theory of contractualism, 
where it is claimed that the content of such reasons ought to be based upon concepts and 
principles that would be acceptable to rational agents engaged in public justification.[85]

While the specific strategies and claims in most assurance cases will fall far short of such a 
normative ideal, we can still strive for adherence to the relevant values in the overall deve-
lopment and communication of assurance cases (e.g. legitimacy, impartiality, consistency, 
and mutual respect). For instance, consider the over-arching ALARP principle for risk mana-
gement in safety cases which claims risk should be reduced “as low as reasonably practical” 
[86], balancing what’s reasonably achievable with the effort and resources required. While 
there will be plenty of room for reasonable disagreement in terms of specific claims and evi-
dence, ALARP serves as an over-arching and governing principle in safety assurance and is 
something that should be accepted by all reasonable people. So too, should we aim for shared 
communicative values that govern the production and communication of trustworthy and 
ethical assurance.22

What does it mean for a data-driven technology to be fair or 
equitable in terms that can be operationalised?

22	 We have elsewhere presented a framework for this broader form of governance, focusing on the public sec-
tor [22].
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Next Steps: Making Fair Assurance Cases FAIRer

The TEA framework is an ongoing project. So, rather than a “conclusion” it seems fitting to end 
this report with a forward-looking discussion of next steps and open questions. One key piece 
relates to the consideration of how the TEA platform and assurance cases adhere to the FAIR 
principles (and why this matters).

Why do the FAIR principles matter in the context of the TEA 
Platform?

As Box 4.1: What are the FAIR principles? acknowledges, the FAIR principles may have emer-
ged initially as a set of best practices for managing data and associated metadata, but they 

The FAIR principles (Findability, Accessibility, Interoperability, and Reusability) are a set of 
guidelines aimed at enhancing the management and governance of data. Collectively, they 
emphasise the importance of making data easily and openly available for both human users 
and computers (e.g. ‘interoperability’ to allow software to effectively interpret, process, 
and integrate data from various sources). The core idea is to ensure that data are collected, 
processed, stored, and structured in a way that maximises their potential use and impact.

The “How to Fair” website introduces the following four statements [87], which serve as clear 
motivations for why the FAIR principles are important:

1.	 Both humans and machines are intended as digesters of data.

2.	 The FAIR principles apply to both data and metadata.

3.	 The principles are not necessarily about open data.

4.	 The FAIR principles are not rules or standards.

The FAIR principles have been widely cited and adopted, with many expanding the initial 
framework and reach of the community by developing supporting tools and resources (e.g. 
resources (e.g. the Data Stewardship Wizard for creating Data Management Plans that adhere 
to FAIR best practices [88]). Such tools can help projects at different stages of a project’s 
lifecycle, either by helping with the “FAIRification” of data (e.g. automating documentation or 
consistent metadata), or by enabling teams to answer reflective questions such as “how FAIR 
are we currently?” [87], [89].

Box 4.1: What are the FAIR principles?
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are now broader than this. For instance, “data” can refer to all kinds of digital objects that are 
produced in research, including code, models, software, presentations, etc. This is promising, 
but also raises a key challenge, as articulated by Thompson et al., “Even though it is clear what 
is required by these principles, it is not specified how it should be done, i.e., FAIR is not, in 
itself, a standard.” [89, p. 88]

Because assurance cases are structured data, they fall under the remit of the FAIR principles. 
However, a stronger argument can be made for why they should be governed by them. Let’s 
consider this argument alongside each of the four FAIR principles to see how we can make 
progress with answering the above challenge referenced by Thompson et al.

1.	 Findability

	> Metadata and Standardised Tagging: Implementing detailed metadata for all data 
used in assurance cases can enhance findability. This includes tagging evidence, 
claims, and arguments with standardised and searchable tags (e.g. claim about ‘bias 
mitigation’, ‘evidence related to a particular standard’), making it easier to locate 
relevant information.

	> Open (and Public) Repositories: Establishing centralised repositories where 
assurance case data is stored, indexed, and searchable can significantly improve the 
ability to find necessary information.

2.	 Accessibility

	> APIs for Data Access: Developing and maintaining APIs that allow for programmatic 
access to assurance case data can facilitate automated systems in retrieving and 
processing this information.

	> Clear Access Control Policies: Implementing clear, well-documented access control 
policies ensures that data is accessible to authorized entities while maintaining 
security and confidentiality where required. At present, the TEA platform supports 
basic sharing (e.g. importing/exporting) and can be deployed within an organisation 
using our source code (or public Docker images). However, further work will be 
required to ensure access control is fit-for-purpose across different contexts (e.g. in 
organisations that make use of sensitive information). 

3.	 Interoperability

	> Standardised Data Formats: Utilising standardised data formats (e.g., XML, JSON) 
for assurance case data ensures that different tools and systems can easily exchange 
and process this data. Currently, the TEA platform uses JSON as the primary data 
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format, but this diverges from other approaches, such as Structured Assurance 
Case Metamodel (SACM)—a framework defined by the Object Management Group 
(OMG) for representing structured assurance cases—that proposes the use of XMI 
documents that conform with the SACM XML Schema.

	> Common Frameworks and Ontologies: related to this previous point, adopting 
common frameworks and ontologies for assurance cases promotes a shared 
understanding and compatibility between different systems and organisations. The 
TEA platform has not, hitherto, aimed for the same expressivity as other frameworks 
or ontologies (e.g. GSN and SACM), because we have prioritised accessibility of 
arguments for non-technical stakeholders to promote a more accessible and inclusive 
assurance ecosystem, which is vital to TEA. However, future research will explore how 
convergence with other frameworks can be achieved, and how much is desirable.

4.	Reusability

	> Modular Design of Assurance Cases: Designing assurance cases in a modular 
fashion, where components like evidence, claims, and argument structures can be 
reused in different contexts, enhances reusability. The GSN community standard 
supports modular design of assurance case through their ‘Modular Extension’ (see 
section 1.4 of [80]). Some of our work has also looked into applying this modular 
design to ethical assurance cases [23]. While this feature is not currently available in 
the TEA platform, it is a key milestone and priority to improve reusability of assurance 
cases (e.g. as modules within larger scoped arguments).

	> Comprehensive Documentation: Ensuring comprehensive documentation is vital 
if knowledge that can be derived from assurance cases is to be reused—perhaps in 
different domains or contexts. Therefore, in addition to the information contained 
within the structured assurance cases, it will be important to consider how assurance 
cases can be accompanied, say, by short summaries to help stakeholders understand 
the case.
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These comments about the FAIR principles, as they apply to the TEA platform, also help bring 
us full circle to a point raised in the introduction. There, we noted that Liberati et al., in their 
scoping research of the use of safety cases in healthcare, stated that there were limited em­
pirical studies or case studies exploring successful use of safety assurance in healthcare [1]. 
This challenge also applies to the TEA framework. In fact, it is felt more acutely due to the 
novelty of the use of argument-based assurance to operationalise and justify trustworthy and 
ethical goals.

However, we see this as an exciting and worthwhile challenge. By making argument-based 
assurance FAIRer, we can help make the use of data-driven technologies more sustainable, 
accountable, explainable, and indeed, fairer for all.

   Further Resources

Reports such as this one are static artefacts once published. However, the TEA platform’s 
repository and documentation remains a living document. For up-to-date information 
about our current roadmap and focus areas, please visit one of the following:

	> GitHub repository (for roadmap and issues tracker):  
https://github.com/alan-turing-institute/AssurancePlatform 

	> Documentation site (for user guidance and additional training materials): 
https://alan-turing-institute.github.io/AssurancePlatform/ 
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Trustworthy and Ethical 
Assurance of Digital Health 
and Healthcare (TEA-DH) 
Project and Engagement

Appendix 1

This report was produced as part of the Trustworthy and Ethical Assurance of Digital Health 
and Healthcare (TEA-DH) project, which was generously funded by the Assuring Autonomy 
International Programme, a partnership between Lloyd’s Register Foundation and the Univer-
sity of York.

The project commenced in April 2023 and ran until December 2023 and had the following 
three objectives:

1.	 	Develop the existing TEA methodology and platform: work had already been under-
taken to explore how the methodology and platform could enable a more systematic 
and accessible approach to the assurance of trustworthy and ethical goals, but in the 
context of digital mental healthcare. As such, this project was building upon existing 
foundations but expanding our work to a broader domain (i.e. digital health and health-
care).

2.	 Improve impact: the trustworthy and ethical assurance methodology and platform had 
already been evaluated and tested with diverse stakeholder groups. This project sou-

   About the appendix

This section provides a summary of the TEA-DH project, focusing on the project’s 
objectives and the stakeholder engagement work that was carried out to support these 
objectives. Themes were identified for each of the workshops we organised, as well as 
cross-cutting themes. 
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ght to continue developing their potential impact by doing further engagement with 
regulators and policymakers, as part of a wider push to enhance the UK’s AI assurance 
ecosystem and address core needs and capabilities gaps.

3.	 User experience enhancements and validation: it is not enough to just develop a me-
thodology or tool to address key needs, they also must be usable. This means investing 
in UI/UX.

To ensure these objectives were met, the project carried out a range of engagement works-
hops with the aim of ensuring that our work was addressing actual needs and challenges, as 
well as building impact in the process.

Over the course of several months, we ran workshops with the following groups:

	> Regulators and policymakers (including representatives from the Care Quality 
Commission; the Equality and Human Rights Commission; the Information 
Commissioner’s Office; NHS England; the Department for Science Innovation, and 
Technology; and the Law Society). The following questions were posed to the group:

	> 	What role would regulators and policymakers like to see themselves playing in 
assessing and evaluating arguments and evidence that an AI system or data-
driven technology is fair?

	> At what stage of a technology’s lifecycle do regulators and policymakers see their 
involvement in assessing/evaluating fairness of an AI system?

	> What responsibilities and duties do regulators currently have and see themselves 
as having to safeguard fairness and equity?

	> What powers do regulators and policymakers have to ensure service providers 
uphold and ensure fairness and health equity?

	> What are the obstacles faced by regulators and policymakers when evaluating 
digital healthcare systems for fairness and approving them? 

	> What is the expected or anticipated worth of an assurance argument in the area 
of fairness and digital health and healthcare?

	> Practitioners (including developers and software engineers, business and product 
managers, and other senior decision-makers from organisations building data-driven 
technologies). The following questions were posed to the group:

	> Who is most likely to make decisions about ethical practices in a company 
adopting AI systems? 

	> Who else would need to be involved to support the adherence of these 
principles? 

	> Whose responsibility would it be to monitor these actions/ethical principles being 
adhered to?  
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	> What are the main three challenges companies face when trying to adhere to 
ethical principles? 

	> What are organisations trying to do to mitigate these challenges? 

	> What are the risks for companies not adopting these principles? 

	> What do companies currently know about ethical practices in AI systems? 

	> How are companies currently adhering to AI principles? 

	> What tools or resources are being used to support people to meet AI principles? 

	> What knowledge gaps exist in teams creating ethical principles within AI 
systems? 

	> What motivates a company to start thinking about adopting more ethical 
practices? 

	> At what point in the product life cycle do ethical considerations take place? 

	> What triggers teams to put these practices in place? 

	> What benefits beyond safety and reducing risk can be achieved by adhering to 
ethical practices for the businesses? 

	> In addition, the participants were also asked to construct a partial assurance case 
for a case study exploring the fairness of a hypothetical AI system in healthcare.

	> Researchers (from disciplines including data science, medicine and public health, 
law, philosophy, and social sciences). Unlike the other groups, the researchers were 
asked to identify specific claims and possible forms of evidence that could be used to 
provide assurance for the case study presented in Section 4 (diabetes risk prediction) 
and to identify a specific stage of the project lifecycle model (see Figure 2.5) where 
these claims were likely to be located.

As the engagement activities were designed solely to support the three objectives above, 
we did not set out to publish a thematic review of the workshop data. Nevertheless, we did 
analyse and explore the findings to see where common themes emerged. This analysis was 
carried out by three members of the project team, who did initial, independent coding before 
reaching consensus on the following themes.

Workshop 1 (Regulators and Policy-Makers)

	> Importance of assurance ecosystem context: it was recognised that there are many 
techniques, tools, processes, frameworks, and standards for assurance. As such, it is 
important to be aware of how assurance is situated within these, often overlapping, 
contexts. A pluralistic approach to understanding assurance should be pursued, while 
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recognising the need to have a shared vocabulary for the assurance ecosystem (e.g. 
roles and responsibilities).

	> Gaps in skills and capabilities: to ensure the Trustworthy and Ethical Assurance 
platform is successful and functions effectively, skills and capability building will be 
crucial. However, there are currently many gaps in skills and general capabilities (e.g., 
between intentions and outcomes, between a developer’s knowledge/understanding 
and a regulator’s knowledge/understanding, between when regulators can intervene 
in the AI lifecycle and when intervention ought to occur in the AI lifecycle, etc.). 
Case studies that demonstrate how assurance goals, such as fairness, have been 
operationalised throughout a project’s lifecycle are one way that these gaps can be 
addressed, but additional capability building will be needed.

	> Distributed responsibilities: in addition to being one piece of the assurance 
ecosystem, the responsibility of regulators to ensure safe and fair deployment 
and use of data-driven technologies is distributed across multiple regulators. This 
makes the process of assurance and verification difficult (e.g. verifying claims and 
evidence, enforcing compliance, monitoring ongoing impact). This is particularly 
important in the context of assurance of fairness, as the equitable impact of a system 
will (in part) depend on how a system is used. Using assurance cases as a means for 
requiring developers of technologies to proactively explain and justify how they have 
made a system that is fair, for example, was seen as a positive shift in the burden of 
responsibility. However, as noted above, this is not without its challenges (e.g. how 
can a developer assure fair use of their system post-deployment?), and regulatory 
gaps will still need to be addressed.

Workshop 2 (Practitioners)

	> Importance of assurance ecosystem context: as with the previous workshop, 
context was seen as vital to understanding both the benefits and challenges of 
assurance. However, the understanding of this context was framed around topics 
such as the importance of liability for organisations and how assurance can help 
limit and mitigate risks. Reliance on regulatory guidance, legislation, and internal 
mechanisms (e.g. red teaming or advisory boards), reinforced the need to think about 
the assurance ecosystem as comprising a diverse set of roles and responsibilities.

	> Distributed responsibilities: whereas regulators have varying remits of 
responsibility (e.g. regulation of devices versus services), practitioners also have 
distributed responsibilities across the project’s lifecycle of system. This was 
recognised as a challenge to the creation of a sufficient and comprehensive form of 
assurance for ethical goals, which by their very nature are typically wide-ranging in 
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scope. However, having diverse and multi-disciplinary conversations (e.g. inclusive 
stakeholder engagement) was understood as an important priority by many.

	> Gaps in skills and capabilities: as above, practitioners highlighted the challenge of 
skills and capabilities gaps. However, two additional and more specific challenges 
emerged in relation to this theme. First, practitioners noted that the gaps are 
further exacerbated by limited resources, skills, and motivation. For instance, 
ethical reflection or decision-making is typically triggered only when specific risks 
are identified or when harms emerge and there are concerns voiced about possible 
reputational damage. As such, a more anticipatory approach to ethical reflection 
and decision-making is often given low priority due to limited resources. However, 
where there are strong legislative or regulatory requirements, such as enforcement 
of security and data privacy, more resources have led to ways of identifying and 
addressing related risks or harms. Second, a lack of standardisation and consensus 
around ethical principles was viewed by some as a reason for low adoption or 
development of best practices.23

Workshop 3 (Researchers)

The workshop with researchers was conducted with a different case study and activity. As 
such, the themes diverge from the first two workshops.

	> Appropriateness of assurance claims and evidence: although bearing some 
resemblance to the above theme of ‘assurance ecosystem context’, the notion of 
‘appropriateness’ is central to this theme. Several participants, in different groups, 
identified that what will be appropriate for one stakeholder regarding the sufficiency 
or justifiability of a fairness case will not be for another. For instance, whereas a 
specific form of evidence may suffice to warrant an associated fairness claim in 
one context, there is no guarantee that this will hold for other use contexts. This 
may be due to varying norms or expectations from stakeholders (e.g. different 
fairness requirements or cultural expectations), or because of different regulatory 
requirements (e.g. public versus private sector).

	> Diversity in team composition: the need to have a diverse project team, or to carry 
out inclusive forms of stakeholder engagement and meaningful participatory design, 
was seen by many as an important precondition for establishing a convincing and 
justifiable assurance case. In some cases, a specific claim about the project team and 
the inclusivity of the project’s governance was seen as necessary for a fairness case.

23	 This has also been highlighted by others in published research focused on addressing algorithmic bias in the 
context of AI and health systems [5].
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	> Challenges of identifying and formulating fairness claims: related to the ‘gaps 
in skills and capabilities’ theme from the previous workshop, this theme recognises 
a difficulty that several participants found when developing claims that could be 
considered claims about fairness in their own right, rather than just good practices or 
pre-requisites for good project governance and management (e.g. accountability of 
project leads).

	> Practical tools guardrails: in constructing their hypothetical assurance case, many 
participants recognised the importance of establishing pragmatic mechanisms 
that could be seen as opening the assurance of fairness claims to independent 
assessment, evaluation, scrutiny, or oversight (e.g. review board milestones and 
checkpoints; transparent and accessible bias audits and fairness requirements). 
This also connects with the prior theme related to ensuring a flourishing assurance 
ecosystem.

Cross-Cutting Themes

From the above, it seems fair to conclude that the following cross-cutting themes emerged 
across the groups, but retained important nuances unique to the groups:

	> Awareness of context is vital when carrying out assurance activities, especially when 
considering goals such as fairness. Here, context may refer to the broader regulatory 
context, the research and development context, the use context, or the ethical 
context, among other things.

	> There is a pressing need to cultivate a flourishing assurance ecosystem, in which 
many different techniques, tools, processes and standards are available. However, a 
shared vocabulary—especially around common goals, values, or objectives—should 
underpin this plurality. 

	> There are many challenges posed by current gaps in skills and capabilities, which 
will create barriers to the adoption of responsible research and innovation practices. 
Organisations should continue to invest resources and build capabilities through 
upskilling activities and strategic planning.
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The Trustworthy and 
Ethical Assurance (TEA) 
Platform

Appendix 2

The Trustworthy and Ethical Assurance (TEA) platform, developed by researchers at The Alan 
Turing Institute and University of York, is an innovative, open-source tool designed to facilita-
te the process of creating, managing, and sharing assurance cases for data-driven technolo-
gies, such as digital twins or AI.

Our goal is to make the complex world of assurance accessible to a broad range of stakehol-
ders and affected users, including researchers, developers, auditors, regulators, and deci-
sion-makers.

With our interactive tools, comprehensive educational resources, and a supportive communi-
ty infrastructure, the TEA platform can aid you in simplifying the development of arguments 
and evidence for goals such as safety and sustainability, accountability, fairness, and explai-
nability. By streamlining the process of developing and communicating a structured assu-
rance case, the TEA platform fosters a more inclusive ecosystem of trustworthy and ethical 
technology governance.

   About the appendix

This section presents technical details of the TEA platform, including a selection of key 
features that were either revised or developed based on engagement and/or UX design 
work carried out during the TEA-DH project.
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Technical Details

Our technology stack ensures that the TEA platform is not only powerful and reliable but also 
accessible to users with different levels of technical expertise.

At its core, the platform features a web application built with the React framework, known for 
its modular and interactive user interfaces. This is complemented by use of the Material UI 
(MUI) component library, which enables straightforward and consistent adoption of accessi-
ble and intuitive design elements. The web application also uses the open-source package, 
Mermaid.js, to transform complex assurance cases into understandable flowcharts, enhan-
cing user experience.

On the backend, the TEA platform is powered by Django, a high-level Python web framework 
that offers robust backend capabilities, including a straightforward API for data management. 
Data can be stored in SQLite or PostgreSQL databases, providing options for lightweight to 
more scalable storage solutions.

The platform also supports easy installation and deployment through Docker, making it strai-
ghtforward to set up in various environments. Please visit our documentation site for further 
details on any of the above (e.g. specific details about the platform’s API).

Key Features

1.	 Assurance Case Management

Figure A2.1: A screenshot of the TEA platform’s assurance case management interface.
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When logged in, users are greeted by a dashboard that exemplifies simplicity, initially displaying 
a prominent “Create a new case” button. This central feature is complemented by convenient 
access to the platform’s documentation and assurance methodology information on the left-
hand side. Moreover, the dashboard offers functionality for importing existing assurance cases 
via the upper right corner button, showcasing the platform’s flexibility and user control.

2.	 Importing an Assurance Case

The TEA platform accommodates users’ needs for versatility by supporting file imports, specifically 
SVG or JSON formats which adhere to predefined conventions. This feature is detailed within our 
documentation site. It is our aim that users can seamlessly integrate their existing assurance cases 
into the platform, fostering a bridge between prior work and new collaborative opportunities. 
Enhancing the import feature, the platform also allows users to import assurance cases via 
URLs, accepting any publicly accessible link to SVG or JSON files that follow the platform’s file 
conventions. This addition broadens the scope for sharing and collaborating on assurance cases, 
making the process more inclusive and adaptable to various user needs. This will also feed into 
future plans to further develop upon our existing GitHub support (e.g. version control of assurance 
cases, OAuth), which will help users integrate the TEA platform into existing workflows.

Figure A2.2: A screenshot of the ‘Import File’ modal.
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3.	 Assurance Case Builder

The assurance case builder is the primary interface for the TEA platform. If a user chooses to start 
from scratch, they will encounter an empty but expansive interface. This has been designed to allow 
the user to focus on the assurance case itself, while providing easy access to the necessary tools 
and options. Following expert UI/UX guidance, subsequent actions are then easy to identity. For 
instance, adding a top-level goal is immediately identifiable from the button in the upper right corner, 
setting the foundation for the assurance case. Subsequent steps allow for the incorporation of the 
elements that are relevant to where the user is in the process of development. For instance, if a user 
has a property claims elements selected, they will be presented with two options (‘Add Claim’, ‘Add 
Evidence’). However, the importing of argument patterns is also supported. For example, if the user 
has instead selected the ‘Minimal’ template, they will be presented with a pre-organised view featuring 
a Goal, its Context, and a Claim. This setup serves as an intuitive starting point, guiding users through 
the initial phases of assurance case development with a clear, manageable structure.

Figure A2.3: A screenshot of the assurance case builder (primary interface for the TEA platform).
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4.	Accessibility

We want the TEA platform to promote best practices for accessibility. While there is a lot to do 
here, we have started by considering visual presentation. For instance, in the Accessibility dialog, 
users can select from multiple colour schemes to customise the visual presentation of their 
assurance case, accommodating diverse user needs and preferences.

5.	 	User Guidance and Documentation

To ensure the TEA platform is not just usable but also used, it is important that we provide clear 
user guidance and documentation that can help bring skills and training to a new and diverse 
audience. As such, we have created several introductory guides on Trustworthy and Ethical 
assurance, all of which are available through our project pages. We will continue to update these 
as the project develops and new features are added.

Figure A2.7: A screenshot of the user guidance and documentation site for the TEA platform.
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