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Abstract

Over the last century, the quest to formulate physics to account for Reality has
attracted a large number of theoreticians to propose various fundamental models
that have tended toward a growing level of abstractness. While space and time
have been largely recognized as the four fundamental dimensions that make our
perceived reality, their completeness has been challenged either by positing hidden
dimensions, or by exploring the possibility that space-time itself is an emergent
property of measurable physics. One quantity that has not entered this explo-
ration is frequency. Although it is featured in numerous physical contexts, it is
normally implied that it is a mere parameter that is determined by the boundary
conditions, or that it contains the same information as the time, period, wave-
length, or energy—all supporting the notion that frequency is fully dependent on
the other dimensions. In contrast, in psychophysics of vision, hearing, and touch,
frequency is a quantity that appears independent, so that both its input and
output are not directly dependent on perception of space and time. Also, many
important engineering applications treat frequency as a variable rather than as
a parameter that is constrained alongside time. This paper explores the various
conventions with respect to frequency in the physical, mathematical, and engi-
neering literatures. It scrutinizes frequency against the standard dimensions of
space-time along nine properties that may be deemed universal. It is argued that
in all but the most trivial physical systems frequency should be considered an
additional fifth dimension of reality. More generally, it is argued that only one of
these claims can be simultaneously true:

1. Time is not a fundamental, obligatory dimension of reality.

2. The universe is fully deterministic with total knowledge of past and future.

3. Frequency is a fundamental dimension of reality.

Keywords: Frequency, waves, oscillations, periodicity, time, Fourier analysis,
harmonic analysis, time-frequency analysis, psychophysics, perception, sensation,
neuroscience, determinism, quantum mechanics
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1 Introduction

Humans access the external reality through their senses, which function as arrays of
detectors of various physical attributes of stimuli from the environment. Once the
stimuli are peripherally detected, they are transduced to neural signals that can be
perceived by the brain according to the specific stimulus and its modality. The effects
and implications of this indirect mediation of the external world on the resultant
internal perceived reality have been in ongoing exploration over millennia within phi-
losophy and science. Of late, physics has been informally nominated as the Authority
that deals with the external reality most rigorously, whereas perception has been vari-
ably dealt with within philosophy, psychology, biology, and neuroscience. The interface
between these domains is most directly addressed by psychophysics, itself a multi-
disciplinary science that does not claim to explain perception. Of these disciplines,
physics has been most concerned with getting closer to a true account of reality that
is unbiased by the particular layout and wiring of our senses. As a major part of this
exploration, a repeating question has been whether the world geometry that is per-
ceived as three dimensions of space plus one dimension of time is, in fact, merely a
product of perception. The alternative is that reality is spanned by a different combi-
nation of dimensions, whose nature we may not be able to directly perceive or even
conceive. In its rush to uncover hidden dimensions of reality, the physics foray has
provided exciting ideas that challenge all naive perception of reality, but may have
neglected a more mundane contribution from psychophysics that repeatedly highlights
the independence of frequency in sensation. This negligence is compounded by a tra-
dition within physics of treating frequency as a de-facto parameter, in contrast with
more applied fields where it is de-facto treated as a variable.



1.1 Geometrical and temporal detection in sensation and
perception

The starting point for any discussion about reality is our sensory apparatus and the
ensuing perception, which mediate all observations of the external world. The different
senses tend to provide complementary detection of different body parts, so that every
part is covered by at least one or two senses (Fig. 1). Several senses are particularly
well equipped to deal with remote stimuli that are external to the body and are carried
by radiation (hearing, vision, heat, magnetoreception) or by changes in concentration
of chemical compounds (olfaction).

The geometrical arrangement and relevance of the senses are also found inside the
brain. Several senses are represented by topographical maps in the brain that reflect
the peripheral structure of the senses, such as tonotopy in sound that corresponds
to cochlear place [1-3], retinotopy in vision that corresponds to the optical image on
the retina [4, 5], somatopy in touch that maps the skin [6, 7], and an odor map that
corresponds to primitive dimensions of olfaction [8]. While these maps tend to be
distorted at the cortical level [7], they provide a perceptual gateway for mapping the
environment, inasmuch as its geometry is causally reflected in the peripheral sensory
response. With additional processing of the neural signal, as well as with cross-modal
binding of the sensory information that is processed as belonging to the same object
[9], the various senses provide information to the perceiver about his/her own position
and how he/she is localized with respect to various objects within the environment
[e.g. 10]. Bound spatial perception also includes information about the orientation
of the perceiver’s own body and possible interactions with external objects (Fig. 1,
left). The integrated information about the world from the senses is positioned in a
three-dimensional (3D) perceptual geometry that includes the sensing individual, who
occupies part of that 3D space and serves as an internal reference.

In addition to the spatial information that is provided by the senses, information
regarding temporal changes in the sensory stimuli can also be extracted from the
detected signals, which can in turn be used to produce the time perception of the
individual in the cortex [11]. However, while different senses have different temporal
precision associated with their stimulus duration judgments, time perception is not
associated with a specific modality and is not anchored to a dedicated sense organ
[11, 12]. Hence, time perception may be thought of as a supra-modal sense that is
central to the entire perceptual system (Fig. 1, middle).

Despite the difficulty in understanding how perception manipulates or reduces
the dimensionality of natural stimuli ([e.g., 13—-16]; and somewhat indirectly, [17]),
all percepts that originate in the sensory apparatus correspond to certain physical
properties of the stimulus and its environment that may not be encapsulated solely
in spatial and temporal information®. As such, perhaps the most common additional
attribute of stimuli in several modalities is their frequency content, or their (power)

1For simplicity, we omit from the discussion certain stimuli that are artificially generated and, in some
cases, can be designed to “fool” the ecologically evolved correspondence to natural stimuli (e.g., using
screens or loudspeakers), so that their perception rarely corresponds to naturally encountered objects in
the environment.
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Fig. 1 The sensory mapping of the physical environment is delegated to the different senses that are
located in strategic places in the body, which are suitable to detect either direct-contact or remote
stimuli. Most body parts are covered by at least one sense (e.g,. touch, chemesthesis, or interoception)
with key areas that interface the environment covered by more than one sense. (Original illustration
by Jody Ghani.)

spectrum. In humans, vision [18], hearing [19], touch [20-22], and balance [23] all pro-
duce perceptions that are causally linked to the stimulus frequency, which is detected
by appropriately tuned sensory receptors?. In some cases, the receptor tuning has been
explicitly analogized to frequency channels that are locally demodulated to obtain
baseband (i.e., low-frequency) signals that vary slowly in time and space, at rates that
can be directly coded by neuronal spiking [e.g., 29, 30, pp. 122-123]. While different
peripheral channels can interact and be segregated or fused in perception, they are
understood as providing information that may not be available in the stimulus spatial
and temporal attributes alone, as can be gathered, for example, from the effects of color
on object recognition [31]%, or speech recognition when some parts of the spectrum are
filtered out [32, 33]. The spectral or spectral-equivalent perceptual representation of
the stimulus thus provides a “What?” kind of information about the physical object
that generates the stimulus?, which is therefore mandatory in all senses that do not

2 According to an interesting hypothesis olfaction too may generate differentiated sensations of odorants
determined by their vibrational spectra, which in molecular (Raman) spectroscopy are known to be unique
in a particular infrared fingerprint region [24-26]. However, under psychophysical and physiological scrutiny,
this hypothesis has failed to receive experimental support [27, 28].

3Note that even in monochromatic vision as is achieved by the rod (“black and white”) photoreceptors
as is common in some animals, vision is still tuned, only to less narrow frequency channels than the cone
(color) photoreceptors.

4The distinction between “Where” and “What” types of processing has been suggested as a fundamental
organizing principle of the brain in vision, known as the “dual stream model” [34, 35]. This model was later
expanded for hearing as well. See [30, p. 40] for further references.



(exclusively) deal with very slowly varying stimuli (more precisely, at frequency close
to 0 Hz)5.

It therefore appears plausible that the perceptual experience of the external reality
has to include, at the very least, five dimensions (5D) with frequency, spectrum, or
channel(s) being the fifth dimension on top of the usual 4D space and time.

1.2 Dimensions of reality within physics

While space has always played an obvious role in physics, the inclusion of time in
the standard dimensional count is a relatively recent addition that was realized only
with the advent of Einstein’s special theory of relativity. In fact, both D’Alembert and
Lagrange had already proposed that time should count as a fourth dimension, a cen-
tury and a half before Minkowski came up with space-time [36]. And while the very
intangible nature of time is in itself opaque, its inclusion as a an inseparable aspect of
space has opened the door for even wilder theoretical proposals of additional dimen-
sions of reality that go beyond the perceptually observable space (beginning from
[37-39]; for recent references see [40]). Common to all the various higher-dimensional
theories has been the understanding that any such extra dimensions ultimately have
to be reducible to the measurable four dimensions that are accessible to our senses
[e.g., 41, p. 15]. The extra dimensions in such theories are then either mathematically
constructed, or assumed to map to very small geometries that are curled and topo-
logically compact and are not amenable to observation using current measurement
methods. Other analyses argue that space-time that is particularly four dimensional
has special properties that enable life and physics as we know it [42].

Insights from such physical theories of extra dimensions, along with the realization
of how difficult it may be to formulate a consistent physical theory of extreme spatial
and temporal scales, have influenced some ideas regarding the validity of perception
itself. In its most sensational form, it has been hypothesized that the four-dimensional
reality emerges on a macroscopic scale from a higher-dimensional space that exists at
scales that are too small to be measured—something that may entail “doom” on the
space-time dimensional reality as we naively perceive it [43-45]. In turn, this led some
scholars to suggest that perception may deliver an image of reality that is altogether
divorced from the “actual” reality and is only geared to satisfy the evolutionary needs
of the organism [46].

1.3 The absence of frequency from the physical dimensional
count

In the quest to account for both observable and hidden physical dimensions, the ubiqui-
tous frequency variable of key sensory systems (1.1) has been left out of all discussions
within the physics and philosophy literature. Why is it that the 4D space-time has
become the de-facto standard in physical representation without considering frequency
as an extra dimension? While it is only possible to speculate here, at least three expla-
nations are proposed. First, all physicists are trained in Fourier analysis, mainly in

5Spectral band-limitation is well-ingrained in modern sensation and perception science, and yet frequency
analysis as a general property of sensory channels has not been generalized beyond the specific modalities
and no general reviews are available within the sensation and perception literature.
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the context of solving partial differential equations. In the modern presentation of this
technique, time and frequency appear as reciprocal domains that essentially contain
the same information about the system [e.g., 47, p. 21], which suggests that includ-
ing frequency as an independent dimension would be redundant. Second, unlike space,
frequency does not refer to anything that is intuitively or immediately tangible—even
less so than time, which has already suffered from this issue [36]. Third, frequency is a
much more modern concept than time (introduced only in 1585 by Benedetti, picked
up by Galileo, and refined over the subsequent centuries; [48]). Filtering, which consti-
tutes the most fundamental operation in the spectral domain that one can perform on
a broadband time signal, is an even more recent concept that was invented for electric
circuits only a century ago by Campbell [49]. Nowadays, filters are ubiquitous and any
electronic detector can be associated with a filter that effectively limits its applicable
spectral range (either deliberately designed or imposed by parasitic elements in the
system), but the signal processing theory that facilitates this understanding is also not
more than a century old [50]%. Signal processing theory was anyway developed well
after the dominant physical theories of the day became established.

While these explanations may not fully capture the absence of frequency from the
standard dimensional discussion, they highlight the problems involved in attempting
to demonstrate that frequency may be, in fact, an independent variable and dimension
of reality.

1.4 Logic and outline

The present work is concerned with the dimensions of reality as are phenomenologically
perceived by our senses, rather than with hidden dimensions that the senses may
or may not be privy to. As such, it focuses on frequency and challenges its current
non-dimensional status. The conditions are explored as for whether frequency is:

1. A parameter.

2. A variable that carries the same information as time, may be derived from it, and

as such, equivalent to it.

3. An independent variable that may also vary in time.

4. A dimension of reality that is distinct from time and space.
Each option is categorically escalated compared to the previous. The relevance of
options 1-3 can be explored using deduction alone based on first principles. Thus,
Section 2 deals with 1-3, by referring to the most quintessential appearances of fre-
quency in physics, mathematics, and engineering. Option 4 that entails that frequency,
which is neither a parameter nor dependent only on time, can be considered its own
dimension is tested against several universal features of the standard space-time dimen-
sions in 3. A theorem that synthesizes the logic of the entire analysis is presented in 4.
Challenges and open questions regarding the frequency dimension are discussed in 5.

8To the best knowledge of the author, there is no rigorous historical account of early signal processing
theory that preceded the digital age [51, pp. 5-8]. Campbell [50] is the first publication that formalized
filter theory, following his very own patent of the first electrical filter [49], and as such seems to be the most
appropriate milestone to designate the beginning of analog signal processing theory.



2 Evolved approaches to frequency

This section presents a selection of definitional and quintessential occurrences of fre-
quency in physics, engineering, and mathematics. As no new physics or mathematics
are presented here, some readers may find certain elements of this review to be overly
basic. However, the novelty here is in the uncovering of an otherwise subtextual nar-
rative relating how the concept of frequency evolved much beyond its initial usage
and original definition. It is shown how the different definitions or usages of frequency
either contain additional supra-dimensional parameters, or they are circular, or they
require an ultra-deterministic conception of reality. As such, the first part of this
narrative serves as a re-review of many of the familiar topics in basic introductions
to oscillatory phenomena, but with emphasis on definitional intricacies, paradoxes,
and contradictions that had not been previously put together in writing. The latter
part of the review focuses on complementary approaches to frequency within modern
time-frequency analysis that may be less familiar to most readers.

Frequency has been treated in two main approaches to modeling of dynamical sys-
tems. The historical one is wholly deterministic. It provides analytical (closed-form)
solutions and intuition and has been traditionally used to introduce these topics in
fundamental physics and engineering courses. Its main results have been studied using
different families of differential equations and their solutions have given rise to powerful
analytical techniques that carried over to various implementations in both analog and
digital signal processing. Similar results keep on appearing in different guises in mod-
ern physics, so the relevance of this perspective has not waned. The second, stochastic
approach is more recent and is based on the statistical analysis of signals whose par-
ticular instantiation is either unknown, unknowable, or unimportant, whereas analysis
of the ensemble properties of the signals provide much more salient information. Ulti-
mately, both the deterministic and the statistical approaches to frequency account for
the same physics, but they provide different types of intuition about the phenomena
at hand.

As the physical and mathematical understanding of dynamical systems has become
more sophisticated, so did the concept of frequency has been gradually expanded to
include a wider array of conditions that have not originally lent themselves to spectral
analysis (Fig. 2). Beginning from oscillatory systems in complete equilibrium, fre-
quency was incorporated in the description of systems with multiple modes of motion,
in waves, in the description of lossy systems, in accounting for the effects of external
forces. Then, a profound conceptual jump has been to make frequency available for the
description of aperiodic oscillations, nonlinear systems, and with arbitrary force driv-
ing the system, where periodicity is, at best, local. In dealing with the latter systems,
it is impractical to speak about a time-independent frequency, although the classical
definition of frequency that is time independent may be applied notwithstanding and
may then lead to a description that is mathematically correct, but is of little practical
use.

Throughout this analysis we refer somewhat interchangeably to waves, signals,
oscillations, vibrations, periodic and cyclic motions, and stimuli. While these terms
do not mean the same thing, their mathematical formulation and usages within the
sciences is more similar than not. Thus, a “signal” here is taken as a general function



of time and frequency. Without the loss of generality, it should be understood that
it can represent an arbitrary waveform, time series, variable, measurement, stimulus,
etc. This enables us to make use of generic mathematical concepts developed within
signal processing theory that may be universally applied.

All signal plots were drawn using MATLAB (MathWorks®).

2.1 Ideal oscillators: frequency as a parameter
2.1.1 Simple harmonic oscillators

Most simply, the frequency f of any periodic motion is defined as the reciprocal of its
period T, a fixed duration that repeats and characterizes the motion

f== (1)

This refers, for example, to the period of an idealized small-amplitude mass-spring

system that can be computed from
T=or " (2)
s

with m the mass and s the stiffness of the spring—both of which can be estimated
from static mechanical measurements. Similar dynamics accounts for the small-angle
periodic movement of the pendulum, where

T= 27r\ﬁ (3)

with g being the gravity of Earth and [ is the length of the pendulum rod. Another
fundamental system—an ideal LC (inductor-capacitor) circuit resonator has the period
of
T=27VLC (4)
with L being the inductance and C' the capacitance. The three systems, illustrated
in Fig. 3, are examples of simple harmonic oscillators that are described by the same
ordinary differential equation
Pz 9
— t+wxr=0 5
where x is displacement in the mass-spring system, angle of the pendulum, or elec-
tric current in the LC circuit, in our examples. The solution to the simple harmonic
oscillator is then given by
x = xg cos(wt — @) (6)
where the angular frequency w = 27 f refers to the resonance of the system, the
amplitude xy and the phase ¢y are parameters of motion determined by the initial
conditions (e.g., the initial displacement and velocity). An equivalent form of the
solution as a sum of a sine and a cosine exists, but we shall stick with this more compact
one where the amplitude and phase are distinguished, which will enable subsequent



generalization below. The simple harmonic oscillation is plotted in Fig. 2 B. Despite
its simplicity, the harmonic oscillator model provides the intuition for a large number
of vibrational systems. It plays a particularly important role in quantum mechanics,
where energy loss and time effects (see 2.2) become relevant only in larger systems and
are, therefore, neglected in standard models of subatomic and atomic systems [52, 53].

It should be noted that the standard definition of frequency (Eq. 1) is inherently
ambiguous with respect to the time interval that it covers, as well as whether it relates
to a constant and time-independent frequency or to an average value (Fig. 2 A-C).
These issues will become important further in the analysis.

2.1.2 Coupled simple harmonic oscillators

Simple harmonic oscillators may be combined into more elaborate systems that contain
multiple masses and springs, capacitors and inductors, etc. (Fig. 4). Parts of the
system are coupled to the others, in a way that can be studied using systems of linear
differential equations of the form of Eq. 5 [e.g., 54, 55]. The resultant system can
then be characterized by a set of resonances that contains as many frequencies as are
degrees of freedom in the system. These frequencies are functions of the individual free-
oscillating frequencies of the single simple harmonic oscillators. The total oscillation
can be described as a superposition of oscillations at the component frequencies, which
also depends on the particular initial conditions and parametric values.

2.1.3 Simple wave motion

In the limit of infinitely many identical coupled oscillators (Figs. 4, right and 5, left),
it is possible to arrive at a description of wave motion (e.g., of a string)—an oscilla-
tion that is periodic in both space and time and has similar mathematical solutions
to the harmonic oscillators [54, pp. 80-91]. The simplest wave equation—the string
equation—is , ,
L=ty @
ot? Ox?
where the motion in one spatial dimension (y), the string amplitude, depends on both
(the perpendicular) spatial (z) and time dimensions (Fig. 5, right). The wave frequency
is related to its wavelength A via the wave speed c in the medium

r=3 5)

Hence, for a known ¢, the frequency contains the same information as the wavelength.
Additionally, the spatial frequency k (also called the wavenumber) is defined as

2
F= )

which hints that the wavelength is analogous to the period (w = 27 /T'), only in spatial
dimensions. The solutions for Eq. 7 are of the form

y(@,1) =y cos(wt — bz + ¢1) + yo sin(wt + kz + 6s) (10)
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with y; and ys being the amplitudes and ¢; and ¢ are phases that depend on the
initial conditions. Another way of expressing the solution uses Euler’s identity and
taking its real part

y(x, t) — Re Clei(wt—kw) + Czei(wt+kw):| (11)

where the complex amplitudes C; and C5 now include the initial phase too. This solu-
tion form enables separation of the time-dependent term, so that y(z,t) = y(z)e'?,
which simplifies the wave equation (7) to

9%y (x)
Ox?

+ E*y(x) =0 (12)

In two dimensions, therefore, the string equation can be brought to the same form as
the simple harmonic oscillator (Eq. 5)—an ordinary instead of a partial differential
equation. Unsurprisingly, the frequency of a string of length [ takes the same algebraic
form as in the harmonic oscillator with

f== (13)

with Fp being the tension force in the string and p its mass per unit length.

In systems of two and three spatial dimensions, the wave equations are more com-
plex, as they admit oscillations that are distributed in all dimensions. For example,
the three-dimensional wave equation in Cartesian coordinates is

Pu v Y 10%

ox2 T 9y2 | 922 2 o2 (14)

This linear homogenous scalar wave equation is solved for some field function
Y(zx,y, z,t), whose exact identity depends on the medium and the type of wave. In the
case of sound waves it is pressure, velocity, or density. In the case of electromagnetic
radiation, it is electric field or magnetic field. And it is the displacement in elastic
waves. The general solution here is of the form ¥ (z,y, z,t) = Y1 (ax + Py + vz —ct) +

Yo(ax + By + vz + ct), as long as v = /1 — a? — 32. For the basic cases (no loss, no
sources, everything is linear), the solutions retain the same form as in Eq. 11,

w(m, Y, Z,t) _ d)lei(wtflg-f’) + ¢26i(wt+E-F) (15)

for a field defined by the vector ¥ = {x,y,z}. In the most general case, k is the
propagation vector of the wave, whose magnitude is the wavenumber |k| = 27/,

- 2
ko= kod + kyi) + kb = ;(ao}+ﬂy+72) (16)
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where «, 3, and «y are the direction cosines related through the condition on -y, which
satisfies the general three-dimensional solution (Fig. 6) [56]. The directional compo-
nents are then three spatial frequencies, k., ky, and k., which may be independent
from one another.

The oscillations are considered free if the system boundary goes to infinity, but
when it is finite—as in the classical case of a string, bar, or membrane—the solutions
are often given as a superposition of series of allowed (resonance, natural, normal, or
eigen-) frequencies wy,, each of which is distributed differently in space.

Although the wave description of physical systems tends to be the most accurate
one, it will be easier to focus in the following on one-dimensional oscillators, whose
solutions share many similarities to wave motion, as was seen through the similar-
ity between the one-dimensional string and the harmonic oscillator equations. Wave
propagation and dynamics has been formulated in a large number of partial differ-
ential equations at a much higher degree of complexity than is presented here [57].
It is, however, possible to adopt an observer’s point of view that is best captured by
the signal-processing approach, which often deals with time signals at fixed positions.
This means that the contributions of spatial variations through the k-7 term turn into
a constant phase that can be incorporated into the initial conditions. The inverse can
be done by looking at a spatial array of measurement positions, at a fixed time, which
may translate to constant phase differences between the array points. In more com-
plex systems, fewer parameters remain constant, and yet local measurements can still
be subjected to signal processing analysis, which in our case entails spectral analysis,
as is discussed below.

2.1.4 The simple frequency

All of the above idealized systems admit discrete frequencies, which are theoretically
knowable at an arbitrary level of precision. Because these oscillations do not lose
any energy, they describe a state of equilibrium, where no internal or external forces
disrupt the motion periodicity, and thereby affect its frequency content.

The basic definition of frequency as a reciprocal of the period (Eq. 1), which
itself depends on other parameters, goes back to the seminal works on the string by
Mersenne [58] and the pendulum by Galileo [59] and is universally found in intro-
ductory physics textbooks. According to this definition, the period and frequency are
equivalently informative, so measuring only one of the two is sufficient. In theoretical
calculations, to avoid circularity— where the period is determined by the frequency
and the frequency is determined by the period—it may be necessary to resort to a
specific parametric estimation (as in Egs. 2, 3, and 4).

The temporal regularity of such simple physical systems and others makes them
the basis for time measurements. For example, the sundial, pendulum, spring, quartz,
and atomic clocks are all based on periodic systems that are highly stable. (In contrast,
systems like the hourglass or water clock work on an aperiodic principle, whereby a
decay event constitutes a single time unit.) In all cases, to turn the periodic system
into a clock, it is necessary to add a counter, which provides the information about the
time elapsed according to the number of periods counted. The degree of precision of
the clock increases as the oscillation period decreases, but ultimately, evaluating the

12



precision of a finer-unit clock requires other clocks with known precision. Therefore,
it is necessary to have a transformation from the temporal or spectral measure to
another (say, spatial) measure, which allows for the quantification of precision that is
parametric but not circular.

These considerations foreshadow an understanding that both time and frequency
can be ultimately used to describe the same physics and may be seen as equivalent.

2.2 Damped oscillations: relaxing the condition of strict
periodicity

Relaxing one level of idealization, the simple harmonic oscillator model becomes much
more universally applicable when losses are incorporated in the oscillatory motion. For
example, the harmonic oscillator (with damping), the pendulum (with friction), and
the RLC (resistor inductor capacitor) circuit (Fig. 7) can all be seen as embodiments
of this linear ordinary differential equation:

d’*z dx
42— +wlr =0 17
dt? dt (17)
where a and w are determined by the various physical characteristic parameters of the
systems (e.g., capacitance, inductance, mass, stiffness, etc.). When a # 0, there is a
damping term that dissipates energy from the system. The general solution here is of
the form
x = z0e  cos(wgt — o) t>0 (18)
where the additional exponential term represents the decay of the envelope at rate a,
as a result of the loss of energy, and wy is a lower frequency than that of the simple
(lossless) harmonic oscillator, w, given by

wg=wy/1— <ﬁ>2 (19)

w

The motion described by these equations is, strictly speaking, aperiodic, as the ampli-
tude of the motion decreases with every oscillation (Fig. 2 D). Therefore, a narrow
definition of periodicity would consider the application of the notion of frequency inad-
equate [e.g., 54, p. 41]. However, frequency can be readily salvaged, if it is computed
only with respect to the phase of the motion, irrespective of the amplitude. Then it
would be periodic, as the general solution can be expressed in a similar form to the
simple harmonic oscillator, only at frequency wy rather than w. Nevertheless, unlike
the free oscillation, the damped oscillation is not defined at ¢ < 0, at a time when
energy must have been imparted for the motion that can be dissipated later on.

A rearrangement of the solution (18) allows for the definition of so-called com-
plex frequency, which includes both the exponential amplitude as well as the periodic
sinusoidal term [60, pp. 18-30]

s=w+ia (20)
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The advantage of that is readily seen by using s in the Euler’s formula
e’ = 7% [cos(wt) + i sin(wt)] (21)

Now each term on the right side of the equation can be used as a solution in the form
of Eq. 18. The full expression is also a solution given the superposition property of the
linear differential equation 17, although typically only the real part is used for the final
result. Using somewhat different reasoning, this solution form has become prevalent
in network analysis using the Laplace transform, where cases in which a < 0 are of
interest too, as regions of circuit instability, as may be the case in some situations
implied in the section below. In any event, despite its engineering usefulness, the
complex frequency is largely a mathematical convenience that binds together the real
frequency parameter and the real decay constant as one complex number that greatly
simplifies the analysis of linear networks, such as electronic amplifiers.

2.3 Driven oscillations: the beginning of frequency
time-dependence

As is apparent from the damped harmonic oscillator response, any oscillation will
eventually cease when enough time has elapsed. Therefore, in order to set such a system
in motion in the first place, it is necessary to force” it out of its resting state. Thus, the
next level of complexity that is added is the effect of an external force, which in one
dimension can be described using the inhomogeneous ordinary differential equation
[54, pp. 43-60]
d’x dx

5zt + wir = F(t) (22)
The general solution for this equation consists of two terms: the solution to the homoge-

nous equation that is independent of F(¢) as in Eq. 18, and a particular solution that
depends on the force F'(t). Therefore, the oscillator response can be seen as a super-
position of the free oscillation—a transient component that eventually dies out—and
a forced response that receives energy for its motion from the external force. The par-
ticular solution depends on the specific force that drives the oscillator, which is best
classified using the force own frequency content. In general, when the force contains
discrete frequencies, they also appear in the output of the oscillator, only with mod-
ified amplitude and phase compared to how they appear in the force. For example,
a force that contains several frequencies that are close in values can give rise to an
amplitude modulation type of oscillation (Fig. 2 E). If the force is impulsive, then it
starts the oscillator and gives rise to the transient response as in the damped oscillator
(Eq. 18). When the force is random (i.e., it does not contain any notable frequen-
cies, but only a certain bandwidth in the spectrum, or “white noise”), then it mirrors
the undamped (free) oscillations of the system as in Eq. 6. Forces are often described
using the Heaviside step function that models the switching-on moment of the force—
it begins at an arbitrary point in time ¢t = ¢y before turning into an arbitrary force

"Note that the words “forced” and “driven” are used more or less interchangeably in mechanics. Later, in
the context of communication and signal processing, it has become more common to refer to “modulation”,
which often implies that there is an external force at play.
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function at ¢ > ty. This classification is particularly useful, taking advantage of the
presumed linearity of the system, since many general forces can be represented as a
superposition of these basic forces.

Therefore, unlike the free and damped frequency definitions, forced motion may
produce frequencies that are observable only from a certain time point as dictated
by the external force. This understanding clashes with the requirement for constant
(time-independent) frequencies that was entailed by the simple and damped harmonic
oscillators. And yet, it is nevertheless possible to retain the definition in which frequen-
cies are time independent and strictly parametric, using a superposition of infinitely
long constant frequencies through Fourier analysis, as is explained below.

2.4 Fourier analysis: frequencies that never die out

Fourier analysis is an indispensable set of mathematical tools in the study of all oscil-
latory phenomena. It originally began from the Fourier series for the study of the heat
equation in bounded systems, where it was applied to the string equation as well [61].
In the limit of an unbounded system, the series can be generalized into an integral—
the Fourier transform—which has been foundational for the analysis of continuous
phenomena. Out of all the integral transforms that are routinely used in harmonic
analysis, Fourier analysis rules supreme due to its relative simplicity, comprehensive
theory, and due to its common emergence in the solutions of different physical prob-
lems. Less common integral transforms all generally rely on the same template, in
which the product of an arbitrary function ¢(¢) and a kernel function is integrated over
the entire domain to yield the inverse-domain representation of the function G(w).
Thus, the analysis below holds for other transforms, without loss of generality.

Fourier analysis appears in at least three distinct but complementary contexts in
the standard curriculum of undergraduate physics and engineering. First, the Fourier
transform organically appears in the derivation of several solutions in wave physics,
such as the diffraction integral in optics [56] or in quantum mechanics [62, 63]. Second,
along with the closely-related Laplace transform, it is presented as a powerful method
for the solution of linear ordinary and partial differential equations [47], which captures
the essential dynamics of all oscillatory phenomena. Third, it is a critical tool in
signal processing theory, which is used to analyze arbitrary time signals following
measurements and synthesis. A related usage is to apply Fourier analysis to get a
handle on patterns in the reciprocal domain of various periodic phenomena (e.g., the
reciprocal lattice of crystals; [64]).

We will show how the lack of attention in the transition between the Fourier series
and the Fourier transform can hint at the mistaken idea that frequency and time
are one and the same thing. While the understanding that time and frequency are
two separate dimensions is well ingrained in the modern study and applications of
harmonic analysis, it is not nearly as obvious from the physics literature, which does
not dwell on the definitional intricacies of frequency.
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2.4.1 The Fourier series and local or infinite periodicity

Discrete frequency spectrum coincides well with the method of Fourier series expan-
sion, which enables the solution of equations such as Eq. 5 with given boundary
conditions. The Fourier series for a piecewise smooth function z(t) over the interval
[t1,t2] takes the form

x(t) ~ ap + Z ap, cos(nwt) + by, sin(nwt) (23)

n=1

where the coefficients a,, and b,, are determined by

9 [t2 2mnt
Ap = T /tl x(t) COS (?) dt n = 17273a (24)
2 [t 2mnt
and for n =0
L (26)
ag = — x(t)dt
T Ji,

The series converges to the original function® within the interval [t;,%s], with the
period defined as T' = t2 —t;. The periodicity gives rise to a series of frequencies f = 7

or angular frequencies w = %TT”, where for n =1, f = & is called the fundamental fre-

quency and the frequencies with n > 1 are its harmonigs. The parameter ag represents
the mean of the function, which is a constant by definition, and is often referred to as
its DC level, borrowed from electricity”?. By virtue of the periodicity of all of its com-
ponents, the Fourier series can be extended to the entire domain [—o0, o] and retain
its periodicity in T throughout. An example for the kind of oscillations that can be
modeled with Fourier series analysis is given in Fig. 2 F.

Both the original function z(t) and its Fourier series representation are explicit
functions of time. By definition, the variable ¢ represents only a segment of the time
axis that overlaps with a period corresponding to the time interval. The period is akin
to a ruler that is positioned in space to measure the length of an object. Due to the
inherent periodicity of the trigonometric functions, the Fourier series is mathematically
agnostic as for how much of the time axis is covered by the same ruler shifted, so it
can just as well cover the entire time domain with infinitely many periods. For this to
work, we can think of the time as being mapped on the unit circle and varying between
0 and T, so that ¢t = T'¢/2w, where the phase is bound on the interval, 0 < ¢ < 2.
Therefore, unless we count the number of periods within our extended function where
t > to and t < t1, we are only able to uniquely represent a short temporal duration of

8More precisely, the Fourier series converges to the average value between the limits of each value of z,
so that it is equal to (:cJr + 27 )/2, including at the limits ¢; and ts, if they are not continuous. In general,
the integral over the period must be finite (f:l2 f(t)dt < oo) and the series has to converge in order for the
Fourier series to exist. These intricacies are beyond the scope of this discussion, which is concerned with
the evolution of the concept of frequency, in part through the wide application of the Fourier analysis.

9Direct current (DC) electric power sources such as batteries are typically idealized as a constant voltage
with no frequency components.
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t( mod T)!°. The temporal ruler is essentially a clock unit that measures time using
a fixed period. Or rather, the entire Fourier-decomposed function is constructed from
a set of clocks with diminishing periods, increasing frequency and hence, increasing
precision.

In the Fourier series there is no ambiguity in the relationship between the time
variable ¢t and the frequency. It is clear that ¢ only serves to locally track the phase
within the period being analyzed. Using the phase wrapping property of the peri-
odic trigonometric functions allows the extension of the functions over the entire time
domain at no extra effort. However, this entails a strong assumption that the period
of the extended function remains unchanged over the entire domain of ¢. This is tan-
tamount to the requirement that no energy will be lost and no external forces will
be applied. However, if we subscribe to the belief that the infinite past and future
are unknowable, this assumption cannot remain realistic. It means that time and fre-
quency may only be thought of in a very limited and local (both in time and place)
sense just as in 2.1. Hence, under the Fourier series analysis, the frequency and period
are also parametric—time and frequency convey the same information only in a very
restricted sense.

2.4.2 The Fourier transform, aperiodicity, and the convenience of
“zero frequency”

Things become more complicated when the Fourier series is generalized to the Fourier
transform, whereby the functions involved cover the entire time domain, rather than
a limited segment in which the period is well-defined. This enables the expression of
aperiodic functions as the superposition of a continuum of periodic functions with
known frequencies (for example, see Fig. 2 G). To obtain the transform, it is instructive
to rewrite the Fourier series in its exponential form that is equivalent to Eq. 23,

a(t) ~ D cpe” F (27)

n=—oo

where the coefficients ¢,, are given by

]./t2 () 2'i7rnt ( )
Cp = — z(t)e T “dt 28
T Jy,

The original function can then be reconstructed by combining the two expressions

1 = b2 irng _ 2irng oA
I(t)N T Z /t1 I(t)e L (29)

n=—oo

In the limit of a very large period T — oo, equivalent to w — 0, a substitution in
enabled of the sum with infinitely many terms with a continuous integral, 1/T —

9By virtue of the phase wrapping property of the trigonometric functions: sin(¢ + 27) = sin(¢) and
cos(¢p + 2m) = cos(¢).
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dw/27, yielding the Fourier integral identity
1 > OO N iwt  —iwt 37
x(t) = Py z(t)e™ e " dtdw (30)
T J—ooJ—c0

where the small frequency interval dw was replaced with the differential dw. The
Fourier transform itself is then defined as

X (w) ! /DO x(t)e it (31)

:% .

And similarly the inverse Fourier transform is
x(t) :/ X (w)e™dw (32)

In the limit of T — oo, the Fourier transform yields a continuous function of frequency,
so frequency is no longer a discrete set of parameters as in all previous cases. An
example of the application of the Fourier transform on an aperiodic signal and the
effect of diminishing dw (and an increase of T' toward infinity) is illustrated in Fig. 8.

The limit in which T" — oo also results in mapping of the time axis onto the complex
unit circle. In particular, the transform includes the special value of w = 0 —=zero
frequency (DC)—whose infinite period T = oo spans the entire time domain. Just like
the ag (or ¢g) coefficient in the Fourier series, this is essentially the mean of the time
function, but here, for mathematical convenience, it stitches the integration around
zero to make frequency continuous between the negative and the positive portions of
the frequency axis [—00,07] and [0, 0] (or, it connects the period axis at T = —oco
and T = +00). However, zero frequency is an oxymoron—it refers to a mean value
of a constant, which has nothing cyclical about it and, hence, neither periodicity nor
frequency in the physical sense'!. But this is not a small detail, as is argued below!'2.

2.4.3 Are frequency and time the same thing?

One of the strengths of the Fourier transform is that it models the complete signal or
wave and it is not an idealization of periodicity over a fixed interval as is the Fourier
series. Therefore, it provides a complete and correct reciprocal representation of the
modeled phenomenon. The nuanced zero frequency limit allows for a conceptual switch
between the information afforded by the time dimension and that which is given by
a continuous frequency variable. It produces frequency-domain representations of the

' Mathematically, every constant function f(t) = C satisfies the periodicity condition, by definition,
where f(t + T) = f(t) for all t. However, for this case only of a constant function, there is no associated
oscillation that corresponds to this condition.

2In some applications, it is common to invoke the analytic signal—a complex function whose real part
is identical to the measured signal, but whose spectrum does not contain negative frequencies, which are
taken to be redundant [65]. Even in this alternative formulation, the zero frequency is always included. The
complex signal can be obtained directly from the real signal through the Hilbert transform, which itself
has a singularity at ¢ = 0 that requires using Cauchy’s principal value in order to obtain the limit. Our
zero frequency is not a singularity in the mathematical sense, but rather in the physical sense—we argue
that it is a categorically different quantity that is referred to by T'= 0 and ¢t = 0 and it their merging that
complicates the analysis.
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form of X(w) that do not depend on time explicitly. Now, with the transformation
between z(t) and X (w) that has become habitual in analysis (for example, for the
solution of dynamical systems in the form of differential equations), the two represen-
tations are put on equal footing—each with its own merits—and it is not unheard of
to arrive at an implicit understanding that time and frequency domains convey the
same information at all times (even if time is taken as the more physical variable of
the two; [e.g., 66, pp. 2 and 27]).

There are two important theorems that bolster the view that time and frequency
representations are equivalent, both in terms of their total energy content and the
information they carry. The first one is Plancharel theorem, which states that the time
signal and its spectrum contain equal energy

| topa= [ x)ta (33)

—0o0 — 00

This equality also holds for the more limited case of Fourier series, where the sum
of the harmonic component amplitudes in the series contain the same energy as the
original signal (Parseval’s theorem) [67].

The second relevant theorem states that a continuous bandlimited time signal can
be accurately reconstructed from a discrete time series of its amplitude values as
long as it is regularly sampled at a frequency that is double or more than the signal
bandwidth. Shannon’s sampling theorem—a fundamental result for all digital signal
processing applications—invokes both the Fourier transform and the Fourier series
in its original proof [68, 69]. While real signals have an infinite bandwidth, for all
intents and purposes the sampling theorem provides a perfect prescription on how
to discretely (digitally) capture continuous (analog) signals and release them back as
analog signals with little to no measurable distortion in comparison to the original.

Even with these powerful theorems at hand, their usefulness is limited to the
present degree of knowledge of the signal. With a deterministic knowledge of the
spectrum, we also get access to perfect predictability of the time signal, and hence
completely determined future, whose dynamics is expressed as the superposition of
a continuum of sinusoids with constant periods. The time signal and its spectrum
are fully accounted for as long as all inputs to the system (external forces) or losses
(dissipation of energy) are taken into account in the input to the Fourier analysis. If
the energy is not conserved, then the problem formulation must be corrected so to
include all the changes, so that Plancharel theorem (Eq. 33) still holds. Otherwise,
there is nothing in the unmodified spectrum or time signal that can predict the future
with unknown external effects on the system.

This reasoning entails that the idea that time and frequency are the same thing
may only be entertained in the case of perfect knowledge of the time signal and its
evolution, or alternatively, of the spectrum at infinite bandwidth. No such conflation
between time and frequency—really between time and periodicity—would have been
possible in the first place, if it were not for the inclusion of zero frequency and the
complete mapping of the time and frequency axes in the Fourier integral.
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2.4.4 The compact support paradox and the cost of complete
determinism

Full determinism of the signal and its Fourier transform encapsulates a deeper discord
with the observed reality. A well-known property of the Fourier transform is that a
signal can be finite only in one domain (technically referred to as having a bounded
or compact support). In other words, the Fourier transform of a signal with finite
duration has an infinite bandwidth, whereas a signal with a finite bandwidth has an
infinite duration. Slepian [70, 71] commented on this deeply unsatisfactory discrepancy
between the mathematics and the reality in which the signals of interest in engineering
are finite both in time and in frequency. Slepian attempted to resolve this paradox by
making a distinction between the abstract nature of the mathematical constructs that
are used in signal analysis and reality itself. He suggested that it is easy to conflate
the observed reality and the mathematics, but they are not the same thing. The very
notion of frequency, to him, is a construct of convenience and utility that need not
have any meaning for the real signal'®. He finally goes on to identify signals whose
energy is effectively concentrated in finite intervals both in the time and in the energy
domains and has negligible residual energy outside. Adhering to these signals is what
enables sampling, as was prescribed by Shannon’s sampling theorem, which works well
in real-time and effectively turns this uncomfortable paradox moot.

It should be underlined that there is nothing at fault with Fourier transform itself
that ushers the compact support paradox. It may describe reality perfectly well, only
at a level we have no access to: inability to garner perfect knowledge about signals in
the remote past and future, and inability to measure infinitesimally small amplitudes
at arbitrary frequencies, as is predicted to exist by the Fourier calculus.

2.4.5 The uncertainty principle

Signal determinism in Fourier transform analysis is served a final blow in the form of
the uncertainty principle, which becomes a thorny issue exactly for the signals that are
not as well contained as those highlighted by Slepian [70, 71]. The uncertainty principle
first appeared in quantum mechanics, where it was shown that it is impossible to
simultaneously measure the position and momentum of a particle, or alternatively, to
simultaneously measure its energy and time [63]'*. However, the uncertainty principle
is a more general property of any pair of functions that are the Fourier transform of
each other (as are the quantum position and momentum and the energy and time

13From Slepian [70, p. 293]: “...the words ‘bandlimited,” ‘start,” ‘stop,” and even ‘frequency’ describe
secondary constructs from Facet B of our field. They are abstractions we have introduced into our paper
and pencil game for our convenience in working with the model. They require precise specification of the
signals in the model at times in the infinitely remote past and in the infinitely distant future. These notions
have no meaningful counterpart in Facet A. We are no more able to determine by measurements whether a
‘real signal’ was always ‘zero’ before noon today than we are able to determine its continuity with time.”
He referred to the observed reality as Facet A and to the various analytical tools that are employed to
describe and manipulate it as Facet B.

141t is arguable whether Heisenberg [63] actually proved the uncertainty principle in his seminal paper,
where it appeared in a limited form as ApAgqg ~ k [72, 73]. In his lecture series later, Heisenberg referred
to a rigorous proof by Kennard [74] that came shortly after, which does not generalize to arbitrary wave
functions and is therefore flawed [72]. It was followed by a rigorous proof by Weyl [75, pp. 77 and 393-394],
credited to Wolfgang Pauli, based on the Schwartz inequality. Other proofs for the uncertainty principle
exist, beginning with Robertson [76].
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operators), as was proved by Gabor [65] in an analogous way for any time signal to
quantum mechanics'®. In this version, the product of the variances of the time and
frequency of any signal—based on its duration and its Fourier spectral bandwidth—has
a minimum, true for any arbitrary signal

AtAf > % (34)

with equality achieved only in the case of Gaussian-shaped signals, whose spectra are
Gaussian as well. In practice, the uncertainty principle constrains the precision in
which the frequency content of very short time signals can be determined. Hence, it is
also referred to as the time-bandwidth product theorem in signal analysis. Other trans-
forms in harmonic analysis are all constrained by similar uncertainty bounds [79, 80].
While the uncertainty principle in quantum mechanics has been discussed, interpreted,
and contested in innumerable texts of physics and philosophy, its signal-analysis coun-
terpart has been accepted rather matter-of-factly as an inevitable constraint to be
reckoned with in applied time-frequency analysis [e.g., 81, 82]. According to Cohen
[81, p. 45], the signal-analytical uncertainty principle is a misnomer that merely for-
mulates the reciprocal relations between the time signal duration and its bandwidth,
similarly to that mentioned in 2.4.4.

2.4.6 Perceptual discrepancy between time-invariant spectra and
time-varying signals

As was implied above, equivalence between the time-domain and frequency-domain
representations of the system dynamics is retained if all inputs and outputs of the
system are accounted for. Therefore, it has been a common practice, especially in
physics, to a priori specify the types of forces that drive the system in order to have
no ambiguity as for how the system behaves (the simplest cases were discussed in 2.2
and 2.3; see 2.5.1). For linear systems, it also entails the existence of a deterministic,
time-independent Fourier spectrum.

In many engineering applications, however, it is necessary to deal with time
variations that are not well captured by the time-independent spectrum. The most
instructive example of a dynamic signal are different forms of frequency modulation
(FM). Although it was originally introduced as a technique for radio communication,
its relevance has been shown for naturally occurring signals such as human voice and
animal vocalizations [e.g., 83|, or as Doppler shift as a result of a moving radiating
source. For example, sinusoidal frequency modulation has a time-dependent phase
term

x(t) = cos [wet + msin(w,t)] (35)
where w, is referred to as the carrier frequency, wy, is the modulation frequency, and
m is the modulation index [84]. The time-dependent phase term implies that it has

15The uncertainty property was known in rougher forms before Heisenberg, as was noted by Gabor
himself. The most well known one in signal analysis may be Kiipfmiiller [77], but earlier accounts in physics
were noted. In his autobiography, Norbert Wiener recounted a talk he gave in Gottingen in 1925, in which
he discussed the uncertainty principle in harmonic analysis [78, pp. 105-108]. He hinted that both Max Born
and his student Werner Heisenberg may have attended the talk and could have been influenced by his ideas.
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frequency that varies in time. When it is implemented as a stimulus in the right sensory
modality, it may be also perceived as such. For example, at audible frequencies with a
very slow modulation frequency and large modulation index, this signal sounds like a
siren. However, as with all Fourier series representations, the spectrum of this periodic
signal is time invariant and contains an infinite series of sinusoids whose amplitudes,
in this case, scale as Bessel function of the first kind .J,,(m) [85]*¢

o0

x(t) = Z JIn(m) cos(wet + nwmt) (36)

n=—oo

While mathematically exact and analytically important, this is an unsatisfying result
conceptually, as it does not capture any spectral changes that are perceived in real-
time [e.g., 66, pp. 383-395]. The same goes for linear FM (up- or down-chirp), which
has a prohibitively complex Fourier transform [86]. Both signals and their respective
spectra are displayed in Fig. 9.

2.5 Beyond the classical Fourier transform

At this point we have pointed at several aspects of the ubiquitous Fourier transform
that are not readily reconciled with reality!”:
® The requirement for complete determinism in order to precisely calculate the
spectrum.
® Mathematical signals have infinite support in time or frequency or both, unlike
real signals that appear to be finite both in time and in frequency.
® The duration and bandwidth of signals are not freely manipulable or measurable
and they have a lower bound imposed by the uncertainty principle.
¢ The spectra of signals that have a distinct nonstationary character (perceived or
measured) do not intuitively reflect their time-varying nature'®.

Many methods have been devised to overcome these limitations, primarily with the
intent to be able to analyze nonstationary signals, often in real time. Some methods
salvage the classical notion of frequency as a parameter (or rather ignore its intrica-
cies), whereas others only use it as a special case when the signals are stationary. It is
not the intention to survey these methods in any detail, but rather pick some of the

161n the transition between Fourier series and Fourier transform, every term in the series is transformed
into a delta-function pair, representing an infinitely narrow frequency line (e.g., z(t) = cos(wt) = X (w) =
6(—w) 4+ 6(w)). While not strictly valid in the classical usage of the transform that requires finite signals
with finite energy content, it nevertheless retains the physical intuition and is routinely used in practical
applications.

17To this list we can add challenges that are more technical in nature and do not threaten the very
definition of frequency as the ones listed in the text: the appearance of negative frequencies, the limitation
of applying Fourier analysis to nonlinear systems, and the existence of stochastic signals that do not have
a Fourier representation and can only be analyzed statistically.

18The distinction between stationary and nonstationary signals and spectra comes from the statistical
approach to time series analysis [e.g., 87, pp. 33—-36]. Roughly defined, a stationary process is characterized
by statistical parameters (e.g., average frequency, covariance, higher-order moments) that are independent
of the absolute time point at which they are sampled or calculated and depend only on the relative durations.
In the statistical approach to time-frequency analysis, processes (signals) are taken to be instances from
ensembles that follow certain probability distributions (see 2.5.2). Nonstationary signals are then those that
depend on the absolute time point at which they are sampled.
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underlying assumptions and contrast them with the definition and status of frequency
we are contending with.

2.5.1 Retaining determinism by force inclusion

The most common method that is employed in classical science and engineering anal-
yses is to include the applied force with the complete time signal model, so that no
external forces are ever truly external to the analysis (Fig. 10). The most typical exam-
ples are the inclusion of loss (see 2.2), discontinuity in applied force or medium, an
impulse, a periodic force, and amplitude-modulated forces. Each one of these types
of forces can be readily represented in closed form. They lend themselves to Fourier
analysis as well, so they inject their own spectral content into the system. Superposi-
tion allows for the generation of arbitrary forces based on these simple building blocks
(see 2.3), which is often complemented by multiplication of the force by functions that
further shape it and that transform to convolution in the reciprocal domain.

Therefore, this is a “meta-method” of a sort, which presupposes knowledge of all
forces impacting the system, so over the evolution of its dynamics, energy is conserved
and no new information is introduced into it. Here, frequency and time representations
carry exactly the same information by the very statement of the problem. However,
as the external forces get more complex and variable, the usefulness of this method
quickly degrades, as the resultant spectrum becomes less and less intuitive, as was seen
in 2.4.6. And critically, this type of analysis is only as good as the predictability of
external forces is guaranteed, as well as the complete knowledge of the system history.
This somewhat confusing problem statement is rarely admitted in physics textbooks,
whereas openly acknowledging it has been the basis for all modern time-frequency
analytical methods.

There is a sense of circularity in this important way of dealing with system dynam-
ics, as it implies that time and frequency representations are equivalent by definition.
Because, if we added another force, then it would have been an altogether differ-
ent problem with its own time and frequency representations. As these problems are
defined over the entire time axis, the system under analysis is closed, including losses
(Fig. 10 C). Once again, this way of thinking is only possible because of the switch
between periodicity and time in the Fourier integral, facilitated by the inclusion of the
zero frequency.

2.5.2 Time windowing

By far, the most important analytical step in curtailing the infinitude associated with
the fully deterministic Fourier transform is the introduction of time windowing, first
introduced by Lord Rayleigh [88]. A time window is a real function that limits the
duration of the time signal, so that it is forced to be zero outside of a well-defined time
interval. It weights the contributions of the signal at different times in the non-zero
portion and completely suppresses any remote past and future contributions. Typical
examples are a rectangular window, a triangular window, and a sinusoidal window (i.e.,
half a period of sine function). The windowed signal itself has a modified spectrum
that is the convolution of the full spectrum with the Fourier transform of the window
function.
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The most typical application of time windowing is to analyze the signal in time
frames, so that each frame has its own local spectrum. This procedure produces a two-
dimensional time-frequency analysis grid of the signal (see Fig. 11). Most familiarly,
this is the underlying procedure in the spectrogram [89] and in the short-time Fourier
transform [e.g., 90]. Concatenating the different time frames captures the spectral
changes, even though each time frame has constant time-invariant frequencies that are
computed at worse precision due to the limited window duration—each time frame is
constrained by its own uncertainty principle that is valid for its modified duration and
bandwidth [81, pp. 44-52]. However, the spectrum in each time frame comprises of
time-independent frequency components. Any apparent change in the frequency con-
tent of the system can only be gathered from the changes between the discrete spectra
over consecutive time frames. In contrast, analyzing the entire time signal using a sin-
gle Fourier transform would have contained the same amount of data, but at a much
higher spectral resolution that would have not enabled us to intuitively appreciate the
time-varying nature of the underlying dynamics, because of the unvarying nature of
the Fourier frequencies (for example, compare the three spectrograms in Fig. 11 to
their respective long term spectra in the bottom right corner of the figure).

Time windowing is the basis for all time-frequency analyses, where signals are
taken as joint probability distributions, or energy density functions, in both time and
frequency [65, 91]. In this approach, we define the signal energy density in time and
frequency p(t,w), so that the fractional energy in each time-frequency grid point of
duration At =ty — ¢; and bandwidth Aw = ws — wy is [81, p. 82-92]

p(t, w)AtAw (37)

Typically, the distribution p is normalized, so that the total energy is set to unity.

This approach is as far as it is possible to apply the traditional, parametric
frequency definition to nonstationary signal analysis without explicitly making the
frequency time dependent.

2.5.3 Instantaneous frequency

The final stop in the process of decisively differentiating between frequency and time
was the explicit introduction of time-dependent frequency. Although it was originally
introduced as an ad-hoc engineering quantity in radio communication, and despite
several associated paradoxes and issues, it is indispensable in communication and
electronic engineering and has become a central concept in time-frequency analysis
over the century of its existence.
Instantaneous frequency is defined as the time derivative of the phase function 0(t)
92]
oy =20 gy < L0
m dt
with w(t) being the instantaneous angular frequency and f(t) the instantaneous fre-
quency. Therefore, in the case of sinusoidal FM (Eq. 35), the instantaneous frequency
is we + Mmwyy, cos(wy,t), whereas for a standard (unmodulated) sinusoidal signal it is

(38)
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simply w = w,. The general FM signal therefore takes the form [85]

2(t) = aexp {z (wct +m /_ ; w(r)dr)] (39)

in which the argument of the complex exponential is its instantaneous phase. For

example, see Fig. 12 (left) for the instantaneous frequency of a linear FM (up chirp).
In the probabilistic framework of the signal as a two-dimensional probability

distribution, the instantaneous frequency is the first frequency moment of p(t,w)

1
(@b = oz [[nlt.w)d (40)

where p(t) is the marginal distribution of the signal with respect to time. This defi-
nition entails that the instantaneous frequency is the local frequency average of the
signal at time frame At (Fig. 12, left and middle). When the signal is stationary, then
the local average is equal to the global average, which is then identical to the classical
definition of frequency (see Fig. 2 C).

Another definition of the instantaneous frequency that is often invoked is directly
derivable from the analytic signal-—a complex representation of the time signal, whose
real part is equal to (half) the measured signal and its spectrum does not contain any
negative frequencies [65]. Due to the symmetry properties of the Fourier transform, it
turns out that the real and imaginary parts of the analytic signal are related through
the Hilbert transform, so that

2(t) = a(t) + iH[z(t)] (41)

where the operator H designates the Hilbert transform, which is defined as

%uuﬂzip/m”ﬁqm’ (42)

ot
The integral is evaluated using the Cauchy principle value (denoted by P) at ¢’ = .
For a rigorous derivation of the analytic signal, see, for example, [93, pp. 92-97].

There are many advantages for using the analytic signal in time-frequency analysis,
where it has become a key tool, along with the Hilbert transform [81, 94]. One of
the conveniences in employing the analytic signal is the ability to represent signals in
polar form

2(t) = a(t)e?® (43)

where a(t) represents instantaneous amplitude and ¢(¢) is the instantaneous phase
of the signal. Depending on the context, both may count as a form of modulation
whenever it is possible to define a stationary carrier around which the instantaneous
variations occur (see Fig. 2 H). The instantaneous frequency can be therefore obtained
directly from this expression, by differentiating the argument (the unwrapped phase)
according to Eq. 38. For example, see Fig. 12 (middle).
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By its very definition, the instantaneous frequency is time dependent and thus
any suggestion that it is completely equivalent to time itself would be incoherent.
Nevertheless, there are several issues that arise with the definition of the instantaneous
frequency and its interpretation, which have contributed to its less than universal
adoption.

The first class of issues with instantaneous frequency relates to the clash with the
traditional concept of frequency in physics and the lack of intuition that it garners to
more complex signals. Already in its introduction, Carson [92] noted that the notion of
variable or instantaneous frequency is difficult to reconcile with our physical intuition
of what frequency means. Van der Pol [96] also underlined the unintuitive nature of
instantaneous frequency compared to the classical frequency concept. As a solution,
he analogized it to nonuniform angular motion from classical mechanics, where the
angular velocity w(t) is determined in an identical way to the instantaneous frequency,
by differentiating the phase function.

The second class of issues with the instantaneous frequency are those of mathe-
matical inconsistency and uniqueness applying the particular definition of Eq. 38 in
arbitrary cases. Shekel [97] strongly argued against the usage of instantaneous fre-
quency, at least in its standard definition, since it is not unique for a given signal and
its usage is both paradoxical and inconsistent. Mandel [98] distinguished between the
classical definition of frequency as infinitely periodic and that of the mean frequency of
a narrowband signal. He emphasized that the instantaneous frequency as the deriva-
tive of the phase may produce values that do not actually appear in the measured
(Fourier) spectrum. He went as far as to suggest that the two quantities should not
be both thought of as frequency, since it produces an unfortunate ambiguity in our
analytical understanding. Difficulties arise also when dealing with broadband signals
(for example, see Fig. 2 I), which are best expressed as a sum of narrowband signals,
but may not be amenable to a unique decomposition at that [99, 100]. Even then, the
instantaneous frequency may give rise to out-of-bandwidth frequencies, or to negative
frequencies even after they were eliminated from the spectrum, and be dependent on
the signal remote past and future [81, p. 40-41]. Some of these issues may be a result
of the mathematical formalism related to the analytic signal itself [94], as there is
usually a persistent ambiguity regarding a unique representation of the signal, with
respect to the allocation of signal variations to the instantaneous amplitude or to the
instantaneous phase and frequency [100]. Some of these challenges make the estima-
tion and interpretation of the instantaneous frequency of real-world, arbitrary signals
(of the kind of Fig. 2 I) nontrivial. Different methods in applied harmonic analysis
and signal processing contend with this problem, as is illustrated in the the example
of Fig. 12 (middle, right).

All in all, the concept of instantaneous frequency has not made it into any main-
stream signal processing or physics curricula. While applied researchers still grapple
with the intricacies of the term, it is typically omitted from the introduction to the
topic of periodic phenomena and harmonic analysis. Its appearances in physics may
have been limited to specific problems that tend to be either nonlinear [e.g., 57, 101]'?

9For a short review of select appearances of instantaneous frequency in the form of chirps in physics,
biology, and engineering, see Flandrin [102, pp. 9-20].
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or manifestly modulatory [e.g., 98]%°. It is therefore not featured in any standard
introduction to physics, as the Fourier analysis and classical periodicity are—i.e., in
the solution of standard differential equations, in the derivation of solution to various
physical problems, or in standard signal analysis and processing (2.4). This means that
the very idea of a time-dependent frequency remains relatively esoteric in mainstream
science.

2.6 Interim discussion

The review of the concept of frequency above loosely followed the historical relaxation
of the assumptions that have classically constrained the applicability of the origi-
nal definition of frequency to strictly periodic oscillations. This eventually led to the
analysis of arbitrary waveforms and signals, including aperiodic ones, using tools and
concepts that were developed with periodicity in mind. As frequency is calculated from
the time signal periodicity, it is inherently intertwined with time, to the point that
the two can seem one and the same—two reciprocal quantities that encompass their
own domains. According to traditional thinking, the time and frequency domains are
complementary and effectively contain the same information, only in different forms.

What this review has attempted to prove, though, is that frequency cannot be
considered only dependent on the period and it is also not equivalent to time. In its
simplest parametric definition, the period and frequency are always dependent on addi-
tional non-temporal parameters. In more advanced formulations, a time-independent
frequency entails a completely deterministic worldview, which is analytically impracti-
cal and epistemically fantastic. With the addition of Fourier transform to the harmonic
analytic toolbox, it has become possible to dispense with strict periodicity, using a
one-to-one map between the periodicity axis to that of the time dimension. It gave us
access to frequency as a continuous variable, but also to a potential conflation between
time and frequency, or rather, time and periodicity. In modern time-frequency analy-
sis, however, a clear, upfront distinction is made between stationary and nonstationary
processes, which makes the time-frequency modeling explicitly two dimensional. This
is also where the various paradoxes, constraints, and lacunae in the transition between
the time and frequency domains are not swept under the carpet. For reasons that
we can only speculate over, a similar, explicit recognition that frequency can be
independent of time has not made it into physics or philosophy.

The implications of frequency being both time and space independent and the
possibility that it is a dimension of reality in its own right are analyzed in the next
sections. It should be clarified, however, what we mean by frequency, given the bar-
rage of definitions, nuances, and analytical methods that were presented above, which
have not yet converged to a universally agreed upon definition across the sciences.
While ideally the instantaneous frequency reduces to the parametric frequency and
Fourier spectra in stationary cases, this is not the case in general. Furthermore, there
is ambiguity with respect to the choice of signal representation, which means that the
instantaneous frequency is relative to the method used to extract it and assumptions
behind it. While this is certainly not encouraging when one attempts to study the

20 An instantaneous-frequency operator in quantum mechanics was derived in Tsang et al. [103].
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problem of frequency, we can live with this ambiguity in the context of the proposi-
tion put forth in this work: frequency should be counted as a mandatory dimension
of reality, regardless of how it is estimated. In simple systems, the frequency would
be constant and all its definitions neatly converge. However, rejecting a wholly deter-
ministic view of reality, we have to accept that this applies only to a small subset of
systems that are encountered in the real world.

3 Frequency and general properties of the
dimensions of perceived reality

The analysis in the previous section has attempted to establish that frequency is a
variable that is different from time, despite being tightly interwoven with it. Physi-
cally, this implies that frequency corresponds to at least one more degree of freedom
in the system dynamic equations it appears in, which can be readily translated to
another mathematical dimension. Perceptually, frequency is detected through differ-
ent dedicated receptors in several sensory modalities, including vision, hearing, and
touch, where it gives rise to percepts that are distinct from time and space.

We would like to go further by asking if this mathematical and perceptual degree
of freedom may be also cast as an additional dimension of reality that is on equal
footing with space and time. In order to do that, it will be instructive to elucidate
what properties the four dimensions of reality that are in consensus have that may
be generalizable. The following may not be an exhaustive list of properties, but it
aims to capture the most key ones that can be applied mathematically, physically,
perceptually, and conceptually. Each property listed is explained in terms of space and
time and then analyzed also with respect to frequency.

3.1 Nine properties of the known dimensions of reality

The analysis below primarily pertains to a Newtonian conception of space-time, which
is largely in line with our phenomenological, sensory, and perceptual version of reality.
While taken as a starting point for each property explored, in the extreme cases of
very small and very large or fast physics, we have to consult with quantum mechanics
and relativity theory, respectively, which complicates the generalization of these phe-
nomenological properties. Nevertheless, the properties listed below are usually general
enough to hold at all scales, in spite of occasional strange effects associated with them
at the extremities.

When scrutinizing frequency against these general properties, we shall use two
primary types of arguments. First, straightforward application of frequency to the logic
of the known dimensions. Second, a fortiori arguments about the nature of frequency,
given the peculiarity of time and the fact that it has already been widely accepted to
be a fundamental dimension of reality.

The property list is summarized in Table 1.
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3.1.1 Mandatory coordinates

The most fundamental property of space and time, as we phenomenologically perceive
them, is that nothing physical (we know of) exists outside of them. In other words,
all elements of matter and energy fields are associated with a specific region in space
and interval in time. This is the same for actions and events that take place in specific
locations and moments, respectively. Also information, which is less tangible, is still
physical and must be stored somewhere [104]. The location and duration of all these
things can be therefore translated to particular coordinates—either points in space and
moments in time—or to zones defined by coordinates—regions in space and durations
in time that are occupied by continuous objects and events.

Both the quantum and relativistic points of view significantly complicate the gener-
alization of this otherwise straightforward property. In quantum physics, nonlocality is
the hallmark of quantum entanglement, whereby a particle that is spatially separated
from its entangled particle somehow “knows” when the wave function of the other par-
ticle collapses [105-109]. However, nonlocality too is defined by spatial coordinates, as
limited information makes it across space, between coordinates.

On the other extreme, relativity theory advises us that there may be no mean-
ing for absolute coordinates, given the impossibility to have an agreed upon “now”
moment between moving objects at velocities approaching the speed of light [e.g.,
110], the space-time expansion of the universe itself and the nonexistence of a universe
center [e.g., 111]. According to general relativity, space does not exist independently
of matter and the gravitational field that is formed as a result [112]. However, if we
entertain that space-time has been given rise to with a particular metric, then we can
use a set of coordinates—relative, ad-hoc, local or others. Here, the best that we can
do is to confine our relative coordinate system to the light cone on which our iner-
tial system travels, in order to retain its meaningfulness, which would otherwise be
lost between non-intersecting light cones. Nevertheless, this limitation is more than
acceptable for any phenomenological and perceptual perspective that is pursued in
the present context.

It is possible to abstract certain processes and models from this binding space-time
framework (for example, in pure mathematics and statistical analysis), or from time
only (by setting it as a parameter). An example for dispensing with the time coordinate
is the Wheeler-DeWitt equation for quantum gravity [113]. Despite these mathemat-
ical representations, they do necessarily entail that anything can exist outside of
space-time, or at least outside of the 3D space only. Once an arbitrary reference point
in space and time is chosen, every object and event may be associated with coordi-
nates, or a region within space-time, to within some degree of uncertainty. In practice,
the mandatory coordinate property of the dimensions has been used to express the
dynamical equations of all mechanical, electromagnetic, and quantum systems, which
are formulated using the observed functions and their derivatives in space and time.

Can frequency be considered a mandatory coordinate for any element of matter or
energy field? A different way to ask this question is whether there is anything in the
universe that does not vibrate or oscillate, or can be associated with a frequency or
a spectrum of frequencies. In the quantum universe, the answer is trivial, given the
two basic relations that are universally applicable—Planck formula F = fw and de
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Broglie wavelength (matter wave) k = L where p is the momentum of the particle
and k is its spatial frequency, related to temporal frequency through the particle’s
velocity. Frequencies may even be applied to electrostatic fields, which can be modeled
in quantum field theory as absorption between an electron and itself [e.g., 114]. In
macroscopic systems, matter (as small as diatomic molecules) vibrations can manifest
as rotations, or complex vibrations in three dimensions, which are often modeled in
mechanics as occupying their own three degrees of freedom, apart from the standard
three dimensions—all together may be considered the generalized coordinates of the
system. In relativistic formulation, frequency may occupy a latent degree of freedom
through the speed of light, which is a constant (frequency-independent) only in vacuum
where ¢ = %, but is generally dispersive as k = k(w).

The generalized notion of frequency afforded by the Fourier transform entails that
even aperiodic entities can be expressed using periodic functions. It also associates
constant, unvarying functions with zero frequency. Problematic as it may be (2.4.2),
we can invoke this classical framework to attach frequency coordinates (values or
regions from the Fourier spectrum) to all matter and energy distributions. Uncertainty
and limits to deterministic knowledge would then ensure that it is at least partially
independent of the time coordinate. The more elaborate and realistic instantaneous-
frequency definition can be applied to any time-varying function with no ambiguity
with regards to its independence from the time coordinate (2.5.3).

Perceptually, all of our modalities that interface with the external environment are
frequency dependent—either directly through its sensory organ filters (vision, hear-
ing, touch, balance) or indirectly in all other senses, including those that may be
non-spectral (olfaction, gustation, pain, etc.). An indirect frequency sensation can be
attributed to any sense once we apply time-frequency analytical tools to the functions
that describes the stimuli or their sensed response (e.g., the sensation of sweetness as a
function of the spatial-temporal concentration of sugar on the tongue; [115, 116]). This
frequency-dependence—Ilikely an aperiodic one—may better express the modulation
domain of the signal rather than a carrier frequency per se.

In summary, there is no difficulty to assign a frequency coordinate to any physical
variable that is characterized by space and time. In the simplest cases, the frequency is
either reduced to a constant, or is assigned the 0 Hz value, without loss of generality.

3.1.2 Movement

The basic dynamic property of space is that material objects and radiation of any
kind can move about the geometry spanned by the spatial three dimensions, as long
as the path is contiguous (i.e., without jumps?!). As for time, movement appears to
be both contiguous and restricted to one direction—only from past to future—despite
numerous works of fiction that dispensed with this limitation [118], beginning with H.
G. Wells [119]. This produces the fundamental relationship between cause and effect,
where the former must precede the latter in order to comply with our understanding of
reality [120]. However, at high velocities, the relative speed in which there is movement
to the future does appear to vary between observers moving at different velocities than

21Note that even the speculative wormholes of general theory of relativity only allow for apparent jumps
in Euclidean space due to extreme local features in curved space-time topology [e.g., 117].
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the moving object they observe. The relativistic “proper time” of the moving object
captures this difference.

What can the meaning be of “movement in frequency”? “Moving about” in fre-
quency is qualitatively different from moving in the spatial dimensions and is unlike
movement in time (which is ordinarily thought to be restricted to the future direc-
tion). The answer to this question depends on the frequency definition that is being
looked at. Fourier spectrum is by definition stationary and each frequency component
is infinitely long and can be thought of as inertial if taken in isolation. The total-
ity of (infinitely) many such inertial components gives rise to dense spectra that can
appear as frequency varying in the time domain (Fig. 9). Despite its mathematical
correctness, this solution seems to be missing the point. A more accessible vantage
point may be to look at the general decomposition of signals to carrier and envelope
terms (Eq. 43; see example in Fig. 2 H). In the simplest of cases, there is a high-
frequency carrier, or a mean frequency, which remains fixed and all spectral changes
in time can be associated with the slow-varying complex envelope around the carrier.
But this decomposition is not unique and it may be difficult to pinpoint as for where
the change lies—is the normal mode (associated with the carrier) being changed, or
only the force that impacts it (associated with the envelope)? More complex systems
contain multiple normal modes (i.e., frequency components or carriers), which tend
to have an even more ambiguous decomposition (e.g., Fig. 2 I). These systems are
generally not continuous in spectrum, which is concentrated around the carriers and
exhibit “spectral holes” between them. Movement in frequency in these cases may be
complex and not uniform across all modes, so multiple trajectories may be required to
describe it in the frequency dimension. Despite this marked ambiguity and high degree
of complexity, there is no conceptual difficulty in associating spectral changes with
particular frequency components, which may then appear to be moving like objects
in space, at least locally.

It is perhaps instructive to make a distinction between measurable spectral changes
that are inertial versus those that require energy transfer into or out of the system. This
is because time-frequency analysis alone may not be able to distinguish between the
two without additional information about the system and its boundary conditions. For
example, the classical Doppler shift effect can be measured as frequency modulation
by an observer relative to a moving source, even if both observer and source are inertial
in their own systems. For the static observer, the moving object may well count as
entering its otherwise static system and injecting energy into it. If the system is taken
as both observer and source, then the net energy is constant and the entire movement
can show in the stationary Fourier spectrum as numerous spectral lines, as in linear
frequency modulation, for example (Fig. 9; see 2.5.1 regarding including all forces in
the problem).

In another instructive example, if we return to Van Der Pol’s analogy between the
instantaneous frequency definition and angular velocity—both being the derivative of
the phase function with respect to time ([96]; 2.5.3)—then the spectral interpretation
of the time-dependent motion of a planet in an elliptical orbit around a star (i.e., with
variable angular velocity) may be a puzzling case, since there is no net energy transfer
there between the star and the planet and conservation of energy is maintained by
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instantaneously varying radial and angular velocities [55, pp. 70-127]%2. Therefore,
in this case, the inertial decomposition offered by the Fourier analysis may be much
more intuitive and correct, as any apparent modulation in the observation is fully
accounted for by all the observable forces, all of which are conservative. Therefore, we
may choose to not register any movement in frequency in this system.

Unlike movement in space and time, frequency jumps are possible (i.e., between
two frequencies f1 # fa) without having to sweep across all the values in between the
two. It is the standard observation in the spectrum of quantum transitions between
energy states. Macroscopically, frequency jumps are possible in every modality when
a generator is swapped or modulated quickly (e.g., a loudspeaker may produce two
well-separated tones with no detectable sweep or non-tonal noise between them).

Therefore, while spectral movement is certainly possible and common, frequency
jumps appear to be just as common, unlike jumps that are prohibited in the spatial
and temporal dimensions.

3.1.3 Collisions and interactions

For objects and fields that overlap in their coordinates or are positioned within reach
of a certain far field, it is expected to observe some kind of interaction (object-
object, object-field, or field-field). Depending on the specifics, these include collisions,
deformations, attraction and repulsion, phase transformations, chemical and nuclear
reactions, and others.

Interference between two waves is observed when their carrier frequencies are either
identical or very close (it is a given that the waves overlap in space and time). There
is some associative resemblance here to interaction between rigid objects in three
dimensions: interference may be thought of as an extension of the concept of collision
into the spectral dimension, where the impact depends on the frequency (as well as
phase and amplitude) difference between the waves and the final product may not
resemble the input waves, suggesting a significant interaction effect. This aspect of the
5D representation that includes frequency was alluded to by Wiener and Struik [121],
who suggested that coherence could be explained more readily through the addition
of another dimension to the quantum wave functions, in line with the 5D theories of
Kaluza and Klein.

More complex interactions between frequencies in different modalities may be pos-
sible in the context of special phenomena, such as the acousto-optic effect, or the
piezoelectric effect. Unlike interference, these interactions generally lead to modulation
and energy transformation between waves, so they are observable at a much broader
range of frequencies than interference, as long as the waveforms overlap over the same
spatial and temporal coordinates.

3.1.4 Mathematical independence

Mathematically, quantities that take up their own dimensions cannot be expressed
using other dimensional quantities alone. Thus, each dimension contains some informa-
tion that is not found in the other dimensions. Realistically, however, quantities that

22Note that it is not customary to look at the rotation spectrum of planets or talk about their
instantaneous frequency, but rather about their average periods and time-dependent angular velocities.
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manifest within the spatial and temporal dimensions are often interdependent, so there
may be fewer degrees of freedom than dimensions, due to various constraints that tie
the dimensional dependencies together. For example, in certain mechanical problems
(e.g., in the central force problem) this enables the parametrization of the trajectory
using time—effectively eliminating at least one variable / coordinate / dimension from
the solution.

When it comes to frequency, its interdependence with time is very high in conserva-
tive systems, but even there it not total, as was argued throughout 2. It is not possible
to arbitrarily specify a signal both in time and frequency without some constraints
applying. The uncertainty principle is one such constraint that is most evident for very
narrow distributions in time (duration) or frequency (bandwidth) (2.4.5). Cohen [81,
pp. 127-128] discussed the concept of signal representability (or realizability), where
arbitrary two-dimensional time-frequency (Wigner-Ville) distributions can be speci-
fied, in spite of the fact that they may not be correspond to any realizable signals in
actuality.

Another fundamental physical constraint ties the relation between the temporal
and spatial frequencies for a particular medium. This goes back to the frequency
dependence of the wave velocity in the medium, which is constant in vacuum for elec-
tromagnetic radiation, nearly constant for light frequencies in air, but is variable in
most other conditions. Audio-frequency sound waves in standard atmospheric con-
ditions are also nearly dispersionless, at least for short distances and relatively low
frequencies [122, pp. 122-124]. In all other media, some dispersion should be assumed
[123], so that

kE=k(w) w=wk) (44)
both are alternative expressions that satisfy the condition that the propagation speed
in the medium is ¢ = w/k. The dispersion relations are defined by the medium, which
is defined by spatial parameters such as material type and density. Some regions may
have those properties time dependent as well. This makes the dimensions interdepen-
dent in a complex way, possibly leading to the number of degrees of freedom to be
smaller than the number of dimensions. This is visually summarized in Fig. 13, which
is titled somewhat facetiously “the frequency accessibility paradox”, which illustrates
that frequency (be it a dimension or other) cannot be completely disentangled from
the temporal and spatial dimensions.

3.1.5 Scalability

Objects both in space and in time are scalable. There is neither a mathematical nor
a conceptual difficulty to stretch and compress them either spatially or temporally,
although in practice it is not always physically feasible. The fabric of space-time itself
seems to be continuous, so that scaling objects within it does not lead to odd dis-
cretization effects, at least not on a macroscopic level of observation. Also, for every
intent and purpose, both space and time are of the same size as the universe itself, so
in practice one does not run into a ceiling effect as a result of overstretching objects in
space-time. On the quantum level, discretization effects (and subsequent limitations on
observations) of the order of the Planck constant—the Planck length I, ~ 1.616-1073°
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m and Planck time ¢, ~ 5.390 - 107%* s—have been theorized [124-127]. If correct,
these would lead to respective discretization effects on scaling.

Macroscopic frequency is scalable, depending on how it is generated. Mathemat-
ically, the frequency range may be infinite and real, so there are no minimum or
maximum values that it can take. Physically, though, the frequencies are sometimes
defined to be strictly non-negative (see Footnote 12). Additionally, there may be an
upper bound to how high the frequency can be. In vibrational systems, the spectrum
usually becomes compressed if the spatial and temporal dimensions of the system are
stretched (and vice versa—a compressed or stretched spectrum suggests a respective
change in the spatial and temporal dimensions). Here, frequency is constrained by the
other dimensions, yet in order to be fully determined it depends on additional extra-
dimensional parameters of the system (e.g., medium density, elastic properties, etc.).
Note that to the extent that the modulation and carrier frequencies can be distin-
guished, they are usually associated with distinct functions of space and time, and
hence with a distinct spectrum that may be not independently scalable, depending
on the spatial and temporal sources of the carrier and modulation domain functions.
On the quantum level, the energy states of bounded quantum systems (unlike free
particles) are generally determined by combinations of constants, which are not as
malleable as macroscopic parameters may be. Thus, free scaling is generally unavail-
able here due to discretization. A continuous frequency scale is then obtained only
through the effects of decoherence in larger (classical / macroscopic) scales.

In summary, frequency is scalable, but in a way that is generally interdependent
on the scaling of spatial and temporal properties of the system, and on discretization
effects on the quantum scale.

3.1.6 Modulability

Every force or parameter that is associated with the dynamics of the wave (or signal)
may be spatially or temporally varied, in what is referred to as modulation. Typically,
modulation refers to external forcing of a parameter or variable that would be other-
wise stationary. In general, since the wave is defined over space and time, modulating
over either a spatial or the temporal dimension would necessarily have an effect on
the other.

As was already implied above, frequency may be directly modulated, as is com-
monly done in radio communication, acoustics, and music, among many other domains.
In the sound modality, different musical instruments employ various methods of modu-
lating their pitch either continuously or discretely, to produce certain timbral, melodic,
and harmonic aspects of the music. In hearing research, it is common to measure the
perceptual response to spectrotemporal modulation that is defined both on the tem-
poral and the spectral dimensions of the signal [128, 129]. In vision and optics, changes
of the carrier frequency?? of the optical objects generally lead to changes in perceived
color, as is encoded by the visual system [e.g., 130, 131]. Changes in the spatial fre-
quency content of the optical object relate to how its coarse or fine details appear, as

23Within the visual range, it is typical to refer to the wavelength of the light waves, rather than to their
frequencies. Most references to frequencies relate to spatial frequencies instead of the temporal frequency
of the carrier, which are used in describing the geometry of the optical object.
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can be predicted from the modulation transfer function of the imaging system, that is
the eye [56]. All in all, disentangling the dimensional contribution of the modulation
may be somewhat artificial, since few (if any) changes to the signal can truly manifest
one-dimensionally.

3.1.7 Invariance typicality

As the substrate of physical existence, space tends to be remarkably tolerant to any
change in the absolute coordinates (homogeneity) and to the direction of movement
(isotropy). A similar property can be related to change in absolute time coordinates
(stationarity). Put differently, numerous phenomena appear to be both time-invariant
and space-invariant (translation invariant). Effects of memory and nonlinearity locally
disrupt these invariances, but most events and systems seem to be indifferent to where
they are positioned in the universe, as long as all the relative relationships to the
various surrounding media, fields, and forces are equal between the two positions.

There are many situations in which frequency does not have a direct effect on
the wave dynamics, which are captured by the geometrical approximation that is
regularly used in both optics and acoustics [132, 133]. In this case, the only frequency
effects would be those dictated by the medium properties, such as the wave speed,
and ultimately the wave phase may be neglected as it is the intensity that is being
detected. This describes well problems in which the wavelength is much shorter than
the relevant spatial boundaries of the system (e.g., in concert hall acoustical design
of sound incidence and reflections between the orchestra to the audience). Spectral
invariance may also apply to musical melodies, which may be transposed to a different
scale or register—a relative change in frequencies. In this case, it would still retain its
melodic identity, which is determined by the relative intervals between the notes in
the melody, and their respective durations. However, perceptually, transposition only
applies as long as it is within the melodic audio range of hearing [134, 135].

Spectral invariance appears to break down more often in common situations than
do spatial and temporal invariances. A strong spectral dependence is found with vari-
ous interaction effects that are exclusive for certain frequencies or wavelengths, which
in analogy could be compared to very crowded regions in space, or a large density of
events (in time). For example, molecular spectroscopy is concentrated on mid-infrared
frequency with the Raman “fingerprint region” loosely defined to be at 1300-900 cm "
[e.g., 136]. Such a molecular spectrum cannot be thought of as relative, since its
absolute frequencies determine the very identity of the molecule.

All in all, while spectral invariance can characterize many classical systems, in
reality parts of the electromagnetic spectrum have unique interactions that make many
systems spectral variant. Also, as all sensory systems are bandlimited, the stimulus
spectrum invariance is of limited extent.

To the above seven properties, we shall add two more that are more narrowly
related to our perceptual experience as humans and possibly to our non-human
relatives.

35



3.1.8 Tangibility

Tangibility refers primarily to the property of objects that can be perceived by
touch—material objects that evoke tactile sensations when touched. Somewhat more
ambiguously, tangibility also refers to the property of perceived by the senses: “real
and not imaginary; able to be shown, touched, or experienced”, or “a real thing that
exists in a physical way” (Cambridge Dictionary?*). Or, “capable of being perceived
especially by the sense of touch: palpable”, or “substantially real: material”, “capable
of being precisely identified or realized by the mind” (Merriam-Webster Dictionary?®).

A dimensional perspective on the concept of tangibility would attribute it to the
space that the objects occupy. Arguably, solids are more tangible than liquids, whereas
gases may be altogether intangible, especially if they are colorless. Also microscopic
objects the size of microbes or smaller are not amenable to touch, and macroscopic
objects that are too large, can be touched but their full size cannot be truly appreciated
(like a wall, or soil, or a planet). In all other cases, the information combined from
the touch and visual modalities is often consistent and complementary, so what looks
tangible is indeed tangible, and what feels tangible is generally visible.

In contrast to the spatial attribute of the objects, the time dimension is not directly
tangible—only indirectly, through the understanding of dynamics and cause and effect
and how objects change as a result. Objects that continually change in time may be
perceived as lacking in tangibility if their properties cannot be confidently pinned
down. Auditory objects in themselves are also not tangible if they are not accompanied
by additional inputs from other modalities [e.g. 137].

Is frequency tangible? Yes and no. If tangibility relates exclusively to touch, then
the effects of frequency are certainly felt across space and time. For example, the spa-
tial frequency spectrum of objects relates to their contour and texture. Their temporal
frequency content relates to felt vibrations upon touching. Touching an object dynam-
ically (stroking, rubbing, hitting, etc.) excites a combined response of its spatial and
temporal frequencies. Sound is not tangible per se, but has no meaning without fre-
quency or pitch (even if perceived as pitch-less, as white noise is, for example). And
in vision, frequency gives us color, which is not a property that can be felt by touch
either. All of these are no less tangible than the time dimension, but they are less tan-
gible than the spatial dimensions, which are inseparable from our senses of positioning
and movement of objects.

3.1.9 Sensory association

Spatial coordinates are most immediately associated with vision and touch (see Fig.
1), which elicit the effect of tangibility. Time is much more abstract than space and
we become conscious of it as a supra-modal percept that is not peripherally detected
with any one sense. The passage of time has been most strongly linked with hearing
[30, pp. 58], yet stimuli to all senses have indispensable temporal as well as spatial
cues, which become mandatory in eliciting the actual perceptions and the resultant
information that maps the objects in the environment (Fig. 1).

24https://dictiona»ry.cambridge.org/dictionary/emg;lish/tangible, accessed 30.11.2023.
25https://www.merriam—Webste]r.com/dictionary/tangible, accessed 30.11.2023.
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As was noted in the introduction, both vision and hearing are strongly associ-
ated with frequency. Hearing is strongly associated with temporal frequencies—the
frequencies that determine pitch, timbre, harmony, and melody. Temporal frequencies
in hearing can double up both in the carrier and in the modulation domain, which can
sometimes have complex interrelationships. Slow modulatory frequencies determine
rhythm, beating, level changes, etc. Vision, in contradistinction, is split between tem-
poral and spatial frequencies. Colors—the percepts stemming from the broad tuning
of photoreceptors to three different ranges of the electromagnetic spectrum—are asso-
ciated with the temporal frequencies of the light spectrum from the objects (usually
discussed in terms of wavelengths), factored as carrier frequencies. The objects them-
selves are often defined using spatial frequencies, which are the go-to spectrum when
visual images are discussed [e.g., 56]. As was discussed in 3.1.8, the object surface can
be thought of as spatial frequencies, which when dynamically moved, transform to
temporal frequencies. If the object internally vibrates, then the vibration frequency is
temporal and associated with the carrier domain, whereas the textural frequencies are
modulation domain. Although olfactory detection does not seem to be based on spec-
tral principles, as long as different substances can be uniquely identified using their
vibrational spectra, then their spectrum becomes a relevant parameter in objectively
characterizing olfactory stimuli. Other senses are more narrowly designed to target
very specific objects, where frequency may not be the most important parameter.

3.2 Frequency as a dimensional property of reality

Ultimately, this analysis only supplements the one in the previous section (2), as we
only have two kinds of dimensions to infer from the properties of a general dimension,
which may be insufficient. Space and time do not behave identically, and frequency
too does not exactly follow these general properties in an identical manner to either
space or time. The alternative possibility—that frequency is an important variable
but not a dimension in its own right—may be considered where the properties do not
apply as well to frequency, unlike space and time.

Three properties listed above may be considered odd when applied to frequency:
movement (3.1.2), mathematical independence (3.1.4), and invariance typicality
(3.1.7). Movement in frequency stands out, because unlike space and time, it appears
that jumping between frequencies in a discontinuous way is possible. This may be due
to quantum effects, but can also apply to classical systems, depending on the definition
of the frequency source. However, time too is subjected to a unique rule of movement
in a single direction only, at least according to the current knowledge. Therefore, this
may not be a significant oddity. As for mathematical independence, this was argued
throughout 2, but is an elusive thing to demonstrate, mainly because of the interde-
pendence frequency has with time. In many physical models, frequency is absent and
can only be made explicit through the inclusion of dispersion. This is different than
space and time, which tend to be mathematically explicit. Once again, it may not be
a significant difference in its own right to disqualify it from being a dimension, but
rather a unique feature it has, which may have historically led to it being elusive.

The last property that stands out—that of systems often being not frequency-
invariant—may be the most interesting one, because it reflects many of the properties
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Property [ Space [ Time [ Frequency
Mandatory Yes. Nonlocality may be taken to violate it, in Yes, depending on the
coordinates case of entanglement. Relativistic effects con- level of analysis
fine the meaningful coordinates to the light
cone of the inertial system on which we travel.
Movement In any direction, con- | Only forward, continu- | Backward and forward,
tinuous ous jumps are allowed,
depending on the defi-
nition
Collisions and | With intersecting coor- | With co-occuring | When the (carrier) fre-
interactions dinates, or overlapping | events quencies are nearly the
fields same; interference
Mathematical Yes Yes Partially time-
independence dependent. It is down
to the uncertainty
principle in conser-
vative  systems. In
nonconservative  sys-
tems it has much less
dependence on time.
Scalability Yes Yes Yes, but usually inter-
dependent on space
and time.
Modulability Yes Yes Yes
Invariance typ- | Yes Yes Limited
icality
Tangibility Yes Indirectly More than time, but
less than space
Sensory associ- | Vision, touch Hearing Hearing and  color
ation vision (temporal fre-
quencies), vision
(spatial  frequencies),
touch (temporal and
spatial frequencies)

Table 1 A summary of the nine properties of 3.1 and how they apply to the space, time, and
arguably, frequency dimensions.

that make our reality the way it is. These spectral “islands” correspond to particles,
atoms, molecules, object sizes and shapes, duration and progression of events, etc. In
many cases, our senses are tuned to receive information at these frequencies and not
in others, in a way that ends up being perceived uniquely (as color, sound, touch,
etc.). A shift in these frequencies cannot be done without affecting the entire cascade
of physical, chemical, and biological filters that depend on the absolute values of these
frequencies. Whether this interaction between frequency and reality is a cause for
disqualifying frequency from the dimensional count may ultimately be a philosophical
choice. We argue that this is what makes frequency special, as it ultimately leads for
answers to the “What?” question, just as space answers the “Where?” and time the
“When?” questions.
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4 Synthesis

The case for frequency as a mandatory dimension of reality has been argued in the
above. While the idea of including a complex concept such as frequency in the standard
count of the dimensions may come across as an abstract imposition, it was shown
that logically, perceptually, physically, and mathematically, excluding frequency would
necessarily be inconsistent with modern science and engineering. According to the
analysis in 2 and 3, the exclusion of frequency as a dimension may only be justified if
either

1. Time is rejected from the standard count of the obligatory dimensions of reality,

or
2. The universe is fully deterministic with total knowledge of past and future, so
that frequency can be retained as either a parameter or a stationary variable

Both alternatives carry substantial metaphysical weight that may not stand to reason
with the normal intuitive, phenomenological perception of reality, nor with standard
(Newtonian) physics. This does not mean that they are impossible, but rather that
they either constitute a step backwards from the perceptual understanding that is
a pillar of this work (i.e., that frequency is not constant and the universe is not
completely deterministic), or that it is a step backwards in our physical knowledge
(i.e., that time is not a fundamental dimension—rather, it is emergent from space or
from yet more primitive, irreducible physical entities). Thus, while we may reject these
two alternative explanations as not corresponding well to our standard perceptual
and experiential reality, we logically acknowledge that they represent possibilities that
exist notwithstanding and may better apply to some physical systems. This reasoning
is synthesized into the following theorem, which is a corollary of all of the above.
Theorem 1. Only one of these three propositions can be simultaneously true:
P1. Time is not a fundamental, obligatory dimension of reality.
P2. The universe is fully deterministic with total knowledge of past and future.
P3. Frequency is a fundamental dimension of reality.

The three propositions may be immediately interpreted as referring to 3D, 4D, and
5D conceptualizations of reality.

The choice of wording “only one is simultaneously correct” in the theorem should
be clarified. The three propositions are clearly mutually exclusive, in a logical sense.
But we would like to underscore that the particular proposition that is in effect may not
be permanent, as might be implied by the logical relation alone. This would normally
be worded by stating it as “only one of the three propositions can occur at one time”.
But since the propositions themselves directly frame the existence of time, this seems
to be somewhat circular, as though the choice takes place in time but is outside of
time. The concept of simultaneity usually refers to things that happen together in time
as well. But the word “simultaneous” is also defined as “satisfied by the same values
of the variables?S.” Therefore, “simultaneous” seems somewhat more appropriate and
less committing in this context, although it results in this odd wording.

The theorem is directly deduced from the analysis of 2 and 3. A shorter informal
proof of this theorem is as following. In this proof we take physics and physical systems

26Merriam Webster Dictionary, accessed 11.1.2024, https://www.merriam-webster.com/dictionary/
simultaneous.
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as a sample representation of reality, and in turn, of the universe (but see 4.1). Starting
from P1, we assume that time is not a dimension. This can mean either one of two
things: time is a parameter, or the system can be described as a stationary process (a
statistical distribution), for which there is no difference in the choice of a reference time
point, as there is no meaning to past and future—all is present. This directly entails
that there are neither causes nor effects—the system is conservative and its dynamics
has no beginning and will have no end. Thus, the notion of determinism is meaningless.
Frequency, if it has any meaning, describes infinite (unvarying) periodicity that is
observable along arbitrary time intervals—durations that are abstracted from time as
a dimension that has past and future. Thus, frequency describes stationary physics and
is not a free variable either, and hence not a dimension. In P2, we assume determinism,
so strict cause and effect exist, as do past and future. Hence, time is a dimension.
Given determinism, we are allowed to apply the Fourier integral and obtain a frequency
representation from any time measurement (that can represent any physical quantity).
The frequency representation is completely determined by the time function, which
means that frequency on its own is not independent, and thus not a dimension. Finally,
in P3, we start from frequency being an independent dimension, which means that it
can vary more or less independently in time. A fortiori, therefore, time is a dimension
too. Inasmuch as the spectrum represents the physics of a given system, it is not
constant in time, so it is only as informative as the information gathered in the present
moment that defines it (i.e., over a finite time window). Therefore, it contains only
limited or no information about the remote past and future, and therefore does not
correspond to a reality whereby the remote past inevitably causes the present, which
will cause the future. In other words, different pasts may have led to the present,
which can in turn lead to different futures. Therefore, determinism does not apply
here. Hence, P1, P2, and P3 are mutually exclusive. B

To complement this proof, we can examine at the remaining five propositions that
are never true (All propositions are summarized in the truth table in 2). Let us try to
understand what each of these statements entail and why they are impossible:
P4. Time is a dimension; determinism; frequency is a dimension—Although time
and frequency are two degrees of freedom of the system, its present behavior is
completely determined by its past and its future is predetermined. Therefore, it is
possible to obtain the frequency at all times from the predetermined time signal
using the Fourier integral. But this means that the frequency is not independent
of time and hence not a dimension—a contradiction.
Time is not a dimension; no determinism; frequency is a dimension, and,
Time is not a dimension; determinism; frequency is a dimension—For this propo-
sition and the previous one to be true, it must be possible to continuously vary
the frequency f in arbitrary steps d f and observe a respective change in time dt.
But any change in frequency must only take place in space, if time itself is not
a dimension. However, a spatial change in frequency would make time nonuni-
form across space, which would contradict its non-dimensionality. Hence, these
propositions are incoherent and the question of determinism is moot.
P7. Time is not a dimension; determinism; frequency is not a dimension—

Determinism entails the rigid existence of cause and effect that can be observed

8 F
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# [ t [ D [ f [ Availability
P1 Yes No No Yes

P2 No Yes No Yes

P3 No No Yes Yes

Pt No Yes Yes No

P5 Yes No Yes No

P6 Yes Yes Yes No

P7 Yes Yes No No

P No No No No

Table 2 Truth table describing the different available and unavailable
combinations of non-dimensional time, determinism, and dimensional
frequency. The following symbols are used: ¢ — Time is not a dimension; D —
Determinism; f — Frequency is a dimension.

over time. But if time is non-dimensional, this notion becomes incoherent—with
the present causing the present—or trivial, with a constant, unvarying physics.

P8. Time is a dimension; no determinism; frequency is not a dimension—Regardless
of the degree of knowledge about a time signal, its respective frequency cannot
be precisely determined from it. For this to be true, it means that frequency
reflects a degree of freedom that is independent of time, which contradicts its
non-dimensionality.

Finally, another way to break down this complex statement of Theorem 1 is noting
the number of pathways that exist for time, frequency, and determinism to take place
or not:

e Time is not a dimension (1 pathway)

Determinism (1 pathway)

Frequency is a dimension (1 pathway)

Time is a dimension (2 pathways)

No determinism (2 pathways*; see 4.2)

Frequency is not a dimension (2 pathways)
Theorem 1 was derived by way of deduction and elimination, by contrasting the
different definitions of frequency and how they relate to time. While time and deter-
minism are topics that have been often considered in the physics and philosophy
literatures, the obligatory addition of frequency into this discussion is novel. The
theorem itself, though, may be understood at different levels of abstraction, with more
or less metaphysical baggage that is not strictly aimed at in this work. Nonetheless, we
shall make a few cautious strides in an attempt to unpack two aspects of the theorem.

4.1 Choice of system: isolated, closed including losses, and open

There are two immediate ways to understand Theorem 1. One way is to take it as an
ontological statement, directly pertaining to the entire universe, as long as the three
concepts of time, frequency, and determinism are employed as they are in contempo-
rary physics. This understanding would have the universe as fixed on either P1, P2,
or P3.

The other way to understand the theorem and its three propositions (or modes) is
less rigid and allows for the the propositions to apply in different physical situations,
corresponding to the three abstract systems depicted in Fig. 10. P1 corresponds to the
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situation in Fig. 10 A, in which a system is truly isolated, so we have no access to it
as such as long as its boundary is intact. Without being on the inside, the best we can
do is to get average quantities that are time invariant, based on what we know that
the system contains. Once inside the system, time may appear as a mere parameter.
This is another way to say that time is not a true dimension here, because it plays no
role in the observed dynamics. P2 is a closed system that includes the whole universe,
as is illustrated on Fig. 10 C. It is fully conservative, but it is possible to define loss
within the system. If this system corresponds to the whole universe, and it is known to
be finite, then it already includes everything by definition: it is impossible to include
additional information (addition of forces, loss of energy). Hence, there is complete
determinism, as the past dynamics causes the present and future. The inclusion of loss
mechanisms (or decoherence in some contexts) that dissipate energy and information
within the system gives meaning to time as a dimension as we intuitively know it, as
it gives rise to dynamics that can be clearly associated with cause and effect. If we
breach the system boundaries (or if the universe is not finite), we would be moving
to P3 and the open system of Fig. 10 B. This mode remains in effect as long as the
system and its environment retain their identities. If they are merged, or taken as a
whole either analytically or in observation, we return to P2 (Fig. 10 C).

4.2 Determinism

Determinism appears in two varieties here—explicit and implicit. Explicitly, there is
the low-level determinism that follows from the interdependence of frequency and
time. It encompasses every event, movement, and bit of information to have ever
existed. There are no real inputs nor outputs to such a closed system we call the
universe, because there is nothing external to it, by definition. This inevitably leads
to a predetermined future, since the information about it is already contained in the
system’s past.

Implicitly, another form of determinism emerges from the theorem, which entails an
unyielding maintenance of the system boundaries, or relationships with other systems
internal or external to it. If it is an isolated system of the form of P2, it is akin to
a mini-universe of a finite extent. As long as its boundaries are maintained, implicit
determinism is maintained, in the sense that the proposition associated with it becomes
an immutable mode of being. However, a play on the definition of the system at
hand, by letting its boundaries vary irregularly, can cause a change of mode (i.e.,
corresponding to P1, P2, or P3), which is an alternative avenue to relax determinism.
In other words, this sort of determinism is the adherence to a fixed mode rather than
moving between the three modes. In this sense, a closed system that corresponds to
P2 and remains as P2 is doubly deterministic.

5 Discussion

The above analysis implies that a five-dimensional reality has merit, based on per-
ceptual, mathematical, physical, and epistemic grounds. Theorem 1 further suggests
that a five-dimensional count applies where an open system configuration describes
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the physical situation best. Several underlying issues regarding the choice of frequency
as a dimension and a few further challenges are considered below.

5.1 Is frequency the correct quantity?

The entire argumentation in the above sections revolved around the temporal variation
in frequency, which in itself is related to all other fundamental parameters or variables
in oscillatory and wave motion. We argue that frequency is the most informative of
them all, although it may not be obvious that this is indeed the case. Below are some
arguments to favor frequency over other possible choices.

5.1.1 Frequency and not period

The most basic definition of frequency, f = 1/T, relates it to the period—the fixed
duration of perfectly repetitive oscillatory motion. Just as there is instantaneous
frequency, there should be no difficulty to talk about an instantaneous period. Con-
veniently, it is measured with time units and is easy to understand. Inconveniently,
it overlaps the time axis and is often not well distinguished from time when taken
to infinity (see 2.4.2 and 2.4.3). Frequency is somewhat more arcane of a concept to
explain being a reciprocal quantity, but easy to observe if thought of as a (real) number
of cycles per time unit. It is also easier to relate to an arbitrary dimension—namely
any spatial dimension—where the meaning of frequency is retained, abstracted from
the type of dimension at play (periodicity can apply to space too, but has a connota-
tion of time, typically). Therefore, there may be an advantage to use frequency as a
more neutral description of this dimension, which may or may not be described using
periodicity equally well.

5.1.2 Temporal frequency and not spatial frequency

Classical wave motion is defined by the relationship between the spatial and temporal
parts of the oscillatory motion. As was seen in 2.1.3, the wavenumber k is also the
propagation vector of the wave, so the directional components are three spatial fre-
quencies, k;, ky, and k. which may be independent from one another (Fig. 6). In this
sense, a spatial frequency spectrum in which the direction varies dynamically in 3D
would be three dimensional as well, whereas the temporal frequency spectrum is only
one-dimensional with the three spatial components projected on the time dimension.
Therefore, the latter can be thought of as being more parsimonious and geometry
agnostic. It also applies directly to oscillators that are not explicitly modeled with
respect to spatial variations, and hence, it is more universal.

5.1.3 Frequency and not wavelength

The wavelength is the reciprocal of the wavenumber times a factor of 27. Thus, the
same arguments apply here as for the spatial frequency (5.1.2).
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5.1.4 Frequency and not energy

According to quantum mechanics, Planck relation states that the energy of a photon
is related to its frequency through a proportionality factor, h = 6.626 - 10734 J/Hz,

E=hf (45)

or using the angular frequency

E=hw (46)
where i = h/27. In the context of a single photon with a sharp spectral line (constant
frequency), the energy and the frequency contain the same information. However, in
more complex systems, not necessarily macroscopic, energy can take different forms
and can be transformed between them, so that this neat relation may no longer have
any observational relevance. As was noted in 2.5.2, it is normal to think of the signal
spectrum as an energy density function that can be integrated over a frequency interval
to obtain the energy for a particular bandwidth. Therefore, except for the simplest
quantum systems, there is no apparent point in substituting frequency for energy in
the dimensional count.

5.1.5 Frequency and not phase

According to Eq. 38 the instantaneous frequency is the derivative of the time-
dependent phase function, in analogy to how angular velocity is the derivative of the
phase in central potential problems. Therefore, the phase function can be obtained
from the frequency function, up to a constant phase term. However, there are a few
reasons for why using the phase is less attractive than frequency. First, it is constantly
changing, even in cases where frequency is constant. Therefore, frequency is more par-
simonious, as it expresses the same thing using a single number (in the quintessential
case of a constant frequency) rather than a function. Second, there are many situations
in which the phase function cannot be directly measured. For example, at the light
frequency range of the electromagnetic spectrum, incoherent imaging is the standard
(and applies to vision), as only the intensity can be detected and not the amplitude or
phase of the light waves. Similarly, the “power spectrum” model of hearing, accounts
for the insensitivity of the ear to phase changes with many typical stimuli [see ref-
erences in 30, pp. 113-114]. A similar way to state the same thing is that there are
many situations in which we do not care about the exact part of the period where
the oscillating system is positioned, but rather, how often it oscillates on average (Eq.
40), which is much easier to estimate. Yet another way to restate it is that for sig-
nals that are stochastic by definition there is no valid phase function, and yet their
frequency can be validly estimated statistically. Third, following from the second, the
instantaneous phase function carries little unique information, because the (wrapped)
phase values are bounded on a 27 interval. Therefore, a random sample of the phase
function would not give any orientation for the frequency range in which the system
oscillates without further calculations.
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5.2 Challenges to the 5D view

5.2.1 Possible conflation of different types of frequencies

When translated back to the perceptual domain, the physical 5D reality may lead to
conflation between frequencies whose source is macroscopic (e.g., touch and sound)
and frequencies whose ultimate source is electromagnetic (e.g., vision, electroreception
in fish, infrared thermoreception in snakes and lizards). The macroscopic quantities
represent vibrations or other mechanical oscillations, whereas the electromagnetic fre-
quencies stem from quantum processes at the subatomic or molecular level. It is not
clear that the frequency dimension is anywhere directly comparable between these
senses or others. Also, even though the low modulation-band frequencies of different
modalities may become comparable after demodulating the sensory input, they are
generally not perceived as equivalent once in the different modality pathways (per-
haps with the exception of special cases of synesthesia or a strong sensory binding of
stimuli emanating from a common source).

5.2.2 Multiple frequency dimensions

Another challenge is that the frequency dimension may not be singular. Physical
objects have multiple frequencies going on simultaneously, which can be understood
as independent degrees of freedom. For example, a rigid body has three degrees of
rotational freedom—each of which can be taken as one frequency dimension corre-
sponding to one axis. One option is that in perception, all of these frequencies are
projected on a single dimension, so that the union of all dimensional frequencies is
perceived as the spectrum from a single object. More complicated options may include
more than a single frequency dimension in perception either in all or in a subset of
the available modalities. Or alternatively, in some cases independent low-frequency
information modulates high-frequency carriers and becomes its own dimension after
demodulation [for example, see arguments for a two-dimensional spectrum in hearing,
30, p. 123-125].

5.2.3 Trivial addition

In a sense, the addition of frequency as a mandatory dimension to the 4D space-
time is trivial. For example, the universe is mapped through observations at different
electromagnetic wavelengths, as there are dedicated instruments for radio, microwave,
infrared, light, ultraviolet, x-ray, and gamma radiation astronomy. While the objects
on the resultant maps are taken as 3D projections, their existence is only revealed if
observed in the appropriate spectral windows. If observed in the wrong wavelength,
they are effectively invisible. This is not all that different from the sensory inputs to
perception. Objects can be completely invisible (either dark or transparent), unless
they produce light in the visual range, sound in the audible range, etc.2”. Any notion of

2THowever, regardless of their far-field detectability, solid objects seem to be always detectable by touch,
as long as they are large enough to actuate some of the receptors on the skin, or to forcefully act on the
body. Even here, though, a totally static tactile stimulus—one that never changes (i.e., zero relative velocity
between the object and perceiver) can be modeled as being exactly 0 Hz in its Fourier frequency sense (of
infinite time support)—is arguably not going to be registered by perception as a valid stimulus (think of
the floor under your feet when seated motionless for a very long time).
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triviality, though, reflects a parametric approach to frequency, in which time-invariant
filtering is sufficient to extract average, coarse spectral information about the object,
which is ultimately static in nature. Instead, we emphasized the time-varying nature
of spectral information in cases where non-statistical quantities may be required.

5.3 Frequency, time, periodicity: Was anything left out?

While in the parlance of basic harmonic analysis it is customary to refer to time
and frequency domain solutions as reciprocal of one another, we saw that time and
frequency are not the same thing. In fact, frequency is derived from the periodicity
of the system, which can be thought of as a set of rulers in the time domain—fixed
yardstick measures that can be arbitrarily positioned along the time axis and that
can capture repeating patterns in time. However, even if we remain careful to avoid
conflating periodicity and time, we may still ask whether frequency and periodicity
contain the same information, and if not, is periodicity yet another dimension that is
hidden in plain sight? While the answer seems to be negative (and possibly downright
absurd), this question remains unanswered, at present.

5.4 Implications on time as a dimension

Despite the equal weight that is given to time and frequency in the harmonic analyses
of numerous physical systems, only time has been nominated as an own dimension
(although not without dissent; [110]). Moreover, (once again, to the best knowledge of
the author) in the various musings about time, frequency has never been considered as
relevant in the discussion, beyond being a necessary component for building clocks—
the essential measurement tool to estimate the passage of time. This implicitly assumes
that the concept of frequency is not plagued by similarly crippling oddities. The applied
mathematical and engineering literature, however, suggests otherwise [99].

The current analysis still gives primacy to time as the first intangible dimension
to emerge out of a 3D spatial reality, but it demonopolizes it from being the only one
(3.1.8). Because the definition of frequency is intertwined with periodicity, time, and
many other specific physical parameters, it may appear to be somewhat less mysterious
than time, and perhaps more amenable for a straightforward definition. However, the
very mathematical nature of most definitions of frequency, as well as their highly
indirect nature that requires some knowledge of physics in order to explain, seem
to make it no less abstract than time. The complicated story behind frequency—its
earliest definitions, slow mathematical evolution in becoming proficient in working
with it, the late development of physical filters and the theory behind them—may
render it more suspect than time in its primacy. And yet, this intertwinedness with
time may be seen as part of reality that only compounds the underlying mystery of
it, rather than alleviates it.

Theorem 1 formalizes the conditions for which time can be elevated to be its own
dimension, rather than a parameter. This may have some weight on the age-long con-
troversy about the nature of time and its role in reality—whether it is a real property
of the universe, or an emergent one that only serves our perception of it. The ideas and
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results that were derived here by following the strict definitions and application of fre-
quency that concluded in realities of type P1 and P2 are not unlike those that reached
at using much more elaborate physics [110]. The convergence of these markedly differ-
ent approaches gives credence to the radical and perhaps unintuitive notion that time
is an emergent dimension of reality, rather than a fundamental one.

6 Conclusion

This work has attempted to connect a few dots that trace the narrative of frequency
as a concept, a physical quantity, a percept, and most speculatively, a dimension of
reality. The two other alternatives encapsulated in the theorem—that time is not
a fundamental dimension or that the universe is wholly deterministic—are no less
mind bending. It is not unlikely that the above argumentation will leave skeptical
the prospective readers from the physics, philosophy, applied mathematics, signal pro-
cessing, and neuroscience communities. Nevertheless, it is the author’s hope that the
logical reasoning in the above would be robust enough to provoke a discussion and
explore the possible implications of these ideas on these different fields.
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Fig. 2 Visualization of the escalation of the concept of frequency with time signals of increasing
complexity. A. Frequency is a parameter that is computed from the limited duration measurement of
simple periodic motion. B. Frequency is a parameter, whose instantiation implies constant (inertial)
periodic motion in the remote past and future. C. Frequency is an average of imperfect periods,
either due to the measurement errors or to instability in the oscillation. The average, nevertheless,
produces the same long-term periodic motion as the simple harmonic oscillator. A different way to
relate to this waveform is to define a time-dependent, instantaneous frequency. D. When loss of
energy is included, a strict definition of periodic motion would emphasize that each period is slightly
different in amplitude than its neighbors. Nevertheless, using a small correction, a constant frequency
can still describe the oscillatory part of the motion, separate from a damping term that takes care of
the decreasing amplitude (Eq. 18.) E. A periodic force of slower frequency than the oscillation drives
the system, or modulates the signal in amplitude, further blurring the aspect of simple harmonic
motion periodicity. F. Complex (non-sinusoidal) signals that are still periodic can be modeled using
a Fourier series decomposition of the waveform to a sum of sinusoids whose frequencies are integer
multiples (harmonics) of the fundamental frequency. As in B, the periodicity is extended to the
remote past and future. G. An extension of the Fourier series period to infinity results in Fourier
transform, which allows for modeling of aperiodic signals that comprise of a continuum of sinusoids
with constant frequencies. H. Combining the slow variations in amplitude (E) with the variations
in frequency (C) gives rise to a so called AM-FM signal, whose only constant may be the average
frequency. I. A broadband signal can be decomposed to many narrowband AM-FM signals of the
form of H. This form produces complex waveforms that do not necessarily disclose a clear periodicity,
unless the components are separated using band-pass filtering.
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Fig. 3 Three types of ideal harmonic oscillators: spring-mass (left), pendulum (middle), inductor-
capacitor (LC) circuit (right). All three systems are described by the same ordinary differential
equation (5), where frequency is a parameter defined as the reciprocal of the period, which is itself
determined by the various constants of the system.

my

Fig. 4 Left: a mass-spring system with three springs and two masses. Right: approximation of
wave motion using identical spring-mass building-block model.
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Fig. 5 A.: approximation of a string using identical spring-mass building blocks. B. Construction
for the derivation of the string equation, using tension forces in two dimensions (drawn after [54, p.
98]).

Fig. 6 The wave propagation vector E, whose magnitude is the wavenumber and its direction can
be expressed by three angles, which together produce up to three spatial frequencies.
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Fig. 7 Three types of harmonic oscillators with damping: spring-mass-damper (left), pendulum with
friction from air (middle), and capacitor-inductor-resistor (RLC) circuit (right).
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Fig. 8 An example of the reconstruction of an aperiodic signal—a narrow Gaussian (bottom right)—
from infinitesimally many (odd number of) periodic functions using the Fourier transform. The Fourier
transform itself is based on the Fourier series, which is a formulation of periodic functions with period
T as series of simple periodic functions. As the period T is made larger, a bigger portion of the time
domain is being captured by the Fourier series, until in the limit of the Fourier transform, it captures
all of the time axis. In the example of the figure, the exact spectrum of the Gaussian (i.e., its Fourier
transform, which is a Gaussian as well) is sampled on the frequency axis in diminishing intervals
(left column). Each sample corresponds to a single sinusoidal component in the Fourier series, which
can be then summed to reproduce an approximation of the original time signal (right column). With
a growing number of components, dw gets closer to zero, T' covers more of the time axis, and the
approximation gets better. The signal aperiodicity is captured in the approximation, as the increased
number of components pushes the inevitable periodic parts of the summation (aliasing) away from
the main lobe of the spectrum. In the Fourier transform limit of infinitely many dense components,
there are no aliases and the aperiodic nature of the signal is perfectly retained.
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Fig. 9 Two common frequency modulation (FM) time signals and their respective spectra. On
the top is a sinusoidial FM x(t) = cos[27 - 50t + 4 sin(2 - 7t)] with its Fourier series components
according to Eq. 36 on the top right. On the bottom is a linear FM signal, a rising (or up-) chirp,
with the equation x(t) = cos(27 - 200t + 607t2). The spectrum of the signal was computed using the
fast Fourier transform (FFT), whose magnitude and unwrapped phase are displayed on the bottom
right. In both spectral plots, the carrier is marked with a black circle (f. = 50 Hz for the sinusoidal
FM and f. = 200 Hz for the linear FM). The amplitude is in arbitrary units.

Conservative system
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Fig. 10 Three ways to model the energy balance in a dynamical system: A. By assuming no losses
and no energy inputs that add energy to the system. This assumes that all energy sources are self-
contained and / or that the motion is inertial. This is a classical conservative system that appears
stationary. B. By including losses and energy inputs in the models, but not as an integral part of the
system, which is instead modeled as non-conservative. C. By including all losses and inputs to the
system as part of yet a larger system (the environment plus the system), which is itself conservative,
in the sense that the total energy is accounted for and remains within the modeled system.
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Fig. 11 Examples of three nonstationary acoustic signals and their spectrograms, which are a visu-
alization of the short-time Fourier transform. The hotter the color of the time-frequency bin is, the
more energy it has. The number of frequency bins and the Hann time-window overlap between pro-
cessed signal frames was optimized for enhanced overall time-frequency resolution. A. Female vocals
singing a long “love”. Each frame comprised N = 2048 samples with 50% overlap between the sam-
ples of consecutive frames. The timbre of the voice is determined (also) by the fundamental (the
lowest curve) and its harmonics (the parallel curves above it), which move together up and down
the musical scale to produce the melody. B. Male speech saying “That’s what I believe, I mean, I
am... but 'm...” (N = 2048 samples; 50% overlap). Here, the fundamental frequency is lower and has
many more harmonics, some of which are emphasized by the natural filtering (formants) of the larynx
and mouth cavity. At high frequencies, the sound production tends to be noise-like (turbulent) and
a deterministic frequency may not exist—only a stochastic description of the signal. C. A vibraslap
sound—a musical rattle that produces a periodic noise-like sound. The periods can be seen distinctly
along the time axis, whereas any “pitchiness” of the instrument is much less distinct, as it has very
faint harmonic structure along the y-axis (N = 256 samples; 25% overlap). D. The long-term Fourier
transforms of the three signals, computed using the fast-Fourier transform (FFT) with N = 2048.
It is evident that the temporal structure of the signals is not visible in this way, although the same
information should be contained in these spectra, ideally.
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Fig. 12 Examples the estimated instantaneous frequencies of two acoustic signals. The first signal
(left) is a linear frequency modulation chirp, of the form of s(t) = exp(27 ft + %tZ) with f = 600 Hz
and slope d = 1000 Hz/s. Using a spectrogram (N = 2048, 50% overlap), its instantaneous frequency
is blurred both in time and in frequency. The direct estimation of the instantaneous frequency using
the Hilbert transform produces a sharp curve (in black), which directly overlaps the spectrogram. The
second signal (middle and right) is taken from the female vocals on Fig. 11 A, where the fundamental
was roughly picked using a band-pass filter (fourth-order Butterworth bandpass filter centered at 500
Hz with quality factor @ = 3.33). Once again, the spectrogram shows the smeared trend, whose center
corresponds to the instantaneous frequency, which was also calculated using the Hilbert transform.
However, the latter produces very rapid excursions from the mean, which makes it difficult to interpret
and be certain of. On the right, an alternative employment of the Hilbert transform is applied to the
same filtered signal using the Hilbert-Huang transform—a popular applied method to compute the
instantaneous frequency of different modes in arbitrary broadband signals [95]. Unlike the standard
Hilbert transform, the instantaneous frequency in this plot is also weighted by the instantaneous
amplitude, so the effect of the extremities, as seen in the middle plot, is significantly reduced.
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The frequency accessibility paradox The quantum frequency accessibility paradox

Fig. 13 The frequency accessibility paradox in classical and quantum systems illustrates the minimal
constraints that apply to the five dimensions in all physical systems. More constraints may apply to
further reduce the degrees of freedom.
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