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Editorial

This volume contains the abstracts of the lectures and posters from the second ‘Data Stewardship goes
Germany’ (DSgG) workshop, an annual workshop series organised by the Research Data Management
Working Group of TU9 (Alliance of leading Technical Universities in Germany). The workshop took place
on 25 and 26 September 2023 at the Open Science Lab at the Saxon State Library – State and University
Library Dresden. The central theme of the workshop was the collective exploration of the increasingly
established concept of data stewardship - an institutionally organised support system for all aspects
of sustainable research data management. It is increasingly recognised that such support is neither
trivial nor can be considered a basic competency of scientific staff in research institutions. Consequently,
more and more scientific institutions and projects are relying on data stewards to establish sustainable
work processes and raise awareness among researchers about the importance of good research data
management.

The DSgG workshop series provides a framework for direct exchange within the research data manage-
ment (RDM) community. It invites data stewards, research data (handling) officers, research software
engineers, data experts, data curators, and data managers to discuss their professional realities and
current development perspectives in Germany and beyond. The workshops also serve as a forum for
presenting innovative solutions, addressing critical issues, and providing comprehensive assessments in
the field of data stewardship.

Similar to its premiere in Braunschweig in 2022, this year’s edition also garnered significant interest. Over
60 participants from across Germany and Switzerland came together to present and discuss ideas and
solutions, as well as to conceptually exchange views on data stewardship in Germany. The well received
keynote address1 by Jens Dierkes (University and City Library Cologne) set the stage for the discussion,
highlighting essential results from the DataStew project2 and initiating further exploration of the status
quo and perspectives for data stewardship in the German-speaking region. Barcamp discussions on
topics such as job titles, tasks and roles, institutional placement, training, and the establishment of a data
steward network, further served to explore these topics in more detail.

Thanks to numerous submissions, there were six exciting lectures and 21 poster presentations that
focused on various aspects. The topics ranged from concrete tools for practical work to concepts for
institutional embedding. A common theme of all contributions is acknowledging the gap between vision
and reality in research data management. They propose a variety of strategies and tools to bridge this gap,
emphasising the importance of research data management specialists, i.e., data stewards, throughout the
research data lifecycle.

1Presentation Jens Dierkes: https://doi.org/10.5281/zenodo.10069006
2Final report of the DataStew project [German]: https://repository.publisso.de/resource/frl:6441397
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Between institutional autonomy and structural requirements.
Definition and tasks of data stewards at the University of Basel.

DOI: https://doi.org/10.5281/zenodo.10125156

Christina Besmer1, Markus Bossert1, Iris Lindenmann1

1University Library Basel, University of Basel

In Switzerland, the majority of universities started
to establish research data management (RDM)
support services for researchers at the latest in
2017, when the Swiss National Science Foundation
(SNSF) made data management plans mandatory
when submitting project applications. The topic
got even more attention when swissuniversities,
the Rectors’ Conference of the Swiss Universities,
published a national strategy on Open Research
Data (ORD) in 2021 and an accompanying Action
Plan, which specifies the measures of the ORD Strat-
egy. The ORD Strategy promotes for Switzerland
the establishment of structures for RDM and data
stewardship in a collaborative way, while preserv-
ing the autonomy of institutions. In the strategy
data stewardship is mentioned as a key element to
achieve this aim.

At the University of Basel, various bodies offer
RDM support to researchers. These include the
University Library and various IT services, legal
and ethical advice and other research support ser-
vices at different institutional levels. Close collabo-
ration between these bodies is crucial to ensure the
best support for researchers across disciplines and
for all aspects of the research data lifecycle. The
Rectorate of the University commissioned an RDM
Network to create structures for coordinated RDM
support and to improve collaboration. The success-
ful collaboration of this network, co-coordinated by
sciCORE, the University’s high-performance com-
puting facility, and the University Library, began as
a project in September 2017 and was consolidated
by a Rectorate decision in September 2020. This
decision also authorized a two years’ pilot project
for data stewardship, which aims to implement
data stewards in each faculty and department, to
bridge the gap between the subject-specific needs
and the central services. The role of data stewards
is assigned to people who already have a research-
related support function at the departments. A
train-the-trainer programme is part of the project
in order to enable the data stewards, to fulfil their
role as data stewards. Courses are provided on all
aspects of RDM.

The pilot project started in autumn 2021. In 2022,

as part of the ORD Action Plan, swissuniversities
launched a call for the establishment of data stew-
ardship at all Swiss universities. With the addi-
tional funding of swissuniversities, the project can
now be continued, expanded and consolidated un-
til the end of 2024.

The University of Basel has chosen a path that gives
the faculties and departments as much freedom as
possible in the institutional embedding of the data
stewards. For example, the Faculty of Science has
integrated data stewardship primarily into its IT
services, while the Faculty of Theology appointed
its coordinator of the doctoral program for this pur-
pose.

In terms of the definition and the tasks of the Data
Stewards, the University only sets minimal require-
ments and thus allows great flexibility in the imple-
mentation. The University defines data stewards
as individuals who provide subject-specific sup-
port for RDM. They are the first point of contact
for researchers in their respective subject area. In
addition to providing direct advice and support,
they also act as a link to the members and bodies
being part of the RDM Network.

Overall, this leads to a high degree of diversity in
the implementation of the data stewardship and in
the range of skills of the data stewards at the Uni-
versity of Basel. Our experience so far shows that
there are different needs and demands for RDM,
not only between faculties, but even within facul-
ties and their departments. The needs for RDM
are by no means uniform within a discipline. Data
stewardship roles have been filled by people work-
ing in their unit in areas as diverse as research,
service or administration. In addition, the number
of data stewards per faculty varies widely.

In our presentation, we will present the definition
of data stewardship and the tasks of the data stew-
ards at the University of Basel, as well as the struc-
tural framework within which data stewardship at
the University of Basel operates. We would like to
give an insight into the status of our project and
will illustrate the implementation and embedding
of data stewardship in the faculties and depart-
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ments with practical examples. Our focus is on the
Faculty of Science, but we will also address related
general and interdisciplinary challenges and issues.

In the follow-up discussion, we would like to ad-
dress the following questions:

What are the advantages and disadvantages
of an open approach to the definition and
tasks of data stewardship?
What are fundamental requirements for the
role of data stewards? What are their essen-
tial tasks? What should be the limits of their

responsibility?
What are the challenges of collaborating on
RDM within a very broad discipline such as
the natural sciences?

The presentation is aimed at people who are in-
volved in the establishment and implementation
of data stewardship in their institutions, who are
concerned with the definition of data stewardship
and the role of data stewards, who themselves have
experience as data stewards, or who simply have a
basic practical or theoretical interest in these topics.
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The Transformative Power of a Data Steward

DOI: https://doi.org/10.5281/zenodo.8378528

Stefano Della Chiesa1

1Leibniz Institute of Ecological Urban and Regional Development

In the context of a research institution, a Data Stew-
ard assumes a position of paramount importance,
as it directly contributes to the efficient manage-
ment and maximisation of the institution’s valuable
research data assets. The presence of a skilled and
transformative Data Steward becomes instrumental
in overcoming the silos that tend to emerge within
institutions, allowing for the seamless integration
and coordination of data-related efforts across vari-
ous departments and disciplines. By bridging these
silos, the Data Steward plays a crucial role in pro-
moting the principles of open science and foster-
ing a collaborative research environment. How-
ever, many institutions need help comprehending
the precise nature and scope of the Data Steward
role. This lack of clarity often leads to ambiguity
in identifying skills and expertise. Additionally,
integrating the Data Steward position within the
organisational structure is also conducted hetero-
geneously across institutions due to the need for
a well-defined framework for the Data Steward’s
responsibilities and reporting lines, which may hin-
der their ability to realise their transformative po-
tential. Therefore, some aspects are crucial and
need further discussion in this context, such as 1)
The need to embed Data Stewardship into a strate-
gic management position within the institution or-
ganigram, 2) The importance of the cross-cutting
multidisciplinary competencies, 3) The essential
requirement for a certain degree of research experi-
ence and 4) The project management skills.

1) Strategically embedding the Data Steward within
the institution’s organisational structure is crucial
to establishing their authority, visibility, and in-
fluence. This ensures that research data manage-
ment initiatives are integrated seamlessly with the
institution’s overall mission, governance, and re-
search program and aligned with other strategic
plans (Transfer, Publication, and Funding strategy,
to mention a few). Research data should be consid-
ered a strategic asset; consequently, a Data Steward
holds a strategic profile for a research institution.
In this way, the institution acknowledges the im-
portance of data governance and management as a
strategic priority. A Data Steward fosters collabo-
ration and ensures that data management consid-
erations are integrated into the decision-making

processes at all levels. Serves as a central point of
contact for all matters related to data management
ensuring compliance with relevant regulations and
standards. Strategically embedding the Data Stew-
ard in the organigram also enables effective commu-
nication and coordination with different teams and
individuals across the institution, bridging the gap
between technical experts, such as IT professionals
and data analysts, and non-technical stakeholders,
including researchers, administrators, and policy-
makers. Additionally, they play a pivotal role in
fostering a culture of data literacy and awareness
among staff members across organisational units.

2) It is crucial to recognise that Data Stewards
hold cross-cutting multidisciplinary profiles as
their tasks span multiple departments and organi-
sational units. Data Steward helps bridge the gap
between technical and non-technical stakeholders.
They act as a liaison between researchers and other
actors such as IT, Knowledge transfer, DPO offi-
cers, Librarians, research management, and admin-
istration, facilitating effective communication and
understanding of data-related requirements and
fostering effective research data governance. This
bridging function enables a shared understanding
of data-related challenges, requirements, and op-
portunities, promoting a more holistic and collab-
orative approach to data management. This en-
sures that data infrastructure, tools, and systems
are aligned with the institution’s objectives and en-
able efficient data workflows across different actors.

3) Data Stewards with research experience bring
several advantages to the role, as it allows a deep
comprehension of the research data life cycle, start-
ing from the project proposal to the data collection
and methods conceptual design, operative data
handling, analyses and output publication. They
can fully understand the researcher’s challenges,
efforts, concerns, and specific needs. They can em-
pathise with researchers, speak their language, and
develop tailored solutions that meet their require-
ments. This understanding helps build trust and
credibility among researchers, facilitating collabo-
ration and data sharing.

4) Project management experience holds significant
value for Data Stewards, providing them with the
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essential skills to develop and proficiently develop
and implement Research Data Management (RDM)
strategies, governance, and stewardship practices.
In the context of RDM, the utilisation of the Work
Breakdown Structure (WBS) approach in designing
Data Management Plans (DMPs) enables a detailed
identification of research outputs, the delineation
of work packages, deliverables, dependencies, and
the determination of requirements throughout the
entire data life cycle. This methodological approach
allows for effective planning and coordination of ef-
forts, resulting in the systematic implementation of
the FAIR (Findable, Accessible, Interoperable, and
Reusable) principles across the entirety of the data’s
life cycle. Additionally, monitoring FAIR or open
science progress requires the development of Key
Performance Indicators (KPIs). These indicators
serve as measurable benchmarks that help evalu-
ate the effectiveness and progress of Data Stew-
ardship activities. Moreover, implementing RDM
practices often involves significant changes in pro-
cesses, policies, and workflows. Change manage-
ment is another tool that supports Data Stewards in
engaging with the RDM actor understanding their
perspectives, managing expectations, and involv-
ing them in the change process. Hence, by leverag-
ing project management principles and tools, Data
Stewards can navigate the complexities of RDM
and address all the challenges. In conclusion, a
skilled and well-embedded Data Steward is vital
in advancing data-driven decision-making, facil-
itating collaboration, and cultivating an environ-
ment of responsible and transparent research data
management within academic institutions. By ac-
knowledging the importance of these fundamental
aspects, which arise from the deconstruction and
elaboration of the three terms ”Research,” ”Data,”
and ”Management”, institutions can fully harness
the Transformative Power of Data Stewards, en-

abling effective data asset management, fostering
open science practices, and optimising the trans-
fer and impact of research outcomes, ultimately
yielding broader societal benefits.
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Data stewardship in CRC 1280 “Extinction Learning”: From
policy to dedicated workflows in an institutional data management
system

DOI: https://doi.org/10.5281/zenodo.8388876

Marlene Pacharra 1, Johannes Frenzel 2, Andreas Schramm 2, Tobias Otto 3

1CRC 1280 ”Extinction Learning”, Biopsychology, Ruhr University Bochum
2IT.SERVICES, Ruhr University Bochum
3Cognitive Psychology, Ruhr University Bochum

Data stewards of Collaborative Research Centers
(CRCs) funded by the German Research Founda-
tion (DFG) support the establishment and opera-
tion of sustainable infrastructures for the manage-
ment of research data and metadata in their CRC
(Schwandt 2019 [1]). There exist clear technical chal-
lenges such as the resource-saving adaptation of ex-
isting infrastructure systems to discipline-specific
requirements instead of the new development of
systems from scratch. However, also organizational
factors such as lack of access to researchers’ needs,
unclear roles and governance, and lack of accep-
tance in the CRC were identified as major problems
for the success of information management (INF)
projects in which data stewards are often embed-
ded (Brand & Dierkes 2020 [2]; Engelhardt & Kusch
2021 [3]). To address these critical issues, many use-
ful steps can be taken to engage researchers and
thereby increase their commitment to research data
management (RDM) as well as the usability of (fur-
ther) developed and implemented infrastructure
systems. Based on the experiences of the CRC 1280
“Extinction Learning” successful measures and pro-
cesses are presented that can ideally be extended
to other CRCs or even the broader research institu-
tion.

Early-stage data stewardship activities can increase
CRC researchers’ investment in RDM and moti-
vate them to use the infrastructures developed.
Therefore, CRC 1280 initiated the still ongoing iter-
ative process of needs assessment related to RDM
even before the start of its first funding period
in 2017. Since then, researchers from the CRC’s
groups as well as support staff have been meet-
ing at irregular intervals to discuss RDM in the
CRC. In this process, the support of experts from
the infrastructure facilities (library, IT) of the Ruhr
University Bochum (RUB) was invaluable e.g., in

advising on metadata standards and technical op-
tions. To increase reusability of internally shared
research data, researchers from all CRC groups
agreed on a common folder structure to store data
and a metadata schema with 16 fields that is partly
mapped to Dublin Core terms and DataCite prop-
erties (Zomorodpoosh et al. 2023a [4] ). Since no
institutional data management infrastructure was
available in 2017, a central network drive of the
central IT was set up as an interim solution to share
data and metadata, as well as Java open-source
software applications developed that assist in (1)
creating standardized metadata (Zomorodpoosh et
al. 2023b [5]) and (2) searching existing metadata
records (Diers et al. 2023 [6]).

RDM coordination processes in the CRC were for-
malized in the second funding period: A recog-
nized Research Data Management Board was estab-
lished to include researchers from the various dis-
ciplines, all status groups (early career researchers,
principal investigators, support staff) and all CRC
institutions. As a first step, the board developed a
draft RDM policy on which all CRC members could
comment. After several feedback loops, a revised
policy was adopted unanimously by the CRC’s
principal investigators. The policy covers ethical
and legal constraints, open science, data documen-
tation and organization, quality assurance, collabo-
ration and data sharing, and archiving (Pacharra et
al. 2022 [7]). It defines the roles of all CRC groups,
including their tasks and responsibilities, which
increases transparency also regarding INF gover-
nance. While providing a framework for the entire
CRC an important point for the researchers was
that the adopted RDM policy refers to a dynamic in-
ternal knowledge base that can continue to adapt to
changing RDM requirements. The adoption of the
policy and the formal establishment of the board

This work was funded by the German Research Foundation (Deutsche Forschungsgemeinschaft, DFG), SFB 1280 Extinction
Learning (316803389 – Project INF).
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were important steps to truly anchor RDM in the
CRC.

Adherence to the CRC’s policy means adapting site-
specific workflows and changing the local RDM
culture - a process that can be time-consuming for
researchers and often lacks clear, short-term incen-
tives. To avoid frustration, it has paid off to develop
and implement low-threshold formats to broadcast
and ingrain RDM knowledge such as the CRC’s
knowledge base and Data Cleaning Days. Such
personal and general data management measures
flanked by custom developed tools, provide key
incentives for researchers to incorporate and imple-
ment RDM into their workflows.

While using a shared network drive in combination
with the developed apps has been a practical and in-
tuitive interim solution for the CRC, only dedicated
digital infrastructure can serve the requirements of
researchers e.g., regarding data publication and 10-
year preservation. To this end, needs assessments
in the CRC have repeatedly revealed the desire for
a central platform providing a uniform front end
for all relevant RDM activities that enables role and
rights management in accordance with the CRC’s
policy and provides simple authentication of CRC
scientists from outside RUB via ORCID iD. To cre-
ate sustainable solutions in this regard, the CRC has
jointly worked with the central IT infrastructure
and library services at RUB. In a first step require-
ments were compiled into a specification that was
based on the CRC’s consensus on a common folder
structure and metadata, the experiences of the tools
developed, as well as the CRC’s policy. In a second
step these specifications were used to design fea-
tures that are currently being implemented into a
new open-source, institutional data management
system based on Hyrax 31). As a result, the system
will meet the CRC’s policy requirements and reflect
the CRC’s organizational structure by a three-step
roles and rights system. The associated three-step
workflow ensures that highest quality data is being
preserved or/and published according to the FAIR
principles (Wilkinson et al. 2016 [8]) and the DFG’s
guidelines (DFG, 2022 [9]). With extended beta test-
ing phases the system is continuously adapted to
researchers’ needs. We hope that by participation
of researchers to create a system that fits into the
CRC’s RDM journey and is accepted by researchers,
while helping them to meet policy requirements.

Overall, close collaboration between researchers
and infrastructure is required to ensure both sus-
tainability and discipline specificity of the solu-
tions developed. In addition to this work on in-
frastructure, however, organizational anchoring of
RDM in a CRC appears necessary: Through mea-

sures such as common policies, committee work,
low-threshold training and consulting formats, and
hands-on technical assistance RDM best-practices
become part of researchers’ daily routine. In ad-
dition, the necessary motivation and knowledge
is built up to use the new infrastructure in a goal-
oriented manner.
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As part of many research activities, Electronic Lab
Notebooks (ELNs) are widely used in documenting
the results of experiments and investigations, sim-
ulations, etc. With the existing ELN solutions, one
can manage, store and publish the results of the re-
search activities. But the data sharing between dif-
ferent ELNs was not possible. In this work, we in-
troduce The ELN File Format, which uses RO-Crate
[1] inside a ZIP archive to address the issue of data
interoperability i.e., the exchange of (meta)data be-
tween the ELNs. The concept of ELN File format
is being developed as part of an ELN Consortium1.
The ELN File format is a structured archive format
for the exchange of results and data, which can be
read and produced by Electronic Lab Notebooks
(ELNs).

1. Background The shift to open science has
raised the demand for and the significance of pub-
lishing re-search results [2]. It is suggested that the
publication of these workflows and data should
ad-here to the FAIR principles [3]; namely, Find-
able, Accessible, Interoperable, and Reusable. To
meet the challenges of creating FAIR data, many re-
search groups and institutions are concerned with
the design and implementation of tools for gather-
ing, finding, and sharing data. The ability for other
researchers to use this data with different ELNs is
the component that is still lacking.

The deployment of Findable Accessible Interoper-
able Reproducible (FAIR) objects made it possible
by integrating RO-Crate (or ELN File Format) im-
plementations in the systems like ELNs.

2. Methodology The main goal of this ELN File
Format is to standardize the exchange format and
to enable the exchange of information or data be-
tween different ELNs. This file format is developed
based on RO-Crate.

A generic packaging format called RO-Crate is an
open and lightweight approach for bundling (or
packaging) research data that contains datasets and
associated descriptions(i.e., metadata) following
FAIR Linked Data standards. The format is based
on annotations in JSON-LD from schema.org [4],
which enables comprehensive metadata represen-
tation. This JSON-LD format allows to link to ex-
ternal information which makes it flexible and ma-
chine readable. The metadata of the data entities as
well as contextual entities such as people, software
etc., as a series of linked JSON-LD objects using
common vocabularies, mainly schema.org.

3. Implementation in Kadi4Mat Kadi4Mat (Karl-
sruhe Data Infrastructure for Materials Science)2

is an open-source research data infrastructure be-
ing developed at IAM-MMS of the KIT. It has been
kept as generic as possible, though the software
has been developed with materials science in mind.
Kadi4Mat is best described as a virtual research en-
vironment that combines the features of ELNs and
repositories. The main types of resources available
in Kadi4Mat are Records, Collections, and Tem-
plates, out of which records are the central com-
ponent of Kadi4Mat. A record can represent any
type of digital or digitalized object, e.g. arbitrary
research data, samples, experiments, or even indi-
vidual processing steps. In addition to the basic
metadata of a record, each record can contain an
arbitrary amount of generic metadata.

1The ELN Consortium: https://github.com/TheELNConsortium
2Kadi4Mat landing page: https://kadi.iam.kit.edu/
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Figure 1 Screenshot of Kadi4Mat‘s web interface

The RO-Crate export (or ELN file format) of a
record or collection in Kadi4Mat [5] is developed as
part of the ELN Consortium3. The goal of this con-

sortium is to define some common specifications
and exchange file formats to allow the interchange
of data and metadata between different ELNs.

Figure 2 The Folder structure of the ELN File Format in Kadi4Mat

The above folder structure follows the archive struc-
ture4 in the ELN File Format specification. All
the data of a research activity is bundled in a ZIP
archive along with a JSON-LD file named r̀o-crate-
metadata.json,̀ which describes data entities (i.e,
payload files/directories) and contextual entities
(i.e, person, software, etc.) in a structured form of
JSON.

Along with the data entities (i.e., payload files/
directories) of a resource in Kadi4Mat, the JSON
export and RDF (Turtle format) export of the re-
sources are also included in the archive, which
holds most of the metadata of each resource.

4. Specification for the ELN File Format The
ELN File format is a ZIP archive that follows all the
standard ZIP specifications and can be readable by
zip utilities. This archive format is a zipped RO-
Crate, with a ‘.eln‘ extension, which was decided in
ELN Consortium. The core of this ELN File format
is a JSON-LD file named ‘ro-crate-metadata.json‘
which follows RO-Crate specification [1] and is ma-
chine readable.

The rest of the archive is composed of zero or more
folders that each describe one resource (i.e., a record
in Kadi4Mat) or a set of resources (i.e., a collection
in Kadi4Mat). Thus, the archive can accommodate
one or several sets of data.

3The ELN Consortium: https://github.com/TheELNConsortium
4Structure of the contents in ELN File Format: https://github.com/TheELNConsortium/TheELNFileFormat/blob/master/
SPECIFICATION.md#structure-of-the-archive
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5. Conclusion The presented work provides a
data exchange format between different ELNs. By
using the ELN File Format, one can bundle the data
along with the metadata which can easily be shared
between different ELNs.
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Storing scientific data according to the FAIR princi-
ples1 requires annotating such data with additional
information or metadata. Research data consists,
for example, of single values (the temperature at
a specific time), time series data (observation of
temperature with time), or images, all providing
information on the state of a system at a particular
time. The additional information on the system, in
turn, usually must be stored separately, such as in a
laboratory notebook. While text-based descriptions
are valuable resources, data-interchange formats,
such as JSON, YAML, or XML, are desirable for
further data processing by a machine. Annotat-
ing research data is usually challenging, especially
when many parameters should be stored, such as
information on the users, equipment, software, in-
volved materials, or type of measurement. In that
sense, automation is highly desirable.

This is the topic of this work, where we2 present so-
lutions to annotate time series data, the automated
generation of related metadata, and show use-case
examples of such annotated files in the research
area of electrochemistry.

To annotate research data, we developed “autotag-
metadata”3, which observes a local folder for file
changes and writes a file with metadata provided
in a template YAML file in the same folder. These
YAML files can contain any structured information,
preferably based on an existing metadata schema
of the respective research area. We developed a
simplified metadata schema containing general ob-
jects for any research area and objects specific to
the electrochemical community4. Since the data
acquired with particular instruments are often in
very different and sometimes proprietary file for-
mats, we convert the data into CSV files and store
the information on the CSV and the YAML file in a

Frictionless datapackage5 (JSON file). Besides the
metadata from the YAML, the datapackage also
contains information on the columns in the CSV,
such as the units. Since scientific results are often
compared with and validated against data in sci-
entific publications, but such data is usually only
available as a plot in a scientific publication, we
developed “svgdigitizer”, which extracts the data
from carefully prepared scalable vector graphics
and generates a similar datapackage as for the ex-
perimental data [1].

Both the experimental as well as extracted data-
packages can now be used with software solutions
provided by Frictionless to do data validation or
create static websites. To interact with our data-
packages, including units associated with the data
in the CSV and additional metadata, we augmented
the Frictionless Python API with the “unitpackage”
module [2]. It provides simple access to the meta-
data associated with a CSV resource and allows
unit conversion or visualizing of the underlying
data. On the other hand, it can also be used to
generate a collection of unitpackages, which can be
pictured appealingly on a website2.

Finally, possible further applications can be dis-
cussed, such as the automated generation of elec-
tronic lab notebook entries. In total, storing scien-
tific data with associated metadata as datapackages
in the local file system or a remote repository pro-
vides a highly interoperable approach to working
with scientific data in general.
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Data Management has become an incredibly impor-
tant term and concept which is invariably present
in every workspace. When entering the “Data Man-
agement World” professionally, one soon realizes
that this world is vast with a lot of potential ways
to navigate through. Specifically in research data
management, the challenge of data reproducibility,
sharing, and the training of researchers in data man-
agement adds even more dimensions. Moreover, in
the field of psychology and neuroscience potential
sensitive data has to be considered as well. Finding
an intersection between researchers’ needs, their
skills in data management, data access restrictions,
and proper funding is thus a complex but at the
same time determined challenge.

At the University of Marburg this challenge is taken
on by the team of the so called “Data Hub”1. The
team consists of multiple people with different re-
sponsibilities, backgrounds, and affiliations (project
management staff, scientific staff, data stewards,
data scientists, technical administrative staff, lo-
cated in Marburg and Gießen). The Data Hub is
funded by The Adaptive Mind (TAM)2 and sup-
ported by the infrastructure project of the SFB1353

(NOWA4), which are consortia in the field of psy-
chology and neuroscience, with over 50 involved
PIs, based in several locations in the federal state
of Hesse, Germany. To date, two Data Stewards
are responsible for training and support of the re-
searchers in TAM and the SFB135. Along the way
of development of the Data Hub, the team faced
obstacles and found solutions regarding different
requirements.

Requirements for the data management tools:
Even though the fact that the kind of research data
to manage in the two consortia is restricted to the
field of psychology and neuroscience, a major chal-
lenge (besides the ones already mentioned above) is
the need of harmonizing heterogeneous data. The
scope reaches from behavioral data (e.g., question-
naires, interviews) over experimental and analysis
code to output data from a variety of hard- and soft-
ware (e.g., eye trackers, magnetic resonance scan-
ners, EEG etc.). The data management workflow
needs to be applicable to heterogeneous in- and out-
put data, project size, and number of researchers
involved. Furthermore, tools need to be able to
integrate those heterogeneous data by utilizing a
harmonizing standard in the field (i.e., BIDS [1]). To
fulfill the need of reproducibility of research find-
ings, as heavily discussed in the concerned fields
of science, an integration of version control and
provenance tracking should be available.

Requirements for the researchers: The profile of
a researcher includes many skills: creative but crit-
ical thinking, advanced statistics, programming,
writing up and presenting scientific work, project
management, and, of course, vast knowledge of
theories and previous work in their respective field
of science. Undeniably, data management repre-
sents a necessary skill as well. However, education
in data management during studies is highly un-
usual and thus researchers are left on their own
to gain those skills. This leads to a mentality of “I
don’t need data management; I know my work.”.

1https://www.uni-marburg.de/de/forschung/kontakt/eresearch/unsere-angebote/services-thematisch/data-hub, https://
www.theadaptivemind.de/research/data-hub.html

2https://www.theadaptivemind.de/
3https://www.sfb-perception.de/index-en/
4https://www.sfb-perception.de/projects/inf.html,
https://sfbs.pages.uni-marburg.de/sfb135/nowa/nowa.site/
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While this is plausible, it is not applicable to the
growing world of digital data, collaboration and
replication. Thus, researchers need to have a basic
understanding and training in research data man-
agement. This involves multiple training sessions
to not only know how to use the tools but also to
know why the tools behave this way and how to
troubleshoot.

Requirements for the Data Stewards: The re-
sponsibilities of data stewards are diverse. On the
one hand, data stewards need to have an under-
standing of topics such as software development
and technical hardware concepts. On the other
hand, data stewards need to have an understanding
of how research is done. What is more, even though
workflows in research share common phases, the
ways of collecting, processing, and storing data
is more or less individual to the specific research
area. This requires not only a basic understand-
ing of research work but also research area specific
knowledge (i.e., what does the kind of data actually
mean? Which research questions can be answered
with this kind of data and how?). Only then, data
stewards can serve the intersection of software and
research world. What is more, serving this inter-
section means conceptualizing trainings for the re-

searchers in data management. For this, again, data
stewards must have an understanding at which
point to pick up the researchers: How much back-
ground knowledge about software do they have
and how much do they really need? Which func-
tions of the software are necessary and which ones
can be skipped because they’ll never apply to the
researchers work? Do they need a lot of hands-on
practice or is the concept enough?

In our presentation we will first briefly introduce
the Data Hub of the University of Marburg and
its technical architecture. We will then present
the data management tools utilized in the Data
Hub (i.e., GIN [2], DataLad [3], Git [4], GitLab [5],
JupyterHub [6]). We will introduce their main func-
tions and specifically focus on reasons for using
these tools compared to other popular research
data management tools. Further, we will show how
these tools are interconnected, i.e., the research data
management workflow of the Data Hub. That fol-
lowed, we will outline the challenges for both the
researchers as well as the Data Stewards regard-
ing training and support and maintenance of the
services. Furthermore, we address the question of
how different (or even no or at least no academic
or standardized) education in “How to be a Data
Steward” affects the daily work of a data steward.
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Awareness and knowledge about research data
management (RDM) as well as the application
of the techniques is highly heterogeneous among
researchers in natural sciences and mathematics.
Also, the required techniques – and relevance of
concepts – are highly diverse. To generally and indi-
vidually improve the handling of research data, we
have developed a modular workshop and hands-
on session using realistic data. A secondary aim is
to increase individual motivation to professionally
manage and share own data by overcoming neg-
ative prepossessions against RDM and data shar-
ing. During the workshop, general concepts of
RDM are interactively developed together with the
participants, then these concepts are practiced and
deepened in a hands-on part and third the learned
skills are transferred into the daily routines of the
participants in a guided discussion format.

For the hands-on part, participants are split into
two groups, each of which works on a different
set of realistic practice data with the same task:
First, to find as many details as possible about the
data and use it as metadata. Second, to structure
the data in a meaningful way, for example by re-
naming files, sorting files into folders, etc. Third,
to upload the data and describe it concisely in the
institutional data repository. After the successful
submission, both teams are instructed to look at
the other team’s upload, try to identify similarities
between the datasets and discuss options for addi-
tional data analyses with the combined datasets.

A special emphasis was put on the design of the
practice data. It comprises folders of raw data, pro-

cessed data, figures, unused files, analysis-scripts
and dissemination products from two neuropsy-
chological experiments. Together the material con-
tains all relevant metadata in file names, read-me
files, and the folder structure to fully describe the
dataset in rich detail. It is however arranged in
a sub-optimal but realistic way at the end of a re-
search project. The datasets consist of a mixture
of files in different formats (.csv, .mat, .vhdr, etc.),
with varying degrees of FAIRness (e.g. proprietary
formats, specialized code, readme-files) and real-
istic filenames (oldWorkflow.m, allSamples.csv, fil-
tered 01-80 Sept2019.mat). To adapt task difficulty,
files can be pre-sorted and re-named to highlight
relevant information. All these problems and im-
perfections of the dataset shall be identified and are
addressed at the end of the hands-on session.

The hands-on part is wrapped up in a guided dis-
cussion in which the participants shall evaluate the
quality of the datasets with respect to the FAIR prin-
ciples. In a second step, the learned concepts and
experiences are transferred to the datasets usually
handled by the participants.

After the workshop, participants understand that
RDM generates benefits and basic techniques are
easy to integrate in day-to-day work routines. They
have experienced a feeling of success and thus as-
sociate positive emotions with data sharing. The
realistic quality of the practice data illustrates that
data must not be in perfect shape to be shared and
thus increase the motivation to actually share own
data.
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As the requirements for research data and its han-
dling are constantly changing, the range of tasks
and topics in scientific institutions is also becom-
ing more diverse and larger. This poster will out-
line the diverse developments, challenges and dif-
ficulties surrounding the topic of research data in
a federated, decentralized research infrastructure
such as the Helmholtz Association from a cross-
institutional and cross-disciplinary perspective. As
interest in managing research data increases in
many parts of the research ecosystem, policies and
infrastructures are being implemented in more and
more contexts.

Data management teams can consist of data stew-
ards, librarians, software developers, and scientists
from various research areas. They create conditions
to ensure digital reproducibility and best practices
for research data. Data stewards collaborate with
researchers in a research ecosystem on different lev-
els. In a large scientific organization, they can be de-
ployed for specific research disciplines, priority ini-
tiatives, major projects or in infrastructure-related
services. Data stewardship includes responsibility
for data and coordinating the necessary activities
for data exchange processes, including the collec-
tion, storage, backup and use of data [1] also with
regard to licensing agreements and ethical stan-
dards. Therefore, data stewards assist researchers
in practical applications, enabling scientists to ben-
efit from research processes.

It is a challenge to make different data sets from the
scientific process of various disciplines findable and
reusable. A central tool is the use of metadata to en-
rich research data with standardized and machine-
readable information. To coordinate this process,
central infrastructures such as the Helmholtz Meta-
data Collaboration (HMC) and the Helmholtz Fed-
erated IT-Services (HIFIS), bundle scientific exper-
tise from various research areas on the subject of
metadata or build and maintain an IT infrastruc-
ture for networking research areas and centers. For
instance, they offer consulting services, provide in-
formation about suitable technical solutions, and
ensure uniform scientific standards. These struc-

tures create synergies and increase the efficiency
in the use of resources and knowledge throughout
the research association. With these supporting in-
frastructures, data stewardship can benefit from
a variety of services and developments, related to
culture change in research data provision and reuse.
At the same time, it is an overarching goal to pro-
vide research data with metadata and make it FAIR
(Findable, Accessible, Interoperable, Reusable) [2].
Here, the data stewards can support the digital
workflow from data generation to documentation
to analysis and archiving by using appropriate in-
terfaces or linking via persistent identifiers (PIDs)
on an infrastructural level.

An additional challenge in the field of data steward-
ship is the wide range of developments at national
and international level with regard to a standard-
ized approach to data. Data stewards also act as an
interface between scientists and scientific support
units, such as infrastructures internal to the institu-
tion (IT department or libraries) or even to national
infrastructures such as the National Research Data
Infrastructure (NFDI).

Guidelines and policies were drawn up to coordi-
nate the handling of research data and software
in the Helmholtz Association. The requirements
for the research data cycle depend on the disci-
pline and also differ in the individual research ar-
eas. With the ongoing digitization of research and
teaching, the number of research software solutions
for scientific knowledge acquisition is constantly
increasing. In many cases, the provision of appro-
priate software is of great importance for the repro-
ducibility of data analyzes and for the subsequent
use of the respective research data. For this reason,
suitable referencing and provision of the software
used or developed is essential. The requirements
for a data steward for research software also in-
clude licensing issues. In this case, cross-research
consulting offers can support the work of a data
steward.

In addition, facets of open science will be con-
sidered as an essential component of FAIR data
stewardship. In order to organize open science ac-
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cording to the principles of openness, transparency,
quality assurance, networking and sustainability,
researchers will be supported in the implementa-
tion by providing infrastructures, services, consult-
ing and training. In perspective, central open sci-
ence infrastructures such as publication platforms,
in-house publishers, repositories and consulting
services are to be established and expanded. The
requirements for a cultural change with regard to
open science are set out in the Helmholtz Open Sci-
ence policy1. A data steward plays a central role
in communicating with scientists in particular and
can accompany cultural changes.

In closing, current developments on research eval-
uation and incentives play a central role in the
transformation of the scientific enterprise. For
an established, sustainable research data manage-
ment (RDM), the recognition of the research per-
formance of scientists is another important compo-
nent. In this context, the evaluation of new indi-
cators for data and software products is necessary.
Hereby, pure metrics are not a solution, quality
issues should be central. In general, data steward-
ship can support research assessment in several
ways. Data stewards can provide insights into the
researcher’s data management practices and help
them identify areas where additional support is
needed2. At the same time, they can help establish
best practices for data management and develop
services to support them. Data stewards can as-
sist to evaluate the quality of data management
plans (DMPs) and provide feedback to researchers
on how to improve them3. In addition, they can
support identifying areas where policies and guide-
lines need to be developed or updated. In their

work, data stewards gain insights into the use of
data infrastructures and can determine the need
for services or tools that researchers require. They
can work in both discipline-specific and general
infrastructure areas, and embedding them in a data
management team is one way to encourage transfer
and foster changes in assessment practices.

The requirements for data stewardship should be
considered in their diversity based on the feder-
ated, decentralized research association. Science
supportive units offer a broad portfolio to support
sustainable and FAIR RDM as well as export and
publishing routines. The tasks of data stewards de-
pend on the embedding in the scientific ecosystem.
Data stewardship is intended to support cultural
change in research data and software, as well as
Open Science at discipline-specific or general infra-
structure level.
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Permanent research data management (RDM) is an-
chored at universities in different ways. Facilities
such as the university library or the computing cen-
tre often integrate RDM into their departments not
least because of their roles within the university net-
work. The (legal) basis on which RDM is operated
and assessed mainly depends on the infrastructure
of the university.

Long before RDM was introduced as a centralised
task at the University Regensburg, researchers
faced the challenge to fulfil funders’ requirements
on their own. If support was needed, first contact
points were the library or the computing centre.
The decision was made by the issue the researchers
encountered: if storage was needed, they contacted
the computing centre, if aspects like publishing
or archiving were important, they contacted the
library. Sometimes, however, the search for suit-
able solutions ended in a long odyssey, especially
when areas overlapped and responsibilites were
not clearly defined. First steps to concentrate RDM
at one point, mainly at the library, did not solve
this problem. It was not considered as RDM in its
whole (when technical issues were addressed) nor
for the entire university. To overcome this problem
the Executive Board of the university decided to
reorganise the RDM.

One milestone in the development of RDM was the
passing of the research data policy where the princi-
ples for the responsible and sustainable handling of
research data have been defined. These guidelines
assist researchers, for example, in the preparation
of data management plans and the storage of re-
search data during and after the project phase, also
regarding long-term preservation and accessibil-
ity. These guidelines are also addressed to research
supporting staff working in a research environment
and students.

With the introduction of the research data policy,
the establishment of a central organisation for per-
manent RDM – the UR Data Hub – was requested,
where all activities concerning RDM at the univer-
sity are coordinated. The UR Data Hub acts as

an interface between the university, the faculties
and the researchers considering their needs and re-
quirements. While the university’s responsibility
primarily lies in supporting researchers in meeting
the requirements of RDM, for example, by provid-
ing and extending the technical and organisational
infrastructure, the faculty’s responsibility is, among
others, to communicate the requirements of RDM
to their researchers and students. Researchers are
responsible for the careful handling of their own
research data according to the principles of good
scientific practice. Corresponding measures and
offers are reconciled and accompanied by the UR
Data Hub considering the individual subject cul-
tures.

How can the UR Data Hub specifically assist re-
searchers? Its support covers the entire life cycle of
research data including the implementation of an
RDM-infrastructure with needs-oriented services
according to the FAIR-principles. This comprises
the development of subject-related standards for
RDM together with the faculties, the establishment
of training programmes for quality assurance of
RDM for researchers and early career researchers,
and the support for creating data management
plans considering the requirements of various re-
search funding organisations. Recommendations
suggested, for example, by national and multidis-
ciplinary networks, are contemplated and imple-
mented. By developing and operating a public
information platform on the research activities of
the faculties and other institutions of the university,
the UR Data Hub supports the visibility of ongoing
research.

Who is involved in the UR Data Hub? The cen-
tral bodies are the Management Board, and the
Steering Committee RDM. While the Management
Board leads and coordinates the daily business of
the UR Data Hub, the Steering Committee RDM
monitors and evaluates the UR Data Hub’s work
concerning, for example, existing and future poli-
cies regarding data management, the professional
and technical implementation, and the future de-
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velopment according to subject-specific standards
and interdisciplinary cooperations. To guarantee a
high level of quality for discipline-specific requests,
the scientific participation and representation is of
major significance. Therefore, the Steering Com-
mittee RDM is established to accompany the work
of the UR Data Hub and to make strategic deci-
sions. It consists of the Vice Presidents for Research
and Support for Emerging Academics, and for Dig-
italization, Networks and Transfer, and one RDM
representative from each faculty. Additionally, the
data protection officer and IT-security officer are
included as experts in legal and security questions.

The UR Data Hub is a linking point between the
central infrastructure facilities, like library and com-
puting cluster, and the faculties. Therefore, the
members are Data Stewards and researchers chosen
by their faculties. The Data Stewards are located in
the library as the central point of the RDM. They
are part of the IT and publishing department of the
library and therefore experts in handling, storing,
publishing, and archiving data. For computational
support also members of the computer centre can
become members of the UR Data Hub. They are
dealing with storage, backup and handling large
data. In addition, each working group, chair or

project can propose members for the UR Data Hub.
In this way, a close link is established between the
infrastructure services and the researchers’ require-
ments for RDM (internal and external).

Cooperation with other institutions within the
university is a key task of the UR Data Hub
and necessary to ensure a comprehensive RDM-
infrastructure. As a composition of the university
library, the computing centre, and the faculties, the
UR Data Hub coordinates the establishment and
expansion of the technical infrastructure that is re-
quired for RDM. The officers for data protection
and IT-security are consulted on all legal aspects
concerning, for example, the digital services offered.
Another important task is the cooperation with
Open Science officers acting in third-party funded
projects: already during the project application pro-
cess, interfaces in which project-internal structures
could be embedded are discussed and potential
synergies are identified.

In this contribution, we will give an overview of
the process to change from unstructured to a well-
formed organisational RDM. The way to establish
a new organisational facility will be shown and the
new structure with its tasks will be explained.
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NFDI4Culture1 is the consortium within the Ger-
man National Research Data Infrastructure (NFDI2)
that establishes a needs-based infrastructure for
research data on tangible and intangible cultural
assets.

The research landscape considered here ranging
from architecture, art and music to theatre, dance,
film and media studies, is characterised by great
diversity. It includes university institutes, art and
music colleges, academies, libraries, archives, mu-
seums and individual scholars as well as infrastruc-
ture and service providers within the cultural her-
itage sector. The consortium aims to establish a
network that ensures services guided by the FAIR
principles for all phases of the research data life cy-
cle. A considerable challenge is the wide range of
application areas, purposes and software that have
to be taken into account in digitally supported pro-
cesses, but also the heterogeneous levels of knowl-
edge in our academic communities about relevant
research data management procedures, standards
and existing reusable solutions.

Profile of the Helpdesk The NFDI4Culture
Helpdesk3 is a consulting network that enables
individual, direct consultation on concrete ques-
tions and takes into account the project contexts,
individual circumstances and the clients‘ prior
knowledge regarding research data management
and subject-specific standards. It is one of the
consortium’s main services, along with guide-
lines, trainings and forums of diverse formats
with which NFDI4Culture aims to exchange knowl-
edge and promote community integration. The
NFDI4Culture Helpdesk is available to all people in
the above-mentioned domains, regardless of quali-
fication level or institutional affiliation. We provide
advice according to NFDI4Culture’s main themes:

Organisational and technical aspects of the

digitisation of cultural assets (2D, 3D, audio,
video, AR/VR).
Data quality, standards, data curation
Implementation of the FAIR principles
Development, consolidation, operation and
certification of sustainable, interoperable re-
search tools and data services
Publication processes, especially for multi-
modal publications and their archiving in
repositories
Data law and ethical issues, such as copyright,
property and personal rights, dealing with
open science or culturally sensitive objects
Content, organisation and design of training
courses, workshops, etc. on data and code
literacy
Information on eligible funding programmes
and requirements for project applications
Planning research data management

A team of about twelve consultants from different
institutions is available to provide support, all of
whose members have expertise in one or more of
the above topics.

Process and Workflow The NFDI4Culture
Helpdesk can be reached via a contact form on
the Culture Information Portal. The incoming en-
quiry gets assigned to a member of the helpdesk
team – the data steward - who coordinates the
request and provides guidance throughout the
entire consulting process. He or she is the contact
person for the client and is always informed about
all activities concerning this request. Usually, the
data steward calls in one or two additional persons
with relevant expertise from the consortium or
from other interlinked research data management
initiatives, service institutions or experts. Advice
can range from a written response to long-term
support of a project including several meetings.

1https://nfdi4culture.de/
2https://www.nfdi.de/
3https://nfdi4culture.de/de/dienste/details/nfdi4culture-helpdesk.html
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Behind an enquiry is often the desire for network-
ing. Therefore, the NFDI4Culture Helpdesk also
sees its mission in bringing actors, projects and in-
stitutions into contact with each other in order to
support the development of the entire domain of
NFDI4Culture.

Needs-based orientation The results of the con-
sultations are documented in our project man-
agement tool (OpenProject) and the file hosting
cloud (Nextcloud) because they also serve to get
to know the community and its challenges. In
this way, further NFDI4Culture services can be
tailored more closely to subject-specific, yet also
cross-disciplinary needs. In regular meetings, the
Helpdesk team works on optimising its services ac-
cording to the requirements of quality-driven client-
centred consultation practice.

Acceptance of the service The NFDI4Culture
Helpdesk service has been well received. Since the
project launch of NFDI4Culture at the beginning of
2021, more than 300 enquiries have been sent to us.
So far, the majority of support requests have come

from researchers who are in the process of planning
or carrying out projects in an institutional context.
However, there is also considerable interest from
institutions that maintain existing resources and
from service and infrastructure facilities. Cross-
disciplinary enquiries or those from neighbouring
academic disciplines working with similar data for-
mats are also gladly accepted.

Increasingly, there is also cooperation with other
NFDI consortia, the state initiatives on research
data management (e. g. SaxFDM) and similar of-
fers to establish effective and coordinated advisory
services, so that our helpdesk contributes to foster
increased networking between these initiatives.

NFDI4Culture is funded by the German Research
Foundation (DFG) – 441958017.
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Research data management plays a crucial role in
modern scientific endeavors. Effective data man-
agement practices ensure the long-term accessibil-
ity, usability, and reusability of research data. This
paper presents a case study on research data man-
agement and the dedicated efforts undertaken at
UNU-FLORES (United Nations University Institute
for Integrated Management of Material Fluxes and
of Resources) to enhance the reusability of research
data. The institutional knowledge at UNU-FLORES
is managed through a Science Knowledge Hub,
which serves as a central repository for materials
and documents supporting scientific work at the
institute. To improve collaboration and document
sharing, a new Document Management System was
developed and implemented in cooperation with
UNU FLORES members and the UNU ICT depart-
ment.

In 2022, UNU-FLORES demonstrated its dedica-
tion to effective institutional project data curation
and management by creating a Data Management
Plan (DMP). The primary objective of the DMP is to
ensure the visibility, transparency, accessibility, se-
curity, scalability, and sustainability of institutional
data in line with the FAIR data principles (Findabil-
ity, Accessibility, Interoperability, and Reusability).
The DMP provides a guiding framework for effec-
tive data management practices, enhancing data
discoverability, facilitating access and sharing, en-
abling interoperability across systems, and support-
ing data reuse. Furthermore, the DMP addresses
knowledge gaps, ensures data continuity during
staff transitions, and promotes data reproducibility.
Since October 2022, it has been mandatory for all
projects with a Pelikan entry at UNU-FLORES to
develop a corresponding Data Management Plan
(DMP). To ensure effective implementation and un-
derstanding of the DMP requirements, two work-

shops have been conducted thus far. Additionally,
meetings, presentations, and surveys have been uti-
lized to gather feedback on the DMP, allowing staff
members to actively contribute their thoughts and
suggestions. The careful analysis of survey feed-
back led to subsequent meetings with the entire
UNU-FLORES staff, fostering effective communi-
cation and continuous improvement of the DMP
process. To date, thirty-five project DMPs have
been submitted for review by the Data Coach to
assess their completeness. These initiatives demon-
strate UNU-FLORES’ commitment to integrating
data stewardship into the institutional infrastruc-
ture and daily research practice. By establishing ef-
fective research data management workflows, pro-
viding necessary tools and support, and offering
education, training, and consulting services by data
stewards, UNU-FLORES aims to enhance the vis-
ibility, usability, and reusability of research data.
These efforts align with the objectives of its Re-
search Programme on Sustainability Nexus Analyt-
ics, Informatics, and Data (AID)1.

In conclusion, this case study provides insights into
the efforts made at UNU-FLORES to improve re-
search data management, enhance data reusability,
and establish effective data stewardship practices.
The findings and experiences shared in this paper
serve as valuable lessons for institutions seeking to
integrate data stewardship into their own research
infrastructure and workflows, ultimately fostering
a culture of open science and maximizing the im-
pact of research data. By prioritizing data man-
agement, UNU-FLORES sets an example for other
organizations to follow, ensuring that research data
is accessible and reusable and contributes to the
advancement of knowledge and sustainable devel-
opment.

1https://flores.unu.edu/en/news/news/resource-nexus-aid-enabling-the-nexus-approach-to-sustainable-development.html
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It has been a year since discipline-specific data
stewards complemented the Research Data Man-
agement (RDM) support infrastructure at the Uni-
versity of Bremen in summer 2022. Now they want
to share their experiences in establishing their ser-
vices, lessons learned, mile stones and what hurdles
had and still need to be conquered.

The data stewards are located at the University’s
Data Science Center (DSC), an interdisciplinary in-
stitute that acts as hub for data-intensive research.
The DSC’s main task is to promote excellent re-
search, education, and interdisciplinary collabora-
tion in the field of data science. For this purpose,
the DSC provides researchers from all disciplines
with a wide range of services, such as computing ca-
pacities, data literacy trainings, financial support as
well as technical and methodological consultancy
on the implementation of data science methods
(e.g. machine learning). Sustainable and FAIR data
management are an integral part of data-intensive
research, therefore the DSC also provides data stew-
ard services.

The DSC’s data stewards are discipline-specific ex-
perts acting as an interface between researchers and
RDM-infrastructure. Their overarching goal is to
reduce the barriers associated with RDM for sci-
entists and to promote a cultural shift towards a
FAIR-data-culture. According to their professional
backgrounds, they foremost support the research
domains (1) Social Sciences and Humanities, and
(2) Natural and Health Sciences.

During their first year, the data stewards provided
consultation for researchers and developed and
conducted RDM and data literacy trainings, fos-
tered cultural change, and engaged in local and na-
tional networks. The consultations included both
support in writing DMPs and questions on imple-
mentation of RDM practices during the research
process. Here, the data stewards were contacted
by researchers across disciplines, including neu-
roscience, engineering, public health research and
ecology but also sociology as well as communica-
tion, education and political sciences.

The data stewards further developed discipline-
specific data management as well as tool-specific
data literacy trainings that where successfully im-
plemented. These cover topics like “How to draft
a DMP in the Social Sciences” and a “Git for Dum-
mies” course. The training concepts include online
courses as well as in-person workshops. Feedback
from participants was mostly positive and always
constructive to make the trainings better for the
next round. The trainings of the data stewards so
far were addressing PhD students and postdocs. To
foster cultural change towards FAIR-data, the DSC
in general tries to approach a broader audience, e.g.
with the low-threshold hybrid lunch-and-learn lec-
tures called “Data Snacks”. This snack on data is
scheduled for 30 minutes with room for discussion
afterwards and cookies and coffee for on-site par-
ticipants. The first Data Snacks series provided an
overview on data management plans and require-
ments by funding agencies and a second series on
tools and standards. The data stewards also explore
new ways to teach data management skills in an
engaging way, for example with a LEGO workshop
[1] on data documentation techniques. This work-
shop was first implemented for the “Research Data
Day 2023” and attracted participants from different
status groups and career stages. The data stewards
also got invited by different research groups and
institutes to share their expertise. For example, they
organized a World Café in the humanities for early
career researchers and presented their work dur-
ing the “Brown Bag Session” of the public health
institute. Furthermore, they were requested to give
introductions to RDM in the context of research
classes for university students in in ecology and
health sciences.

Cultural change and networking go hand in hand;
therefore, part of their work is professional ex-
change and community engagement with the local
data steward network, e.g. during the bi-monthly
virtual meeting or more informal in person get-
togethers. Moreover, they also participate in na-
tional conferences, workshops, and network events
to exchange knowledge and experience with a

22

https://doi.org/10.5281/zenodo.10047491


broader RDM support community.

While progress has been made, it’s important to
acknowledge that there are still challenges to over-
come and opportunities for improvement in the
coming years. This comprises the need for more
visibility of the data steward services in general
and the ongoing task of raising awareness for a
more open and sustainable data culture. Exciting
ideas are buzzing around, such as moderated peer-
to-peer learning formats or collaborative research
community-driven approaches. The data stewards

of the DSC are looking forward to exchanging and
discussing concepts, ideas, questions, and experi-
ences with the data steward community during this
meeting.
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The scholarly publishing process has undergone
notable transformations in recent years. To increase
reproducibility of research outcomes, new meth-
ods for publishing research are on the rise [1], such
as the possibility to link journal articles to the cor-
responding data and software and to publish re-
search objects other than articles (e.g. datasets).
These practices are gaining more importance and
popularity also through initiatives like the Joint
Declaration of Data Citation [2].

Publishing datasets as research objects fosters trans-
parency, traceability, comprehensive documenta-
tion, and long-term data usability. Hence, as a mea-
sure of research data management, it is considered
good scientific practice. Still, the role published
datasets play in awarding scientific credit needs
to be established. This further raises the question
of quality assurance in published datasets [3] e.g.
in how adequate natural language dataset descrip-
tions and machine-readable descriptions with stan-
dardised metadata are provided. While several
data journals have emerged to fill this gap, there
remains a need for additional measures to promote
fairness and objectivity in the publishing process,
such as open peer review [3] and preprint publi-
cation. Open peer review increases transparency,
while preprint publication reduces the time for
making research findings available. Developing
universally applicable standards that accommodate
diverse academic communities, each with unique
requirements, also poses a significant challenge [2].

These challenges are addressed in the journal
”ing.grid - FAIR Data Management in Engineering
Sciences”1. ing.grid was founded in order to offer
a platform for discussion on and recognition for
good scientific practice in generating research data,
developing reusable tools for processing data and
curating data to make them findable, accessible,
interoperable and reusable (FAIR).

By publishing datasets as best-practice examples
for well-documented FAIR data, ing.grid drives for-
ward the discussion on standards and assessment

criteria for data quality in the field of engineering.
This also requires considering further subjects such
as data literacy, data management, and data in-
frastructure. The discussion further benefits from
interdisciplinary exchange of experiences beyond
the engineering community for which the journal
is also open.

Given that data publication promotes transparency
and enables its reuse, comprehending its struc-
ture and significance [4] emerges as fundamental
requirement for openly shared and trustworthy
data [5]. For engineers to meet this requirement,
tools need to be developed that enhance workflow
efficiency and compliance with FAIR principles.
These data management-related software tools are
equally considered relevant and qualify for publi-
cation in ing.grid. Accordingly, the journal accepts
three different types of submissions: manuscripts,
datasets and software. For each submission type,
supplementary material of the other types is en-
couraged and considered in peer review.

ing.grid works with minimal requirements for en-
suring FAIRness in the submissions, such as per-
sistent identifiers, relevant metadata, standardised
vocabulary and licence statement. These require-
ments are checked by the reviewers. Authors are
offered clear guidelines to consult this information
and adhere to best practices.

The standards applied to the submission for align-
ment with the FAIR principles also considers
domain-relevant community standards of FAIR
data. During the reviewer check, this measure is
a quality requirement that gains the same weight
as novelty, originality and relevant literature pre-
sented in the study. The review happens directly in
the preprint server following an open single-blind
review method, ensuring the openness and trans-
parency of this evaluation. Applying the FAIR prin-
ciples as a mandatory quality assessment, ing.grid
secures the reusability of this material and offers
scientific credit for this effort, which is a further
step in the transformation of scholarly publishing.

1https://www.inggrid.org/
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Moreover, it promotes new ways of communicating
research results and building applicable commu-
nity standards.
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FAIR Principles, R1.2: (Meta)data are associated
with detailed provenance: “[...] Include a descrip-
tion of the workflow that led to your data: Who gen-
erated or collected it? How has it been processed?
Has it been published before? Does it contain data
from someone else that you may have transformed
or completed? Ideally, this workflow is described
in a machine-readable format.”1

As stated above, data provenance is considered a
vital part of FAIR data. It fosters understandabil-
ity, transparency, reproducibility, and thus, trust in
research data. On the other hand, widely known
and used research data repositories do not promote
and describe metadata fields suitable for describing
data provenance in a formalized way. Repositories
mostly rely on free text fields or bundle provenance
information among related documents (Table 1).
Additionally, there is no obvious way to convey the
so provided provenance information in a coherent
picture, e.g., through visualization of the resulting
provenance graph. As a result, the provision of data
provenance information is generally lacking, and
inconsistent across datasets if available [1], [2]. Al-
though the research data infrastructure landscape
is shifting, and future infrastructures will proba-
bly integrate the required capabilities, pragmatic
solutions are required for the road ahead.

The problem is addressed by the Python package
provo2. The package implements the starting point
terms as defined by the PROV Ontology (PROV-
O)3 as Python classes and methods. PROV-O is a
semantic data vocabulary and W3C Recommenda-
tion to describe the provenance of any object (on
the Web). The package is designed for an audience
of data scientists who use Python scripts for data
processing and analysis, but do not have in-depth
knowledge of PROV-O or semantic web technolo-

gies in general. Since the PROV-O classes and prop-
erties are defined as actual Python classes and meth-
ods, users of the package are assisted in the creation
of provenance graphs by their IDE. Additionally,
the constructed provenance graphs are checked for
validity, and users are prompted with meaningful
error messages on violation. Provenance graphs
can be created pro- and retrospectively in singu-
lar scripts; or in an ad-hoc manner by integration
in the data processing and analysis scripts, which
allows the capturing of provenance information
from the runtime environment. As PROV-O is a
semantic data vocabulary, the package provides
an interface to rdflib4, which is a “[. . . ] Python
package for working with RDF.” The provenance
graphs constructed with the package can be ex-
ported as RDF documents (targeting machines) or
as mermaid-flowcharts5 (targeting humans). Both
of these resources should be provided, when pub-
lishing research data. An example of the graphical
output is depicted in Figure 1.

Figure 1 Image of an example provenance graph.
The graph and the source code that was used to

generate it are published at figshare6.

1https://www.go-fair.org/fair-principles/r1-2-metadata-associated-detailed-provenance/
2https://github.com/rue-a/provo
3https://www.w3.org/TR/prov-o/#description-starting-point-terms
4https://rdflib.readthedocs.io/en/stable/
5https://mermaid.js.org/syntax/flowchart.html
6https://doi.org/10.6084/m9.figshare.23561661
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Table 1 Selection of generalist repositories and their capabilities to express a research dataset’s
provenance in its metadata.

Repository Fields that are most suitable for data provenance description

Dryad Free text fields Methods and Usage notes in the Data description
block

Figshare Selected Relations in the Related Materials block
Harvard Dataverse Free text fields Description or Notes at dataset level, and free text

field Provenance Description or PROV-DM file upload at file level
Zenodo Selected Relations in the Related/alternate identifiers block
Mendeley Data Selected Relations in the Related links block
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The BonaRes Repository publishes research data
from soil- and agricultural research. All data are
described with standardized metadata according to
the BonaRes metadata schema1. The schema com-
bines the two most popular standards INSPIRE2

(Infrastructure for Spatial Information in the Euro-
pean Community) and DataCite3 with discipline-
specific metadata elements to foster scientific reuse.
The data publication workflow is detailed below.

Data providers (authors) upload datasets via the
submission tool. Before uploading data, the author
can perform a data quality check through a pro-
vided tool kit. Each uploaded dataset is assigned a
ticket number through the Redmine ticketing sys-
tem. Information necessary for publication is stored
in Redmine (e.g. internal storage organization, pro-
cesses involved, as well as updates on the status
of each dataset. The system administrator exam-
ines the data for malware, backs up the data, then
follows with data analysis for gaps and importing
data into the SQL database. If the data is fit for
publishing, data analysis and import information is
entered for the ticket via the Redmine tool, and the
data is later assigned to a data steward for metadata
collection and review.

The upload4 tool lets data providers download
word metadata templates prepared by data stew-
ards. Through the upload tool filled out meta-
data templates and any supplemental materials can
be uploaded. After data evaluation, import, and
backup, the data stewards download a metadata
XML file (including part of the metadata from the
ticket system), import it into the metadata editor,
and finish it with information from the templates.
Controlled vocabularies are recommended for data
interoperability and reuse. The metadata template
of the BonaRes Repository5 contains links to the
AGROVOC6 and GEMET7 databases, where key-

words can be selected. After the metadata editor
receives the whole metadata, a second review is
done before making it public. The data provider
is informed when missing metadata components
are identified. The dataset with complete metadata
required for map service setup is then assigned to
the geo-informatician via the ticketing system.

Map services are URLs that transfer vector and
raster data from desktop systems or local databases
to the online. ArcGIS with BonaRes Database Ac-
cess configures these map services. Data type
determines map service configuration workflow.
BonaRes repository publishes three data types.
Data Type 1 (non-geographical data) is data with-
out a spatial reference or that should not be re-
leased (data protection). Geodata Type 2 has two
subcategories. Data Type 2.1 for geodata in ta-
ble columns and Data Type 2.2 for geodata files
(coverage, shape, gdb, KML). Data Type 1 (non-
geographical) uses a fake map service of German
administrative borders. Latitude and longitude (x,
y) coordinates are used to create a geo-data type
(feature class) for Data Type 2.1’s map service. A
map service is created using Data Type 2.2 feature
classes. The metadata editor couples the dataset to
the map service URL and layer name after creating
it. After map service the geo-informatician gives
the data steward the dataset for final evaluation.

The metadata editor and repository functionalities
(downloads, map service) related to the dataset
to be released are then reviewed. Each dataset re-
quires a data steward review template. In a control
centre linked to all datasets, the dataset’s ticket
number is entered and the DOI from DataCite reg-
istered and stored as a draft. During registration
of the DOI in the control centre, DataCite is fed
with dataset metadata. Data steward reviews the
metadata and changes the DOI status from draft

1BonaRes Metadataschema: https://doi.org/10.20387/BonaRes-5PGG-8YRP
2INSPIRE: http://inspire.ec.europa.eu/
3DataCite: https://schema.datacite.org
4Upload Tool: https://upload.bonares.de/
5BonaRes Repository: https://maps.bonares.de/mapapps/resources/apps/bonares/index.html?lang=en
6AGROVOC: https://agrovoc.fao.org/browse/agrovoc/en/
7GEMET: https://www.eionet.europa.eu/gemet/en/about/
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to findable. Finally, the data steward updates the
dataset status as published in the Redmine tool.

The BonaRes Repository homepage provides au-

thors with central assistance. Data stewards track
and respond to queries or reassign them to experts.
Until the inquiry is closed, the system updates au-
tomatically.
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In the sphere of computational research, which in-
cludes fields such as Computational Fluid Dynam-
ics (CFD), Finite Element Method (FEM) and Per-
formance Engineering, effective data management
is crucial. The FAIR (Findability, Accessibility, Inter-
operability, and Reusability) principles are key to
this process, but their implementation can be chal-
lenging due to lack of standardized tools, complex
data relationships, and fragmented data sources.
As an example, computer simulation configuration
files and results exist but are disjoint and scattered
across files. To address this, we present ToMeDa, a
Python-based tool designed to simplify the creation
and maintenance of FAIR-compliant metadata.

ToMeDa’s process begins by customizing a schema
to suit the specific needs of a project, building on an
established schema for engineering tasks. Utilizing
the robust data validation capabilities of the PyDan-
tic Python package, ToMeDa enables a simplified
definition of schemas and supports various entity
relationships. The schemas defined within ToMeDa
can be exported as user-friendly JSON or blueprint
configuration files and be implemented directly in
a workflow. This feature reduces implementation
errors, ensuring the output aligns with the original
intention.

Understanding the importance of capturing all rel-
evant information, ToMeDa distinguishes between
required and optional metadata fields. If a re-
quired field is omitted, the data gathering process is
aborted, whereas if an optional field is overlooked,
the user is warned. This approach ensures the cap-
ture of all essential metadata and encourages the
inclusion of additional beneficial information.

A standout feature of ToMeDa is its ability to ef-
fortlessly generate a metadata definition file that is
compatible with Dataverse [1], a widely adopted
repository software. This greatly simplifies the im-
plementation of custom metadata schemas within
Dataverse, thus facilitating a seamless data man-
agement experience.

ToMeDa is particularly suitable for computational
science engineers, who may not be familiar with
the detailed aspects of FAIR principles [2]. By pro-
viding intuitive fields and guiding users towards

adherence to these principles, ToMeDa makes meta-
data management more accessible and less daunt-
ing. Despite its robust capabilities, ToMeDa offers a
flexible, lightweight solution for common metadata
management steps, rather than a monolithic system
that mandates the use of specific frameworks and
additional software infrastructure. It is designed
to complement comprehensive data management
systems like Dataverse or COSCINE [3] and can
function as a preprocessor, ensuring the FAIR com-
pliance of supplied metadata.

The inclusion of pre-filled definition files of widely-
used computational software like OpenFOAM
within ToMeDa opens the door for the community
to contribute further templates, enhancing the tools
versatility and applicability. These contributions
enable ToMeDa to adapt to a variety of data man-
agement needs, broadening its applicability across
diverse computational research scenarios and al-
lowing the reuse of proven templates provided by
other community members. Importantly, these tem-
plates exist as external dependencies, ensuring that
the core ToMeDa remains clean and focused.

ToMeDa also aims to create an ecosystem where
computational science engineers can become active
participants in the wider scientific data community.
ToMeDa has been designed with extensibility and
adaptability in mind, reflecting its open-source na-
ture. Users are empowered to modify and expand
its functionality to meet their specific needs or to
accommodate evolving metadata standards. This
adaptive capability ensures that ToMeDa remains
not only a useful tool but a dynamic platform that
can continually meet the shifting requirements of
the computational research field. Just as ToMeDa
can adapt to meet the evolving needs of the com-
putational research field, it also encourages active
adaptation and contribution from its user commu-
nity.

In conclusion, ToMeDa represents an important
contribution for the practical metadata manage-
ment for computational research. By ensuring
adherence to FAIR principles, allowing for easy
schema definition, seamless integration with Data-
verse and emphasizing a community-driven ap-
proach, ToMeDa positions itself as a potent and in-
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valuable tool for researchers and data professionals.
As ToMeDa continues to evolve, it seeks to further
enhance user experience and adaptability, fostering
the open, shared, and reusable knowledge that is
pivotal to the future of computational research. By
endorsing the broader scientific community’s ob-
jective of shared and reusable knowledge, ToMeDa
positions itself as a pragmatic yet impactful instru-
ment in driving forward metadata management in
the computational research.
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Data Management Plans (DMPs) are crucial for
a structured research data management and of-
ten a mandatory part of research proposals. A
DMP should contain information about the cre-
ation, management, sharing and preservation of
research data. The manual creation of DMPs can be
very time-consuming, since many researchers have
to start from scratch, are unsure about the required
content and may run the risk of not meeting the
funder requirements. By using tools, DMPs can be
effectively developed and managed. There are a va-
riety of tools to support the development of DMPs:
from discipline-agnostic tools, which can be used to
generate a generic draft DMP, to discipline-specific
tools, which support the creation of a DMP in a spe-
cific research field, such as psychology, biodiversity,
engineering, or the life sciences. The project aims to
develop a state-wide DMP service for Saxony, ide-
ally building upon an existing tool. Therefore, the
objectives of this work are: (1) the identification of
requirement parameters to evaluate existing DMP
tools and (2) the evaluation of DMP tools based on
the identified parameters. The evaluation results
will be used to support the development of a quick
and easy to use DMP service for members of Saxon
research institutions to generate data management
plans.

In total, we evaluated 18 DMP tools, 13 of which
provide open access. Seven of the tools have a
discipline-specific focus, the other eleven follow a
discipline-agnostic approach. Eight tools were de-
veloped and hosted in Germany. The remaining
DMP tools originate from other European coun-
tries, the USA and Australia. Based on the findings
of 19 expert interviews and a subsequent discus-
sion among the project partners, we defined 32
requirement parameters for the evaluation of exist-
ing DMP tools. The parameters were grouped into
three main categories: basic functions, technical as-
pects and user-friendliness. Because the purpose of
the evaluation was to identify the tools that could
easily be reused as the basis for the DMP service to
be developed by the project, we mainly focused on
the technical parameters. We aimed at identifying

DMP tools, which are easy to host and maintain
in order to ensure their adaptability to the specific
needs of researchers, institutions, and funders. To
further prioritize, a weight factor between zero (not
relevant) and three (high priority) was assigned
to every parameter. The weight factor was deter-
mined individually by each member of the research
team, and afterwards the arithmetic mean was cal-
culated. The DMP tools were rated by two different
researchers independently according to a fixed rat-
ing scheme from zero (poor) to ten (excellent). In
a next step, we calculated the arithmetic mean for
each requirement parameter. To calculate the final
score, the score for each parameter was multiplied
by the weight factor. Then, the sum of the rating
scores was calculated per main category and for the
total score. Furthermore, we wanted to determine,
how many of the 32 requirements each of the tools
fulfilled. This was done by using a threshold of
greater equal five, i.e. a certain requirement was
considered to be fulfilled if a minimum score of five
was obtained.

The evaluated tools satisfied between three and 28
requirement parameters. 11 tools covered at least
half of the parameters. When looking at the total
scores, it should be kept in mind that the evalu-
ation was carried out against a set of parameters
that was specifically developed to fit our purpose.
The highest total rating scores were attained by
Data Stewardship Wizard (733.5, DSW), DMPTool
(645.5) and RDMO NFDI4Ing (579.5). In the main
category ’basic functions’, DSW also performed
best (269.5) followed by easyDMP (235) and DMP-
Tool (230). The three best performing tools in terms
of ’technical aspects’ were DSW (190), DMPTool
(190) and RDMO NFDI4Ing (181). The most user-
friendly ones were DSW (274), DataPLAN from
NFDI4plants (262) and DMPTool (225.5). Experi-
ence from RDM consultancy at TU Dresden showed
that researchers find pre-fabricated text passages
very helpful, which are automatically generated by
the DMP tool based on their input. Although such a
text might need some refinement by the researchers,
it can serve as a first draft of a DMP. Accordingly,
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the corresponding requirement parameters are of
high importance to us. The only tools generating
pre-fabricated text passages while also providing
the tool’s source code were DSW, DataPLAN from
NFDI4plants and the DMP tool from the TU Dres-
den Service Center Research Data. Moreover, we
consider the machine-actionability of the DMP as
an important requirement, because it can facilitate
data findability, reusability, automated evaluation
and monitoring. A machine-actionable DMP is
machine- and human-readable and aims to be in-
teroperable, automated and standardized. Seven
DMP tools fulfill the requirements of being open
source and providing machine-actionable DMPs.

In the light of recent developments in the area of

DMP tools, this study provides an up-to-date eval-
uation of 18 DMP tools according to 32 parame-
ters covering basic functions, technical aspects and
user-friendliness. Our results show that, evalu-
ated against our set of criteria, DSW, DMPTool and
RDMO NFDI4Ing received the highest total scores
and can be recommended for researchers and insti-
tutions as flexible tools for hosting, which provide
numerous functionalities. Our results can support
tool developers to identify potential improvements
and hosting institutions to select a tool suited to
their specific needs. In a next step, we will check
the feasibility of adapting each of the three tools
according to our needs and estimate the respective
workload. The most suitable DMP tool will then be
customized for our requirements.
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Recently, scholars had increasingly paid attention
to research data management (RDM) practices (cf.
the literature reviews by Donner 2022 [1]; and Per-
rier et al. 2017 [2]). In this context, particularly the
role model and tasks of data stewards have been
subject to research (e.g., Curdt et al. 2021 [3]; Gru-
ber et al. 2021 [4]; Peng 2018 [5]; Rothfritz 2019
[6]; Seidlmayer and Dierkes 2022 [7]; Verheul et al.
2019 [8]; Wendelborn, Anger and Schickhardt 2023
[9]; Whyte et al. 2018 [10]). Despite the great contri-
butions of all these works to our understanding of
data stewardship at higher educational institutions,
we have still a limited understanding of the ten-
sions and conflicts that data stewards are exposed
to in their daily work. And that aside from the
difficulties of defining the term “data stewardship”
respectively “data steward”. This poster aims to
fill in this gap. It answers the following questions:
Which tension and conflicts are data stewards ex-
periencing in their daily work, and how can these
conflicts be mitigated?

To answer this question, the poster will be struc-
tured as follows: First, it portrays the embedded-
ness of so called “RDM stewards” in a RDM project
in Germany. Second, the effects of the relationships
of the universities within the federal states as well
as the employment conditions in the German sci-
ence system are examined. Third, it portrays the
role understanding and tasks of the “RDM stew-
ards”. The poster closes with a vision for the future,
to overcome the obstacles.

The project under examination (Research Data Man-
agement at Universities of Applied Sciences in the
State of Rhineland-Palatinate) is funded by the Ger-
man Federal Ministry of Education and Research
(BMBF) for a period of three years. In the project,
eight Universities of applied Sciences (UAS) in

Rhineland-Palatinate intend to establish an insti-
tutional RDM, which includes the development
of competencies and consultation services for re-
searchers and universitary staff as well as sustain-
able sensitisation for RDM and its context. As basic
infrastructure, the project draws on eight “RDM
scouts” (8 x 0,5 Full Time Equivalent, FTE) who are
placed at the eight UAS, and who act as primary
contact persons for the researchers at their insti-
tutions. Their main aims are to identify needs of
RDM, raise awareness for RDM and provide a first
level support for researchers. For discipline-specific
questions, they can refer the researchers to one of
four “RDM stewards” (4 x 1 FTE) who are in charge
of one of the following scientific domains: (1) life
sciences and natural sciences, (2) informatics / com-
puter science, (3) engineering, and (4) humanities
and social sciences. Despite the cross-institutional
nature of the work, the RDM stewards are officially
located at four UAS. After the project, the posi-
tions are supposed to be merged into eight solitary,
sustainable RDM officer positions at the respective
institutions (8 x 1 FTE). The RDM stewards’ em-
beddedness in the project comes along with several
strengths: Above all, it facilitates discipline specific
services to researchers despite scarce resources and
funding. At the same time, stewards face general
and project-specific challenges. (1) A fundamental
problem is the lack of awareness of the RDM topic
among researchers at UAS, which they must ad-
dress (together with the RDM scouts) through vari-
ous measures. (2) It is also conceivable that the es-
tablishment of RDM stewards at certain UAS might
lead to reservations on the part of researchers at
other UAS. Especially when advising on proposals,
sensitive information about research projects is at
stake. Researchers may be reluctant to share these
with “outsiders” and in view of more or less subtle

This research and development project is funded by the German Federal Ministry of Education and Research (BMBF) within the
funding measure Reuse and Management of Research Data at Universities of Applied Sciences (funding number 16FDFH104A)
and financed within the Recovery and Resilience Facility of the European Union. The authors are responsible for the content of
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competitive relationships between the UAS. (3) Cur-
rently, RDM competency development takes place
almost universally at the beginning of the project
period in designated work packages, because there
is a pronounced shortage of knowledge and com-
petencies in the RDM field. Without a continuation
perspective, which is not given at the moment, the
skills, knowledge and competencies built up in the
project will be lost again to the RDM community
afterwards. However, this problem is not limited to
the project, but is a general challenge for the RDM
sector. This was explicitly addressed at the Her-
renhäuser Conference on “Designing Data Spaces
in Germany and Europe - Impulses from Science”.
In addition to these organizational shortcomings,
the job description and associated tasks of the RDM
stewards are vaguely worded. Therefore, there is
a broad scope for the individual understanding of
the role as well as for the activities to be carried
out. Nevertheless, the stewards have the following
tasks: (i) subject-specific competence development,
(ii) raising awareness and establishing educational
offers, (iii) discipline-related consulting and sup-
port, (iv) networking with the RDM community
and (v) identification of necessary services (with
RDM scouts). Other tasks and responsibilities will
become apparent as the project progresses. These
newly upcoming on-the-job experiences are essen-
tial for shaping future job descriptions and there-
fore need to be well documented. This is not only
important for the project, but also for the emerging
profession of “data steward” in principle. In this
context, the poster also asks for the prerequisites
for science policy and the necessary course to be
set to establish the profession of “data stewards” in
the long term.
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ETH Zurich is a data-driven research institution.
As such, the demand for expertise in topics of Open
Research Data (ORD) and Research Data Manage-
ment (RDM) has grown within the institution in
recent years. This demand is driven by the adop-
tion of binding Guidelines for Research Data Man-
agement at ETH Zurich, as well as the growing
specificity of requirements from funding agencies,
which emphasize transparency, openness, and re-
producibility in research.

The poster focuses on the implementation of data
stewardship at ETH Zurich and highlights the
role of networking, targeted courses, and decen-
tralised adoption strategies in facilitating effective
data stewardship practices. In all data-driven dis-
ciplines, increasing data volumes and a large num-
ber of tools for data handling require establishing
and professionalising support roles like data stew-
ards. The poster summarises and presents a project
and the measures that have been initiated for im-
plementing data stewardship at ETH Zurich. The
action plan defined for the university focuses on
starting the process of recruiting and profession-
alising experts in ORD support roles and/or data
stewardship at ETH Zurich. Key activities during
the initial stages of the project include: (1.) on-
boarding of data stewards into a university-wide
data stewardship network; (2.) including data stew-
ards as a target group into existing RDM trainings,
(3.) development of new training formats for data
stewards as a target group; (4.) identification and
promotion of data stewardship roles existing at the
university.

The poster shows the combination of centralised
and decentralised elements in the university’s data
stewardship approach. Consulting and training

structures established by ETH Library and ETH
Scientific IT Services build a fundament for extend-
ing services to the target group of data stewards.
Furthermore, the presenter argues that a lack of
adoption of data stewardship roles on a decentral
level within the institution can only partly be reme-
died by centralised data stewardship support. As
a specific example, the presenter provides insights
from workshops and trainings with data stewards
that focused on drafting data management strate-
gies for labs and research groups.

A key component of ETH Zurich’s action plan is
to establish a network of data stewards within the
institution. This network focuses at connecting em-
bedded experts and RDM support staff that is al-
ready employed in departments, research groups
and labs with each other as well as connecting them
with central RDM support. It focuses on provid-
ing a platform for exchange, offer and share RDM
courses and training material within the network,
inform about developments regarding data stew-
ardship, and further develop and strengthen offers
for RDM support and data stewardship.

To summarize, this poster provides an overview
of the action plan for data stewardship implemen-
tation at ETH Zurich. It outlines the project’s ob-
jectives, measures, and initial challenges encoun-
tered during the implementation phase. The pre-
sented goals and activities are aligned with ETH
Zurich’s strategy and the Swiss national strategy
regarding research data infrastructures and open re-
search data. Finally, the goals and measures taken
within the university are reflected in light of the
institutional and national strategy on research data
infrastructures and open research data.
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The Bundesanstalt für Materialforschung und -
prüfung (BAM, German federal institute for ma-
terials science and testing) contributes to research
data standardization efforts in various domains
of materials science and engineering through its
work in several NFDI consortia. We aim to imple-
ment a research data management (RDM) platform
(BAM Data Store) that enables the central storage of
(meta)data generated along the data lifecycle and
thus promotes adherence to the FAIR principles.

In 2021, the BAM Data Store was successfully tested
with five research groups from the institute. The
corresponding framework has since been further
developed, starting with an institute-wide rollout
in May 2023, with the aim of integrating research
workflows and data from up to sixty scientific units
of BAM over a period of three years.

In this abstract, we provide insights into the project
and discuss the relevance of defining the role and
tasks of Domain Data Stewards (DDS) to achieve
tool adoption within an institutional RDM culture.

The BAM Data Store: an institutional RDM
framework based on the open source software
openBIS At BAM, research, development, and
technical services are conducted with high soci-
etal impact by a scientific staff of more than 1,000

employees. No central RDM or electronic labora-
tory notebook (ELN) software solutions were estab-
lished prior to the introduction of the BAM Data
Store, resulting in institutional data silos that ham-
pered the generation of FAIR [1] datasets. To close
this gap, the BAM Data Store was introduced as a
pilot project in 2021. The BAM Data Store is based
on openBIS [2], [3], an open source software for
RDM developed at ETH Zurich (ETHZ) that in-
cludes plugins for the digital representation of lab-
oratory inventory, and an ELN for the documenta-
tion of experimental processes. The openBIS data
model consists of a hierarchical folder structure and
flexible, user-defined metadata schemas (so-called
meta-metadata or “Masterdata”) that allows for the
storage of data in conjunction with both generic
and domain specific metadata. openBIS further of-
fers interface for automatized data upload, data
analysis, and data publication, as well as the possi-
bility to develop custom plugins.

In addition to the implementation and rollout of a
central openBIS instance for BAM, the BAM Data
Store project defines work packages to offer train-
ing and support, implement governance structures,
develop a data policy and guidelines, and to engage
different institutional stakeholders for sustainable
RDM (Figure 1).

Figure 1 The BAM Data Store supports RDM along the phases of the data life cycle.
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Pilot Project: Testing openBIS in five heteroge-
nous research groups At the beginning of the pi-
lot phase, five pilot groups from different domains
of materials science and engineering were chosen
to define generic and domain specific RDM require-
ments and to implement and test openBIS individ-
ually for each group. Each pilot group needed to
assign one or two researchers to take on the role of
instance admins and lead the data model and Mas-
terdata definition efforts for their group. The entire
group was then trained to use the software with
support of openBIS experts from the ETHZ. While
the onboarding process was time-consuming, es-
pecially for the instance admins, most of the RDM
requirements from the groups could be fulfilled by
openBIS. Researchers were not only enabled to doc-
ument their research in an ELN but also used the
framework and its interfaces to automatize their
workflows along several stages of the data life cy-
cle. The pilot phase also showed that the successful
tool adoption of a complex and highly customizable
tool such as openBIS requires close collaboration
with domain experts who need to receive tailored
RDM training.

Rollout, onboarding concept and definition of
“Domain Data Stewards” Based on the positive
results of the pilot phase, the institutional rollout
phase of the BAM Data Store started in May 2023
with the aim to store and document all research
data generated in the institution. The BAM Data
Store framework is continuously reviewed and re-
vised to meet the infrastructure scaling challenges,

as well as onboarding, training, and support con-
cepts to ensure tool adoption within an evolving
RDM culture.

To address some of these challenges, the BAM Data
Store team is developing educational materials tai-
lored to the needs of researchers. The onboarding
concept aims to enable researchers to become DDS,
who play a fundamental role within their research
group and within the institution in ensuring the
adoption of RDM tools and the implementation of
generic and domain specific RDM best practices.

The onboarding concept includes a “communica-
tion module” to learn about the RDM needs of each
individual research group and to keep stakeholders
informed throughout the process.

The “hands-on module“ includes four webinars for
teaching specific openBIS functions. DDS get to
know the functions of the software and customize
the inventory and ELN for the group. Optional
webinars cover further openBIS functions, e.g., the
integration of Jupyter Notebooks for data analysis.

The “Masterdata module” aims to train researchers
with any background knowledge of metadata and
data model concepts, with a focus on the definition
of openBIS Masterdata.

The “community-building module” includes a we-
binar to communicate the roles and responsibilities
of the project team, the DDS, and other users. Fi-
nally, DDS and users can share success stories and
challenges while contributing to a growing RDM
community at BAM (Figure 2).

Figure 2 BAM Data Store Onboarding Process.
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Roles and tasks definition for an institutional
RDM Culture To create an RDM culture among
researchers, we consider it essential to clearly de-
fine the role and responsibilities of DDS, as this
informs group leaders about the time resources re-
quired, motivates researchers to take on the role,
improves the quality of RDM processes and helps
to identify gaps in RDM training.

To achieve this in a standardized way and to en-
sure the quality of teaching concepts, we applied
the RDM learning matrix which lists learning ob-
jectives in six RDM topics for various skill levels,
including professional data stewards.[4]

We selected learning objectives that we believe
would enable researchers to become DDS and ex-
cluded those that align with the roles of other RDM
actors within the institution. So far, we have identi-
fied 53 out of 150 learning objectives that are likely
to have a greater impact on tool adoption and there-
fore should be prioritized as DDS tasks. This ap-
proach highlights tasks from four RDM topics:

1. Basics and overarching concepts of RDM
2. Working with data
3. Documentation and metadata
4. Supporting structures.

The BAM Data Store team aims to reach a consen-
sus with institutional RDM actors on this topic and
to complete the definition of the role and respon-
sibilities of DDS. Our goal is also to identify the
content of training modules that should be offered
to researchers to enable them to perform the role

of a DDS and be recognized as such in the insti-
tution. Additionally, we aim to distinguish which
RDM topics require training material tailored to
materials science and engineering, and which can
be covered by reusing existing RDM training mate-
rials or outsourced to partner institutions.
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NFDI4Chem was formed as a consortium for chem-
istry within the national research data infrastruc-
ture (NFDI). The vision of NFDI4Chem is to seam-
lessly digitalise the entire workflow in chemical
research. Starting at the bench with the provision
of open-source electronic lab notebooks (ELNs),
through developing standards, interfaces, and
tools, NFDI4Chem strives to remove the analogue
gaps from the digital data life cycle [1], [2]. To raise
awareness of all RDM aspects intensive dissemina-
tion and training activities for chemists at all levels
are required.1

In this poster, the consortium briefly introduces it-
self and sets out its strategy for chemistry-specific
training and support. It is a significant building
block in driving digitization in chemistry. For this
purpose, various interactive workshops are offered
regularly and on request - training on electronic lab
notebooks, general RDM training for up to 25 par-
ticipants or for institutes, CRCs, ... . These trainings
are part of NFDI4Chem’s roadshow concept and
are offered in person or online. The target groups
are researchers and data stewards. The high de-
mand of the RDM workshops as well as the feed-
back of the participants of past workshops pushed
us to change our concept. In this regard, we had to
consider the following key points:

Include topics such as communication at insti-
tutes, in CRCs, with data stewards ... Communi-
cation is a very important element when it comes
to collaboration, starting a project or joining a team.
Certain ground rules need to be established in the
beginning and expanded over time. We discuss pos-
sibilities like wikis, policies, Git issues, . . . with the
participants and look for the best possible solution
in the respective situation.

Design the workshop for an increased number
of participants (50-90 persons) When upscaling
a workshop concept designed for 25 participants,
the challenge with an interactive workshop is to

adjust the exercises and time. While the presen-
tation part remains the same, new activities have
to be considered or a unifying element has to be
designed.

Workshop in a shortened version for a brief in-
troduction (max. one day) The challenge in re-
ducing the time is to shorten the content in an ap-
propriate form or to balance the presentation parts
and the exercises. What is important to us when
teaching? It is also possible to integrate platforms
for self-learning in order to gain resources and not
to shorten the content too much.

Include offers and further development from the
NFDI4Chem consortia There is a balance to be
struck in teaching general, chemistry-specific, and
applied RDM skills. At the same time, it is impor-
tant for the trainers to stay up to date. They need
to be informed about changes in e.g. publishers or
new developments of the consortium. RDM tools
are constantly being developed and new features
are added. These must also be integrated into the
training in a timely manner. A work-around must
be developed for this purpose.

Design a best practice workshop with consortia
from similar interests In research data manage-
ment, best practice examples have been sought for
a long time. Slowly, it is becoming clear to many
researchers that there are some best practice exam-
ples, but that they still need to be adapted to the
respective situation. In order to present a broad
spectrum to researchers, we have developed a se-
ries of workshops with related disciplines (chem-
istry, materials science, physics). In a two-hour
format, these workshops will briefly introduce the
researchers to the respective problems and provide
discussion space for implementation possibilities.

1Website: https://www.nfdi4chem.de
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Workshop to foster programming skills in chem-
istry In chemistry, too, it is no longer enough to
be able to produce good syntheses. Many calcula-
tions support chemists in their everyday laboratory
work and show alternative (synthesis) paths, some
of which work better. To educate chemists in this
area, NFDI4Chem and NFDI4Cat offer a program-
ming course over 3 days to learn Git and Python
for chemists.
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Within our archaeology-driven Collaborative Re-
search Center (CRC), lots of different researchers
are brought together to work towards the mutual
goal of answering overarching research questions
focused on human activity in prehistory. Without
claiming completeness, these differences are to be
found in people’s personal backgrounds, scientific
profiles, political interests and general demands
towards their respective (working) environment.

Therefore, interdisciplinary research always in-
volves bridging gaps in knowledge, matching vo-
cabularies and balance very different expectations.
Especially with technical solutions, expectations
may easily be misled or over-the-top. This may
happen due to a lack of time investment or a long-
term accumulation of misunderstandings.

In our CRC the idea of how an effective information
system should look like, such that it supports the
overall research goals of the project had been too
fuzzy and unattended for too long, which led to a
long process of gathering requirements and defin-
ing necessities in a phase, where all sides involved
already expected more progress. Suddenly, ques-
tions needed to be answered very precisely. On the
one hand basic questions like:

How do we present the CRC’s results?
Which software components should be used?
Who should have access to which extent and
when?

On the other hand, questions that aren’t (easily)
answered by effective decision-making needed an-
swers as well:

To which level of detail should which kind of
data be represented?
After we brought the data together, what do
we want to do with it and what can we do
with it?

Unfortunately, the latter questions are tough to an-
swer and will only be answered alongside the jour-
ney to an integrated information solution, where
data from very different research perspectives and

interests are brought together. And even though
these answers shape the information solution, they
cannot be answered sufficiently before a user-
friendly tool exists that enables interdisciplinary
exploration of the data sets presented.

In the first phase of the CRC, the information sys-
tem was thought of as a fully integrative solution,
which allowed to decompose any arising structured
data to then identify common attributes and allow
for a wide range of database queries and analyses.
While the phase ended with a proposition of a tech-
nical solution on how to create a tool using such a
flexible data model, the solution was far from being
implemented in a practice-ready state.

In the technical department of the project, the
switch from Phase 1 to Phase 2 was dominated
by a full change in personnel on all levels, which
made an effective knowledge transfer impossible
and slowed down progress heavily in the begin-
ning of the second phase. After a year-long phase
of catching up and trying to find out if the before-
mentioned questions had already been answered,
the design of the information system had become
clearer, involving new components that had not
been thought of before (see Figure 1).

In a first step a repository-like functional compo-
nent was needed to collect the data which had
already been created or was in use in the CRC.
Some of this data is openly accessible, others had
to be protected through restricted access, which re-
quired at least a simple self-built solution within
the project and involved a process on defining an
adequate but still usable meta data catalogue, ac-
cess rights, answers on licensing questions and lots
of more small but relevant details.

The data collections accessible through the cata-
logue are then meant to be used for a record level
integration, similar to what was thought of in the
first phase of the CRC. However, a lot of detailed
questions occur, when data from roughly 15 sub
projects with very different background and per-
spectives are brought together. What common at-
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tributes are left when all data of the project are
compared? How deep is the integration of such dif-
ferent data sets coming from archaeology, botany,
ecology, geophysics and so on? Without spoiling
too much: the integrational concept remains rather
shallow, reduced to few dimensions (space, time,

type), however, the need to create a common back-
bone also in the values of these dimensions intro-
duces new challenges, not just on the technical side
but also considering roles and processes on how to
effectively discuss these topics.

Figure 1 Concept of the CRC-Information System after Reconsideration in the second project phase.

43



lntroducing a new research support service for Electronic Labo-
ratory Notebooks (ELN) using service engineering methods

DOI: https://doi.org/10.5281/zenodo.10069278

Adienne Karsten 1

1University of Münster (WWU)

This poster presents the implementation of the
Electronic Laboratory Notebook (ELN) software,
”elabFTW” at the University of Münster. lt provides
an overview of the efficient design and optimiza-
tion of the ELN implementation using the concept
of service engineering while taking into account all
stakeholders involved in a university setting.

The goal of establishing the ELN service at the Uni-
versity of Münster is to provide researchers with an
ELN software with ongoing operation. The service
aims at enabling digital laboratory documentation
to meet the FAIR principles and offer a replacement
for traditional analog lab notebooks. The Univer-
sity and State Library of Münster (ULB) is respon-
sible for coordinating the process, as well as pro-
viding support, consultation, and training for the
subsequent cloud-based deployment and operation
by the IT Department of the University (WWU IT).

elabFTW is a free, interdisciplinary open-source
ELN with large global community both regarding
its user base and its active contributors. The ELN
can be installed on local servers (on-premises), en-
suring data sovereignty and GDPR compliant data
processing. lt ensures the data will be processed
by the university’s own IT. The application is web
based and allows for mobile access. An outstand-
ing feature of elabFTW is the Timestamp Author-
ity (TSA) based on the RFC 3161 standard, which
utilizes the timestamp server provided by DFN
(German Research Network). This enables the gen-
eration of defined revision points for laboratory
records to ensure data integrity.

The implementation of the ELN service at the Uni-
versity of Münster is based on the Five Phase-
Model1 by Meiren/Barth [1]. This model consists of
procedure models to structure service development
as five phases: idea phase (1), concretization phase
(2), conception phase (3), implementation phase (4),
and operation phase (5), with no separate end-of-
life phase. After each phase, the service draft is
discussed and approved before it can progress to

the next phase. The product owner (in this case,
the data steward) conducts these evaluations in
collaboration with an expert group. This iterative
approach ensures a gradual and detailed service
design, with constructive feedback being essential
in each decision point.

Since the ELN service at the University of Münster
is still in the early stages, this poster focuses on the
first three phases, briefly outlining phases (4) and
(5). Specifically, it emphasizes the idea phase (Phase
1), but primarily highlights the concretization phase
(Phase 2) and the conception phase (Phase 3). Tech-
niques and methods employed during these phases
included user stories as well as qualitative inter-
views for requirement analysis. These interviews,
conducted as part of a Master’s thesis [2] , provided
a detailed overview of researchers’ expectations
and requirements for an ELN and how these can be
met through an interdisciplinary ELN solution.

Another key aspect of the poster is the involvement
of additional stakeholders in the ELN implementa-
tion process, that highlights contexts such as data
protection, IT security, and employment law. This
involvement occurs during the conception phase
and includes consultations with the university’s
data protection officers as well as works councils.
The need for coordination also encompasses iden-
tity management and backup concepts on the tech-
nical level.

The poster is aimed at informing data stewards,
researchers, and IT professionals at research in-
stitutions who are interested in implementing an
ELN system. It provides a visual representation
of the various phases involved in the implemen-
tation, specifically focusing on the elabFTW soft-
ware. The poster demonstrates how the needs and
requirements of different stakeholders can be con-
sidered to enable more efficient research processes,
improved data integrity, and enhanced collabora-
tion within the university environment, both within
the service-receiving research groups and in terms

1The ULB adheres to this framework, which has been modernized, critically examined, and adjusted to meet the current needs of
the educational institution.
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of research support provided by data stewards.

elabFTW is a vital component of a research support
service portfolio. lt enhances research data man-
agement by standardizing processes, improving
the quality of laboratory documentation, facilitat-
ing collaborative work, and ensuring FAIR data
treatment. The adoption of the Five-Phase-Model
during the software selection process identified
elabFTW as a solution that does not require cus-
tom software engineering nor development. As an
open-source solution, it aligns with the university’s
values and empowers researchers to carry out and
optimize their activities independently.
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Cold physical plasmas are used in the field of
plasma medicine by employing clinically approved
devices to treat non-healing and infected wounds
and skin diseases. Preclinical research focuses on
cancer treatment and applications in dentistry us-
ing gas plasma technology. Exploring plasma appli-
cations in medicine holds great potential but also
represents a major challenge. Therefore, in-depth
studies often require a combination of various in-
vestigation methods, with bioimaging playing an
important role. By combining data from different
imaging modalities, such as optical imaging, fluo-
rescence imaging, and mass spectrometry imaging,
researchers could gain a more detailed understand-
ing of the effect of plasmas on biological systems.
This, however, requires the implementation and
use of sophisticated research data management
(RDM) solutions to incorporate the influence of
plasma parameters and treatment procedures as
well as the effects of plasma on the treated targets.
In order to address this, RDM activities on different
levels and from different perspectives are started
and brought together (Figure 1).

Figure 1 Participant Use Case in NFDI4Bioimage1

Researchers from the field of plasma

medicine familiarize themselves with RDM,
collect researchers’ requirements, work as
data stewards, and bring demand-driven
RDM solutions into the labs.
RDM experts in the field of plasma sciences
bring in existing RDM tools and processes
that meet the needs of plasma sciences, such
as domain-specific metadata schemas and re-
search data repositories, and further develop
them according to the specific requirements
of imaging techniques.
RDM experts in bioimaging support adopting
RDM standards and tools for imaging meth-
ods and integrate them with RDM solutions
from the plasma domain to address the spe-
cific needs of imaging in plasma science.
Cross-institutional data steward teams with
mixed expertise collaborate to enable broad
community support for imaging in plasma
science and other research fields.

This results in activities, aiming at the devise of
FAIR (findable, accessible, interoperable, reusable)
image objects (FAIR-IO) suitable for multimodal
data linking and at enabling data stewardship
for imaging across institutional boundaries. The
present contribution elaborates on the concept of
a cooperative project involving data stewards at
the interface between RDM infrastructure devel-
opments and topical research. It is discussed how
domain-specific (plasma medicine), generic and
method-specific (bioimaging) RDM tools like INPT-
DAT [1], Adamant[2], eLabFTW[3], and OMERO[4]
are considered to be integrated into a comprehen-
sive RDM workflow enabling the extensive appli-
cation of data-driven research methods in plasma
medicine.

The work is funded by the Deutsche Forschungsge-
meinschaft (DFG, German Research Foundation) –

1NFDI4BIOIMAGE – a consortium in the National Research Data Infrastructure: https://nfdi4bioimage.de/en/start/, retrieved in
2023-07-21.
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A growing trend in the biomedical sciences is
the emergence of cross-disciplinary research ap-
proaches and systematic collaborations combining
highly specialized methodologies to address com-
plex biomedical research questions. As a result,
the complexity of data generated is increasing and
demands sophisticated knowledge exchange. This
requires not only careful organization and shared
archiving of data, but also extensive documenta-
tion and cross-linking of data to exploit the full
potential of valuable research results.

Collaborative Research Centre (CRC) 1430 is an
interdisciplinary consortium of biologist, molecu-
lar oncologists and chemists which consists of 23
collaborative projects in the field of cell prolifer-
ation, cell cycle progression and cancer cell plas-
ticity. The project produces huge amount of data
that needs to be processed, shared and stored sub-
sequently. Therefore, research data management
(RDM) becomes a vital and essential process to en-
sure data accessibility for collaborative studies and
to facilitate innovative research. In order to facili-
tate research data infrastructure and management
in CRC, we provide a well-designed and structured
approach to manage, process and share scientific
data originating from CRC projects by ensuring
data storage and sharing via Nextcloud within the
CRC according to the FAIR data principles (Find-
able, Accessible, Interoperable, Reusable) (Wilkin-
son et al., 2016, [1]); implementing electronic lab-
oratory notebook (eLabFTW) for documentation
of laboratory data, processes and database; intro-
ducing an open source software platform Open Mi-
croscopy Environment Remote Objects (OMERO)
as a central repository and searchable database for
image data; building a central information platform
Dataverse to integrate all research data and their
documentation enriched with metadata.

The majority of CRC projects are working on cell
imaging using state-of-the-art microscopy tech-
niques to investigate molecular mechanism of cell
state transitions. The CRC projects generate a
tremendous amount of cell image data which needs
to be analysed, shared and stored. Therefore, to

prevent data loss and enable its reusability, secure
storage and long-term archiving and handing re-
quires a suitable tool to manage, visualize and anal-
yse heterogenous image datasets recorded in var-
ious file formats. To fulfil those requirements, we
have opted for an information system – the open
source software platform OMERO, provided by
Open Microscopy Environment (OME) initiative
for the management of imaging data.

OMERO is an image data management and storage
software which is a platform for visualizing, imag-
ing and annotating scientific image data (Burel et
al., 2015, [2]). It is a secure central repository for
handling images that facilitates in viewing, orga-
nizing, analysing and sharing data from anywhere
with internet access. OMERO supports over 150 im-
age file formats, including all major microscope for-
mats. Thus, OMERO can display image data gener-
ated with different biological imaging techniques
and instruments. This demonstrates the potential
of OMERO to facilitate management of image data
ensuring accessibility and interoperability. There-
fore, OMERO has been set as a standard tool in
NFDI4Bioimage. Various annotation tools are avail-
able in OMERO, making research data findable and
reusable. Nevertheless, the linkage of imaging data
with the corresponding information about sample
preparation, experimental procedures and meta-
data remains a challenge. It is currently addressed
by the adaptation and implementation of interfaces
between OMERO and eLabFTW among others by
NFDI4Bioimage and adapted in CRC’s infrastruc-
ture.
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The FAIR (Findability, Accessibility, Interoperabil-
ity, Reproducibility) concept of data management is
of relevance for all current areas of research. More-
over, a statement about the handling of scientific
data of is often required when applying at national
and/or international funding agencies. For imag-
ing data obtained from both light and electron mi-
croscopy, data management is associated with a
number of challenges related to the size, complex-
ity, dimensionality, visualization and quantitative
analysis of the acquired data. Quite recently, we
have started to use the Python-based and open-
source image data management software, OMERO.
This software package has been introduced by the
Open Microscopy Environment developers of the
University of Dundee. OMERO is an encouraging
option to manage microscopy data. It is installed on
a virtual machine and connected to a central data
server to manage the storage of images in a multi-
user environment. In addition to long-term data
storage, it provides possibilities for saving impor-
tant metadata in an efficient manner, thus avoiding
multiple copies of data. It can also handle open
source-based processing tools for image analysis,
thus allowing effective image analysis workflows.
The Core Facility Cellular Imaging (CFCI) at the
Faculty of Medicine Carl Gustav Carus at TU Dres-

den is currently running a pilot project for testing
the use and handling of the OMERO software. This
is done together with interested users of the imag-
ing facility and a research group. Currently, we are
pushing forward this pilot study on a small scale
without any data steward. However, we cooperate
with the I3D:bio-Team (Information Infrastructure
for BioImage Data)1 in learning all necessary skills
and administrative issues. Over the last months,
we faced some challenges in using this professional
software for data management on a daily basis. Our
experiences argue for giving data management is-
sues into the hands of dedicated personnel not fully
involved in research projects. As funding agencies
will ask for higher and higher standards for im-
plementing FAIR-data principles in the future, this
will be a relevant topic for the whole research com-
munity. During the workshop, we thus want to
introduce a convenient solution, which could be
applicable for many users within the DRESDEN-
concept research alliance. Our poster will demon-
strate how to establish and manage OMERO. Fur-
thermore, we will report on technical, administra-
tive and research-specific challenges by showing
examples of our first user cases. Last but not least,
we will also discuss the use of OMERO for teaching
students within the scope of e-learning courses.

1https://gerbi-gmb.de/i3dbio/
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MorpheusML1 is an innovative, globally adopted
open-source modeling and simulation framework
for the study of multi-scale and multicellular sys-
tems. It enables the modeling of complex bio-
logical systems at the cellular level, taking into
account spatio-temporal and mechanical aspects.
The XML-based declarative modeling language
MorpheusML (‘Morpheus Markup Language’) pro-
vides symbols, a vocabulary, and a biomathemati-
cal syntax to describe the dynamics and coupling of
the various model components, allowing scientists
to focus on the ‘what’, i.e., the desired outcome,
rather than the ‘how’, i.e., explicitly programming
the step-by-step instructions to simulate the behav-
ior of the biological system.

Building on this, free and open-source simulation
software such as Artistoo2 or Morpheus3 further
allows the integration of experimental data and
provides a whole set of analysis tools to extract and
visualize relevant features during the simulation.

The models defined in this way describe our quan-
titative understanding of dynamic processes and
interactions, e.g. the kinetics of cytotoxic T cells in
the human immune system4, and contain all the
necessary mathematical equations and parameter
values.

MorpheusML is now being used worldwide5. The
new model description language has proven that
multicellular models can be developed coopera-
tively and independently of a specific simulation
platform and can be freely exchanged between sim-
ulators such as Morpheus or Artistoo. This enables
a new quality of cooperation on more complex mod-
els and has been practiced since. All project results
are open source and embedded in the worldwide
COMBINE community for the standardization of

data exchange in the life sciences6.

A key element in establishing a sustainable soft-
ware infrastructure for multi-scale modeling and
simulation of multicellular biological systems is the
provision of a public, easily accessible, collabora-
tive and citable platform for publishing, sharing
and archiving MorpheusML-based models. There-
fore, to make the results of the researchers accessi-
ble to all in accordance with the FAIR principles,
the MorpheusML Model Repository7 has been de-
veloped. It is divided into three categories, (1) sim-
ple didactic example models that serve as a start-
ing point for users’ own further developments and
are explained in detail, (2) global user-contributed
models for complex or interesting effects of self-
organization in biological systems, and (3) models
from publications after successful peer review of
the corresponding paper. We also use the Elixir
infrastructure8 to assign each model its own per-
manent MorpheusModelID, which can be cited in
publications. Researchers also often submit their
models to us prior to the publication of the asso-
ciated paper (and can set an embargo themselves
until their paper is published) in order to be able
to cite a MorpheusModelID in the data availability
statement of their own paper. Currently, over 80
models are available in the repository and more are
published every week.

Building on the distributed version control system
Git, the static site generator Hugo and the DevOps
platform GitLab, the repository was developed
with a deliberate focus on the utilization and in-
tegration of established, widely used open source
tools. The goal was to use existing solutions for
the requirements of this kind of repository, such as
complete history and full version-tracking capabili-

1MorpheusML project homepage: https://morpheus.gitlab.io
2Artistoo simulator: https://artistoo.net/converter.html
3Morpheus simulator: https://gitlab.com/morpheus.lab/morpheus
4Example model of the kinetics of cytotoxic T cells in the human immune system: https://identifiers.org/morpheus/M9495
5MorpheusML user map: https://morpheus.gitlab.io/#user-map
6COMBINE organization for worldwide standardization of multicellular models:https://fairdomhub.org/projects/90
7MorpheusML Model Repository: https://morpheus.gitlab.io/model
8MorpheusML namespace in the Identifiers.org central registry: https://registry.identifiers.org/registry/morpheus
9Course materials: https://morpheus.gitlab.io/#courses
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ties, and to integrate them as seamlessly as possible
with our existing educational resources9. For all
steps, from submission and editing by the users to
the review process by the repository maintainers
to the publication of citable MorpheusML models,
the above mentioned tools were combined10.

Along with the continuous extension and improve-
ment of the functionality of the MorpheusML stan-
dard, we also want in parallel by the further de-
velopment of the MorpheusML Model Repository
to make published research results more accessible
and reproducible to all, and on the other hand to
give young researchers the opportunity to work
independently on the exciting topic of modeling
of biological systems through an comprehensive
and constantly growing collection of informative

didactic models.

We here present our continuously growing citable
MorpheusML Model Repository for multi-scale
and multicellular systems in the life sciences featur-
ing models from peer-reviewed papers as well as
user-contributed examples and didactic example
models.

In addition to demonstrating this concrete appli-
cation for the multicellular modeling community,
the project should also serve as an encouragement
to approach research software problems not neces-
sarily by developing mostly new own code, but by
making intensive use of existing open source tools
and combining them into new software solutions
in a practical way.

Figure 1 Modular assembly of multi-scale and multicellular models

10MorpheusML Model Repository source code: https://gitlab.com/morpheus.lab/model-repo
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Figure 2 User-friendly modeling without programming

Figure 3 MorpheusML user map
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Figure 4 Citable MorpheusML models

Figure 5 MorpheusML Model Repository
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Given the increasing amount of (digital) research
data as well as the strive towards openness and
transparency, professional research data manage-
ment (RDM) has become an essential factor for ex-
cellent and sustainable research. In addition, re-
search institutions particularly in the humanities
are confronted with strict guidelines regarding the
processing of personal data since the European Gen-
eral Data Protection Regulation (GDPR) became
effective. Dedicated positions are created as, e.g.,
data stewards to support researchers when it comes
to managing their data effectively, but also to en-
sure legally compliant data handling. However, the
complexity of the task often coupled with the un-
availability of critical information challenges RDM
staff in providing adequate support. We present
two tools that we developed in the recent past to
help RDM staff on the one hand to keep track of
studies acquiring data, thus potentially needing
support and, on the other hand to ensure GDPR
compliant data handling.

1. A study-registration to provide one central
overview of studies conducted at a research
institution. By collecting a (rather small) set
of relevant meta-information, the tool enables
RDM staff to approach researchers in the very
beginning of their research projects and to
provide custom-tailored support along the
data life cycle (e.g., defining a data structure
before data collection starts, or converting to
standardized formats such as BIDS for MRI
datasets). By setting the stage right from the
beginning, we hope to markedly reduce the
effort of making data and code openly avail-
able in the end. As incentive, the tool assigns
studies with badges for openness (preregistra-
tion, open data, open materials) to acknowl-
edge the use of Open Science practices.

2. Castellum [1] is a turnkey open-source web
application for the data protection-compliant
management of participant related data. The
application provides a clearly defined struc-
ture for handling the data of all study partici-

pants. While contact information (e.g., name
and postal address), recruitment characteris-
tics (e.g., age and education level) and pro-
cess information (e.g., existing consents and
current availability) are stored in Castellum,
scientific data is explicitly stored elsewhere
but connected via its pseudonym service. Fur-
ther features of Castellum include participant
recruitment, managing study appointments,
and coordinating the study procedure. The
development took place in close coordination
with scientific staff and the data protection of-
ficer of the Max Planck Society. Thus, Castel-
lum takes into account relevant aspects of the
rules of good scientific practice as well as data
security.

With these central tools, we are finally able to ac-
company studies throughout their life-cycle and
can (semi-)automatically approach researchers with
our services when reaching important cornerstones.
In the long run, this shall help ensure that re-
searchers can rather easily share data and analy-
sis code according to the FAIR principles together
with manuscripts containing the research results.
Likewise, we can anonymize data easily, react to
participants’ rights regulated by GDPR (e.g., the
right to information under Article 15 GDPR and
the right to erasure under Article 17 GDPR). By
presenting these tools to a broad community of
RDM professionals we cannot only share our ex-
periences when designing these tools and corre-
sponding workflows, but more importantly benefit
from valuable feedback and see how we can further
improve.
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