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PART 1

FOUNDATIONS OF LINGUISTICS

CHAPTER 1. THE DEFINITION OF LANGUAGE

Linguistics is the science of language; in order to understand the essence of linguis-
tics, therefore, we must define what language is. When we listen to the speech of
people in various countries, some we understand, while others we don’t understand
at all. We say that people whom we do not understand were raised in a social tradi-
tion different from ours, that they speak a language, passed down by their ancestors,
different from ours. Thus, language manifests itself in speech, is an indispensable
component of speech. Without a common language, there can be no comprehensible
speech. We will define language as that which is simultaneously social, per-
manent, and abstract in speech. Speech is composed of other elements besides
language.

Human speech, in its typical, complete form, is communication by sound between
two individuals. Thus defined, speech involves several phases. Most indispensable
is the process of speaking itself on the part of one of the persons in cummuni-
cation. Speaking can be defined as an individual process. It involves certain psycholo-
gical processes in the speaker consisting primarily of a sequence of ideas represented
by a definite set of sounds. Speaking involves the human speech organs as well—
lungs, larynx, soft palate, tongue, lower jaw and lips.

Speaking is the primary, fundamental phase of speech. The second essential phase
involves the receiver’s, or adressee’s, comprehension of the speaker’s words.
Sound waves set in motion by the person speaking reach the ears of the addressee
and there, mediated by the ear-drum and other organs, evoke a sound impression
in his mind. These sound impressions, in turn, lead to the formation in the adressee’s
mind of a sequence of ideas similar to those in the speaker’s mind at the moment
of speaking. Thus, we can define comprehension as a social process, for while speaking
requires only one person, as in a monologue, comprehension assumes the presence
of at least two conversing persons.

The third important phase of speech, after speaking and comprehension, is the
text. That which the addressee comprehends constitutes a certain whole, and this
product of speaking and comprehension—is the text. It is characteristic of human
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products that they can be preserved, i.e., they can exist, to a certain extent at least,
independent of the processes which produced them. A text possesses this property;
it is, therefore, a product. Texts are preserved in the memory as a series of sentences
together with their idea content and the circumstances accompanying them. There
exist texts (e.g., ancient Indian hymns from the Rig-Veda) which have survived in
human memory in unchanged form for hundreds of years. Writing is a more reliable
form of preserving texts. At present, the oldest preserved texts, in Egyptian hiero-
glyphics on the Nile and in cuniform on the lower Euphrates, are over 5000 years
old. A new means of preserving texts by recording them on records or magnetic
tape has been introduced in the 20th century. A text is a concrete product of speech,
because it preserves a particular concrete and unique thought, experience or event.

After speaking, comprehension, and text, the next phase of speech is language,
the social and abstract product of speech. Texts are reproducible, but they cannot
themselves serve as a direct basis for new texts. It is language, the system of words
and rules abstracted from memorized texts, which constitutes the tool enabling us
to create new texts. The ability to reproduce memorized texts does not by itself
amount to proficiency in a given language. We have command of a language only
when we are able to abstract from a large corpus of memorized sentences, individual
words and grammatical rules, i.e., that which constitutes language. It is increasing
capacity for constructing new intelligible sentences which are formally correct that
indicates that we are making progress. By abstracting linguistic elements from mem-
orized texts and placing them in a harmoniously constructed system, we arrive
at language. Similar, if not identical, language systems exist in the minds of people
of the same nationality, and existed in the minds of members of past generations,
most important, of parents and teachers. Language, moreover, is embodied in mem-
orized and written texts as an element which can be abstracted, isolated. This fact
is exemplified by the Hittite language, in use between 2000 and 1000 B.C., unknown
for the next three thousand years, and then, in the first half of the 20th century,
abstracted from the cuniform texts by scholars. The Hittite language must have
existed somehow in these texts, since it could be abstracted from them.

Since a given language exists, with only minor variations, in the minds of many
people, and since it is embodied in texts, it is a supraindividual, i.e., a social product,
a generalized system of norms of communication to which everyone must conform
if incomprehensibility is to be avoided. Thus, language is an element of speech
characterized by three aspects: it is social (in contradistinction to the individual
process of speaking); it is a product, i.e., it is permanent (as opposed to non-
permanent processes like speaking and comprehension); it is abstract (in contrast
to the concrete processes of speaking and comprehension and to a concrete product,
e.g., a text). Language is social, in that it involves a system of words and grammatical
rules constituting norms of speaking which make communication among all the
members of a given society possible. Language is a product in that it can survive
ages without essentially changing, despite social upheavals. It is abstract i that
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neither its words nor grammatical rules refer to specific concrete phenomena, but
rather to abstract classes of phenomena (e.g., horse in general, fo go in general) or
to the general functions relating these classes to one another (e.g., the subject-predicate
relation). The interrelation of the four phases of speech distinguished here can be
represented schematically, as in Fig. 1.

/4

language speaking

Fig. 1. The four phases of speech

The four phases of speech are interdependent in both origin and function. The
abstract system of social norms embodied in language constitutes the basis for the
process of speaking which, in turn, expresses individual, concrete thoughts and
experiences. Because, however, content is expressed in speaking that conforms to
the social norms of language, individual speaking constitutes the source of the social
process of comprehension. The preserved product of comprehension constitutes the
text, from which the norms of language are abstracted, and these norms constitute
the basis for further speaking. The four phases of speech, following one after the
other, form a closed circle in which they interact in such a way that it is difficult to
precisely define the position of language in the total phenomenon of speech w1thout
first analyzing the distinctions amoung various types of signs.

Note: Terminology introduced in Chapter 1: Speech—communication by sound between two
individuals, in which one tells something to the other. The four phases of speech: (1) speaking—
an individual process, (2) comprehension—a social process, (3) text—a concrete product, (4) lan-
guage—a social and abstract product. Linguistics—the science of language. How are the four
phases of speech related to one another?

CHAPTER 2. THE RELATIONSHIP OF LANGUAGE TO OTHER TYPES OF SIGNS

A large role in human life is played by certain phenomena the meaning of which
lies, not in the nature of the phenomena themselves, but in the fact that they call
our attention to something else apart from themselves, often something involving
a completely different field of reality. We call these phenomena signs. Their essence
lies in the combination of two phenomena: the designating form, which directs
our attention, and the designated content, to which our attention is directed,
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Railroad signals, for example, are typical signs. As our train approaches a station
at night, we notice a red light. It is a form of sign, to which a meaning content is
attached: the track is occupied by another train-——no through traffic. The form of
the sign, a red light, is a matter of such indifference to us that it exists in our conscious-
ness as a mere substitute for the message—track occupied. It is the form of the sign
that enables us to recognize the message.

The form of a sign, like every other phenomenon, can be recognized by virtue
of the fact that it can be distinguished from other phenomena. A sign can be dis-
tinguished, in the first place, from anything which is not a sign and which does not
direct our attention. The red light of the railroad appears in the dark and is surrounded
by darkness. The darkness is not a sign, but the contrast between the red light and
the darkness enables us to recognize the signal. If everything were flooded with
red light, the railroad signal would be unrecognizable. A sign, however, is usually
contrasted in our minds, not only with things which are not signs, but also with
other signs, which direct our attention to other message contents. Thus, the red
light of the railroad signal, designating “track occupied”, is distinguished from
a green light, which designates “track free”. The situation in reference to which
these signals function—a train approaching the station at night—is the same for
both, but the two signals give the opposite information, each directs our attention
to a different message content. The existence of one of the signs makes that of the
other indispensable, for if a signal “track occupied” exists, the opposite signal
“track free” becomes necessary for the normal functioning of train traffic.. Such
signs, which set the conditions for each other’s existence, constitute a system of
signs. One cannot exist without the other, yet each can be distinguished
from the other; we call this relationship between signs opposition. Red and
green railroad signals, in constituting a system, stand, within the limits of this system,
in opposition to each other.

In linguistic science, the word “code” has lately become common to denote a system
of signs. This term is used in a very broad sense, and encompasses all systems of
signs functioning in the realm of man, animal, or machine. It follows that every
language, for example, Polish, is a certain type of code, and that all the languages
of the world comprise a group of codes related to one another by certain shared
characteristics which distinguish them from other, non-language codes. In order
to isolate the properties characteristic of language codes, we must first present
a general classification of all codes.

The numerous properties of codes proposed by various investigators as the bases
for their classification may be divided into two main categories. One category of
properties pertains to the information channel, i.e., the path by which the form
of the sign reaches the receiver; the other category concerns the structure and func-
tion of codes. These two categories of properties will be discussed in turn.

Because the character of the information channel has a purely technical signi-
ficance for communication, it determines neither the structure nor the function of
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the codes which make use of it. In principle, we have as many channels of information
as we have senses, and, it follows, as many kinds of signs. The signs perceived by the
two senses most important to man—sight and hearing—can be further divided, on
the basis of their form. Thus, visual signs can be divided into transitory signs, which ap-
pear and then disappear immediately, and permanent signs, which, having appeared,
exist for a certain period of time; auditory signs can be divided into vocal-auditory
and instrumental-auditory. These different types of signs deserve closer attention.

Transistory visual codes include various types of gesture and mimicry among
animals and humans alike, from gestures of summoning, to the expression of feeling
in dance, to directional gestures which orient us in space and which, in humans,
involves pointing with the finger. In favorable conditions, such gestures develop
into mimicry, best observed in deaf-mutes. In the bee dance, directional gestures
have developed into an elaborate system of signs by means of which bees, upon
returning to the hive, inform their hive-mates of the location of large quantities of
pollen and nectar. This is perhaps the most highly perfected code in the animal
world. »

Tracks left on damp ground by animals and humans represent a primitive form
of permanent visual signs. Roadsigns, directional arrows, colored tourist trail markers
as well as various details of dress indicating that the wearer belongs to a particular
social group (coats-of-arms, national emblems, distinctions, orders, etc.) represent
a higher form of permanent visual signs. Railroad, ship and army signals, which
can be prolonged at will, represent a still higher form. In this category we must
include the plastic arts as well: sculpture, painting and graphics. In the course of
the last six thousand years, writing developed from drawings presenting various
objects or depicting the ownership of certain things by particular persons. As writing
developed, it became more and more closely related to language. The oldest form
of writing is hieroglyphic writing, combining depictions of objects and graphic
equivalents of speech sounds, as found in Egyptian hieroglyphics. Sound equivaients
played a greater and greater role in the evolution of writing up to the moment when
writing took on the form of the syllabary (in which each sign designates a particular
syllable). In Syria, c. 1300 B.C., one such syllabary developed into an alphabet
(in which signs designate individual sounds of speech). All of the alphabets used
in the world today originate from that Semitic alphabet. One realm of writing—
that of numbers—proceeded along a different line of evolution and, enriched by
signs used in the exposition of various sciences, formed, together with these signs,
a complex code, difficult at times to translate into normal language.

Vocal-auditory signs are produced by human and animal vocal organs, the respira-
tory organs in fact, which are simply used to perform the function of vocalizing. In
practically all birds and animals, the receiving organ is the outer ear. The use made
of this information apparatus in these two groups of vertebrates varies considerably.
A high level of development has been reached by the system of vocal-auditory signs
connected with mating habits in the songs of certain species of birds. Primates
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demonstrate a particularly conspicuous development of this type of code. Among
primates, the systems of cries of gibbons and other monkeys represent an earlier
stage of development, while human language represents a later stage. In the 20th
century, recording speech signs on phonograph records and magnetic tape has become
popularized. This constituted the origin of auditory signs that are permanent, or
at least reproducible.

Instrumental-auditory signs are produced by instruments and received by the
ears. Such signs exist only in human society. Among them are included drum and
trumpet signals used in the armies of various nations and epochs. Certain Negro
tribes in the Sudan (e.g., Yaunde and Ewe) have highly elaborated drum signals by
means of which messages are sent over various distances, as though by wireless
telephone. The principal domain of instrumental-auditory signs, however, is that
of instrumental music, which, in the 18th and 19th centuries, developed into an
immeasurably complex and subtle code. Instrumental-auditory codes developed
from vocal-auditory codes. The drum signals of Negroes arose from ordinary speech,
while instrumental music developed from song. Reproductions of speech on records
and tape, discussed above, stand on the border-line between the two types of signs—
instrumental-auditory and vocal-auditory—for although, in such reproductions, the
sign originates in the human vocal apparatus, the reproduction itself is produced by
recording instruments.

Because they are received by dual organs—two eyes or two ears—both visual and
auditory signs aid in space orientation. The reception of a sign at two points enables
one to determine, not only the direction, but also the distance from the sign’s point
of origin. The perception is then specified by the information channel. Two limiting
points are clear to the receiver, the point of origin of the visual or auditory sign, and
the place where he himself is standing. These are the spatial boundaries of each act
of information, and, therefore, of each act of speech. They are of fundamental
significance for the structure of codes.

The differences, on the other hand, among various information channels are of
secondary significance in that the same code may be realized by means of different
channels. Such varying forms of a single code, executed through different channels,
constitute its subcodes. The principal subcode is that which is most frequently
used. The following five subcodes of language, executed through various information
channels, can be listed: (1) the transistory visual subcode—e.g., the sign system of
deaf-mutes, (2) the permanent visual subcode—e.g., writing, (3) the principal, vocal-
auditory subcode——spoken language, (4) the instrumental-auditory subcode—e.g.,
Negro drum signals, (5) the tactile subcode—e.g., the Braille alphabet for the blind.
Thus, we see that the information channel utilized by a given code is determined by
the technical conditions in which it must function, that is, transmit information, as
a result of which new subcodes continually arise as conditions change. New systems
of writing are constantly being introduced (e.g., Morse code, various written ciphers)
and even, in the case of pathological damage to the speech organs, the handicapped
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individual creates for himself a new vocal-auditory subcode in which the sounds of
the abnormal speech,. although different from the sounds of normal speech, cor-
respond to them functionally.

Having discussed the external and inessential features of codes, those related to
their information channels, we will now discuss their essential features, those con-
cerned with the structure and function of codes. The classification of sign systems
based on these features is of fundamental significance.

In classifying signs in terms of their structure and function, we first divide them
into two main types: symptoms and signals. Several pairs of contrasting features
distinguishing these two types of signs from each other may be mentioned:

(1) Symptoms constitute an integral part of a complex of phenomena the basic
function of which is usually biological; their sign function is incidental. Signals, on
the other hand, fulfill no function aside from the sign function, in which they are
specialized.

(2) Symptoms are never transmitted by anyone with the intention of informing
a receiver; they are unintentional. They are simply phenomena arising from certain
causes, and they become signs only in the presence of a receiver who associates them
with a particular meaning content.

Symptoms are one-directional signs. Signals, on the other hand are produced by
the sender with the intent of producing an effect upon the receiver. Because they are
signs for both sender and receiver, who associate them with the same meaning content,
they are two-directional.

(3) Symptoms are not intentionally emitted by a sender, and, since in the normal
sense of the word, no sender exists, symptoms cannot be recognized by the sender
as signs. Thus, symptoms are non-reciprocal. A person is capable of recognizing,
to a certain extent, symptoms which manifest themselves in his persbn, but he will
perceive only a part of what others perceive. Signals, however, are reciprocal. The
sender who produces signals intentionally must himself receive them, for purposes
of control. One cannot very well produce signals which one is incapable of receiving.

Here are a few examples. A crow hops about, crying pitifully—we see that it has
a broken wing. A dog pants, his tongue hanging out—we say that he is hot. We
see human footprints on the damp ground—we know that someone has passed by.
A child has flushed cheeks; we feel the child’s hand—it is hot—we understand that
the child is ill. The patient sitting in the dentist’s chair lets out a sudden cry—the
dentist knows that his drill has touched a nerve. Upon analyzing all of these signs,
we see that they are simultaneously complex, non-intentional and non-reciprocal,
thus they are symptoms in the sense of the word outlined above. They are signs
only for the receiver, Symptoms may constitute extensive codes, but only in the
mind of a receiver, e.g., the system of disease symptoms in a doctor’s memory, or
the system of animal tracks in a hunter’s mind.

While symptoms make up one-directional codes, existing only in the receiver,
signals, which we will discuss next, make up two-directional codes, existing in both
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the sender and the receiver. All other features of signals—specialization, intentionality
and reciprocity—are determined by this fundamental property. Signals can be divided
into two large categories: non-semantic appeal signals and semantic signals.
The basic difference between them involves their relation to reality. The form of
semantic signals directs the receiver’s attention to some phenomenon in the surround-
ing world. The meaning content of the signal, that which it designates, is the concep-
tion of some external phenomenon, a conception which, because it is shared by all
the members of a given society, and, most important, by the sender and receiver,
has a supraindividual, objective character. Appeal signals, on the other hand, do
not refer to the external world, but rather evoke certain defined changes in the mind
and behavior of the receiver. Music is a typical code of appeal signals, especially
the classical and Romantic music of the 18th and 19th centuries, the primary function
of which was to play on the listener’s emotions. Dance also belongs to this category,
and, in the field of plastic arts, 20th century decorative and abstract art.

Semantic signals can be divided into two categories: motivated signals,
or images, and unmotivated, or arbitrary signals. In images, the form
embodies features which correspond to the features of the phenomenon referred
to, to a great enough extent to enable the receiver, on the basis of these correspond-
ences, to identify the image with its meaning content, i.e., the thing designated.
The characteristics of the form are motivated, determined by their similarity to the
thing designated. The characteristics of the form of arbitrary signals, on the other
hand, have nothing to do with the characteristics of its meaning content, they are
not motivated or determined by the thing designated. ,

The categories of signs so far discussed—symptoms, appeal signals and images
are all motivated, i.e., the meaning content which they impart to the receiver is
determined by the characteristics of their form; the category of signs which we are
about to discuss—the various types of arbitrary signals—are unmotivated. The
property of being unmotivated is related to three other distinguishing properties of
arbitrary signs—they are conventional, diacritic and interchangeable.

(1) In motivated signs—symptoms, appeal signals and images—the form of the
sign embodies the causal experience which constitutes its meaning content. The
question then arises—what relates the form to the meaning content in arbitrary
signs? In such signs, a certain correspondence, previosly established between the
sender and the receiver, must exist enabling the receiver to react to the signals of
the sender. The animals of a given species face the same situations generation after
generation, and, because they are identical in organic structure, they react to these
situations similarly. The identical character of these situations (hunger, sexuality,
hostile attack) and of the organisms and their reactions constitute the basis for the
connection between the form and meaning content of signs which are identical in
both the sender and the receiver—thus making communication possible. Something
similar occurs in human beings where childish expressions of the type mama are
involved. The first sounds produced by the child are the labials m, b, p, the lips
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being especially active in sucking; the first person whom he sees is the mother. The
constantly repetitive phenomenon of sucking, common to all children, and certain
characteristics of the speech organs (lip articulation) are such, that in children of
all nationalities, the image of mother is associated with the sound mama, and that
of other relatives with the sounds papa, baba, etc. This case, in which the connection
between form and meaning content is determined by natural cause, is exceptional
among people, for generally the complicated details of language are dictated by
social tradition. Younger generations learn the specifics of language from their
elders, thereby entering into a certain social contract with them concerning the
connection between the form and meaning content of arbitrary signs which, by
virtue of this fact, are contractual, i.e., conventional.

(2) Motivated signs—symptoms, appeal signals and images—are non-diacritic.
Their form makes use of a continuous scale of visual and auditory features generally
blending into one another and evoking a particular reaction in the receiver. Arbitrary
signals, on the other hand, are diacritic. The phenomena constituting the form of
these signals possess two categories of features. The first category includes those
features which designate or give meaning, features connected with the meaning
content by convention. Having been chosen from the continuous scale of visual and
auditory features of phenomena and narrowly defined by convention, they are rela-
tively few in number; and, because they have been established by convention, their
number cannot be increased in the course of communication. It is with these features
alone that the meaning content of signs is connected, and only these features play
a role in communication. The second category, that of non-designating features, on
the other hand, exists quite apart from the conventional system of arbitrary signs
and plays no part in communication.

(3) Motivated signs—symptoms, appeal signals and images—are non-recurring
phenomena which evoke definite reactions in the receiver by virtue of their charac-
teristic features. Signs may occur which are similar, but they will not be identical.
Because they are non-recurring, motivated signs are one-directional. The addressee
receives them, but he is unable to reproduce them. Arbitrary signs, on the other
hand, may be reproduced indefinitely since each reproduction simply involves repeat-
ing a particular convention established between the sender and the receiver, or
addressee. The addressee receives conventional signs and produces them in turn—
thus, they are two-directional, interchangeable like money.

Certain works in the plastic arts—sculpture, painting and graphics—are typical
images. Realistic portraits in particular, as well as landscapes and scenes taken
from life are such that it is possible to precisely associate the form with the phenome-
non represented on the sole basis of similarity. There is also a type of music, so-
called program music, which operates in terms of sound images the acoustical
features enable them to be associated with certain phenomena, e.g., the roar of
a waterfall, the bombarding of cities during an air-raid, etc. Visual images can be
contrasted to conventional writing, as acoustical images, to spoken language. The
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distinction is clear. Visual or musical images are non-diacritic, i.e., they make use
of a continuous range of shapes and colors or of pitches and volumes. Each feature
of such an image is meaningful to the extent that it resembles the phenomenon
which constitutes the meaning content of the image. Every image is a non-recurring
phenomenon. Because it cannot be identically reproduced, it is one-directional and
non-recurring. Writing and spoken language, on the other hand, make use of
a narrowly limited number of conventional features—letters in the case of writing,
vowels and consonants in the case of spoken language. These conventional signs may
be reproduced indefinitely; they are totally interchangeable.

Arbitrary semantic signals, to which we will now turn our discussion, can be
divided into two categories. Here, one-class signals are opposed to two-
class signals. In one-class systems, i.c., closed, non-productive systems, as, for
example, the system of gibbon cries or the system of railroad signals, the number
of signs is strictly limited. Because, from the systemic point of view, these signs
cannot be divided into smaller meaningful units, they are uniform in type, they
belong to a single class of signs which constitutes the only class in the system. Every
signal consisting of a definite set of formal features always bears the same information
in reference to a given situation, e.g., the cry of a gibbon warning the troop of
approaching danger, or a railroad signal (red light) informing us that the track is
occupied. In this latter system—night-time railroad signals—we have only two
signals, red and green, opposite in meaning. This system, therefore, is essentially
closed. In two-class systems—open, productive systems-—on the other hand, like the
bee dance or human language, we have two types of signs—simple and complex—
belonging to two distinct categories. In the first category, that of simple signs
(e.g., the words of a language), the signs refer to a certain class. of phenomena in the
surrounding world; they may also be combined according to certain rules into an
endless variety of complex signs of the second class (e.g., statements) which refer to
definite, concrete and non-recurring phenomena in the world. This second class is
essentially open and productive in that, through the combination of simple signs,
a practically unlimited number of complex signs arises, which constitute the basic
means of language communication.

Two-class codes include two types of elements. The first type includes simple
signs, while the second includes the means of connecting simple signs of the first
class to form complex signs of the second class. These second-class signs are not
as a whole determined by the code; they are, rather, freely created, but meaningful
nevertheless, because of the fact that the elements of which they are composed, i.c., sim-
ple signs and the means for combining them, are established by the conventional code.

The second distinction between one-class and two-class signals concerns their
space-time range. One-class signals, strictly bound to a presently existing consitua-
tion in the immediate vicinity of the receiver and sender, in principle, refer only to
things which are contemporary and near-by, which lie within the field of vision.
Two-class codes, on the other hand, infinitely richer in signals and, at the same
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time, not determined by the immediate consituation, make possible the formation
of complex signs which designate phenomena outside the field of vision, distant in
space and in time. The danger cry of the gibbon or other monkey, a cry belonging
to a one-class system, always signifies that the enemy is near at the moment when
the cry is produced. A gibbon is unable to report events that are distant in time
or space. Bees, however, with their bee dance, or man, with his language can tell
about things distant in time or space because of the greater richness of their two-
class systems. Thus, there are two types of two-class codes in existence on our
planet—the bee dance and human language. The comparison of these two codes
might be of great interest, but, unfortunately, such a comparison is possible only
in part, in that the bee dance is, and probably always will be, a partial mystery to us.
Among the differences distinguishing language from the bee dance and unequi-
vocally defining language, the most important in that language is phonemic, while
the bee dance is non-phonemic. The forms of the immense number of words in
a language which have defined semantic meanings are made up of a relatively small
number of elements, i.e., sets of simultancously occurring diacritic features function-
ing to distinguish and separate words from one another. These elements are called
phonemes. Phonemes, as opposed to words, are absolutely devoid of permanent
meaning. Various combinations of the three Polish phonemes q, k, ¢, for example,
give us three individual words—rtak, kat, akt. There is no equivalent of this aspect
of language in the non-phonemic bee dance, which consists only of movements
similar in function to our directing gestures. The bee dance involves no non-meaning-
ful, conventional elements which, like phonemes, combine to form meaningful units.
Language is the only known phonemic code and, as such, can be distinguished from
all other types of signs. Only language codes are characterized by a hierarchical
structure consisting of three levels of units gradually increasing in size—phonemes,
words and statements. The smallest units are phonemes, devoid of meaning.
Combinations of phonemes produce words which refer to particular classes of phe-
nomena. Words combine to form true statements, complex language signs, which
inform the receiver of concrete, actual ewents occurring in the surrounding world.

In summary, we can establish the following general classification of signs based
on their structures and functions:

Signs

< N\

Symptoms  Signals

"

Appeal signals Semantic signals

<N\

Images  Arbitrary signals

/ N

One class Two-class

Non-phonemic Phonemic (language)
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Thus, signs are divided into the following six groups: (1) symptoms, (2) appeal
signals, (3) images, (4) one-class signals, (5) non-phonemic two-class
signals, (6) phonemic two-class signals. All existing evidence indicates that
the order proposed here represents the chronological order in which these types of
signs came into use in the general evolution of organic life. Specialized appeal signals
developed from symptoms, semantic images, from appeal signals, arbitrary one-class
signals, from images, and finally, in human society, these arbitrary one-class signals
developed into two-class phonological systems, i.e., languages.

Upon analysis, we can observe that all the categories of signs described here occur
in speech. Moreover, in the development of the child, these categories of signs do
not appear simultaneously, but, rather, in the same order in which they emerged in
the course, covering millions of years, of the evolution of organic life. Here, in
accordance with the well known developmental tendency, ontogeny, i.e., individual
development, recapitulates philogeny, i.e., the evolution of forms of life on our
planet.

By speech, we mean all the signs produced by the human speech apparatus. All
of these categories of signs interact with one another in speech forming an infinitely
complex set in which the role of particular sign categories varies from moment to
moment. Sometimes one, at other times another of these categories of signs deter-
mines the basic tone of speech, while other categories are relegated, meanwhile,
to a secondary position. Particular categories of signs make their appearance in the
speech of children, and in such a way that the appearance of new categories limits
but does not eliminate the functioning of older categories. As a result, adult human
speech is the richest and most variegated set of signs known.

The first signs which appear in the development of the child’s speech are symp-
toms. A child cries from the moment of birth and this crying slowly becomes differen-
tiated. The principal function of the child’s crying is not at all that of designating,
which at this stage of development has not yet become a separate, specialized func-
tion. In relation to the total psycho-physical organism, the child’s crying is an
integral part of his experience. Affective stimuli make the child cry, which reduces
tension, thus bringing the child relief. In the first phase of his development, the child
is not aware of the effect which his cry has on his environment; he has no conception
of its function as a sign. In this stage, therefore, there is no intentional production
and control of signs. In the first months, the child’s crying is merely a symptom
informing the environment of his psychological and physical state of being. As with
all symptoms, here we have only a receiver (a person in the child’s environment);
as yet, we have no conscious sender. The mother distinguishes various nuances in
the child’s crying, each of which informs her of a different state of his organism.
These symptoms, therefore, form in her mind a certain one-directional code which
does not yet exist in the child’s mind.

This situation changes when the child, between the first and second years of life,
notices that his crying has a certain effect on his surroundings. From that moment,
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he begins to cry intentionally, in order to exert the desired influence on the behavior
of his mother and other persons. Now, his cries constitute appeal signals, which
begin to play a greater and greater role in the child’s speech alongside the former
symptoms, which of course remain. And so it may happen that the child falls down
but, at the moment of falling, does not cry but, instead, looks around to see whether
or not a familiar person is in the vicinity, and only upon seeing such a person, bursts
into tears, which, of course, constitutes an appeal for help directed toward a particular
person, who is expected to change his or her behavior—to run and pick up the child.
Such appeal signals constitute a two-directional code—they involve a sender (child)
and a receiver (person in the child’s vicinity). These appeal signals are specialized,
t.e., separated out from the total reaction of the organism, intentionally produced
by the child, who produces them when he wishes and as he wishes, and, therefore,
must himself receive them.

Toward the end of the second year of life, the development of the normal child
takes a new turn. The child begins to grasp the semantic function of speech; he
notices that certain elements of speech refer to particular phenomena in his surround-
ing world. Imitation constitutes the first means of producing semantic signs under-
stood by the child. The child imitates movements in his surroundings, and, along
with the general variety of movements imitated, appear movements of the speech
organs from which sound imitating acoustical images, onomatopoeia, arise. The
child imitates the sounds produced by humans and animals alike, and, in these
sound images, a certain, as yet undefined, semantic function emerges.

In the further course of development, the child proceeds toward the mastery of
arbitrary semantic signs in which the connection between the acoustical form and
the objective meaning content is based, not on any similarity resulting from imi-
tation, but on an association made at a particular moment of time. The first associa-
tions of this type are made iridependently of a social tradition. In the first sounds
produced by the child, a large role is played by lip compression, developed in sucking.
In this way, complexes arise which are composed of repeating labial sounds occurring
at the beginning of syllables, e.g., mama, papa, baba. These complexes, originally
symptoms, and later appeals for help, food, etc., acquire a semantic function, as
previously described, in the further stage of the child’s development. The child
associates these complexes with those persons whom he most frequently sees, mother
and father. Later on in the child’s development, sounds appear which are associated
with persons in the child’s broader surroundings, like niania (nanny), teta, a childish
form of ciotka (aunt). At this stage, all of these sound complexes are elements of
a one-class system and, as such, cannot be compared with either the words or the
sentences of adult language. They comprise a closed code of semantic signals which,
within the context of certain typical consituations, become associated with parental
functions and with the satisfaction of particular physiological needs of the child,
such as hunger and other natural needs. They are at least partially independent of
social tradition, as evidenced by the fact that they appear in nearly all-the human
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groups in the world. They resemble the systems of cries of gibbons and other mon-
keys, which also constitute one-class arbitrary codes which are not handed down by
social tradition. In all of these cases, certain sounds arise in response to biological
stimuli within the context of particular consituations, thereby becoming associated
with these consituations.

A turning point comes in the child’s life when he begins to adopt the traditional
language of his environment. Heretofore, he has made use of the non-diacritic,
continuous scale of sound features. His voice has been highly flexible and has pro-
duced with ease an infinite number of various transitional sounds fulfilling the func-
tion of symptoms, appeal signals and acoustical images. Once the child understands
the essence of the semantic function, he begins to adopt the language signs of his
social environment, which are based on social tradition, and are, therefore, con-
ventional. The meaning content of these signs is related by convention to only
certain features of their accoustical form, to those features which, by convention,
are diacritic. The continuous scale of sounds now ceases to play a role, for only
certain chosen features of the scale function to separate and distinguish conventional
signs. Such features, which we call diacritic or phonological features, are different,
at least in part, in different languages. In Polish, for example, voicing is one diacritic
feature serving to distinguish words. In Polish, two words can be distinguished on
the sole basis of whether a consonant is voiced or voiceless—e.g., gos¢ (guest) (first
consonant voiced) and kosé (bone) (first consonant voiceless). In the Aztec language
of Mexico, no distinction is made between voiced and voiceless consonants, and,
therefore, words cannot be distinguished on the basis of this feature. In Latin,
duration of vowels, i.e., the difference between long and short vowels, constitutes
a diacritic feature related to differences in meaning—e.g., venit (he comes) (short )
and venit (he came) (long é); in Polish this feature does not constitute a diacritic
difference.

In adopting conventional semantic signs, i.e., in learning the language of his
environment, the child must, first of all, learn to distinguish and produce the dia-
critic features of the adult language which he is learning. This does not, of course,
mean that he ceases to use the continuous, non-diacritic scale of sounds. A certain
state arises, persisting throughout the individual’s lifetime, in which both scales—
diacritic and non-diacritic—are simultaneously made use of on different planes. The
signs of a three-year-old child’s speech, just as those of adult speech, continue to
function as symptoms and appeal signals; there also exist, to a certain extent, ac-
coustical images, or onomatopoeia, which function semantically by virtue of the
similarity between their form and their meaning content. The continuous, non-
diacritic scale, which in everyday speech we refer to as the individual tone of voice
of particular persons at a given moment, continues to function within the realm
of these three categories of signs. At the same time, the child, from the beginning
of the third year of life, begins to use conventional language signs, which make use
of the non-continuous, diacritic scale of accoustical features. This brings about
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a great change in his speech. The hitherto existing infinite ease with which he pro-
duced sounds disappears. Diacritic phonological features which function in con-
ventional signs and which, therefore, must be constantly reproduced, now constitute
the framework of speech. These features, however, represent only certain aspects
of the capabilities of our speech organs. Other aspects, for example, pitch level, are
not included among phonological features and function within the continuous, non-
diacritic scale. The diacritic scale limits, but does not replace, the functioning of
the non-diacritic scale. One scale operates where certain features of sounds are
concerned, and the other scale operates where other features are concerned. The
child gradually learns to use both scales and to coordinate them.

In mastering the phonological features of sounds as well as the entire phonological
system of a language, the child adopts the conventional signs of adults, composed,
as we have seen, of a relatively small number of phonemes arranged in various
orders. By the same token, he enters into communication with his environment, for
conventional signs are two-directional, interchangeable. For the child, however, at
the beginning, these are one-class, indivisible signs. He knows several language
complexes and he knows that in reference to a certain situation each of these com-
plexes refers to a certain objective state of things. Another great task now awaits
him—to analyse these complexes. The first step in this task involves comparing
language complexes with one another. When the child has memorized a sizeable
number of language complexes, he compares them with one another and notices
that a certain part of these complexes are identical, while other parts are different—
e.g., mama idzie (mother is coming) and mama siedzi (mother is sitting) where mama
is the part which these two complexes have in common and idzie and siedzi are the
parts in which they differ. In this way, each language complex can be divided into
two parts. Such analysis concerns both the form and the meaning content of speech
signs, and, as a result of such analysis, each isolated element of form can be associ-
ated with its appropriate meaning content. The child notices, moreover, that the
individual elements of the language complex remain in a particular formal and
semantic relationship to one another, in this way, the child proceeds from a one-
class to a two-class system in which he is able to distinguish the class of simple
signs—words and the grammatical agents by means of which words are combined
to form complex signs, i.e., sentences. Consequently, the hitherto closed system
becomes open, i.e., absolutely unlimited in range. The consituation, indispensable
to the functioning of the closed, one-class system, now ceases to be a prerequisite
for communication, thus enabling signs to refer to phenomena distant in time and
space. At this stage, the child has mastered language, such that in the following
years, it remains only for him to supplement his knowledge with a large number
of details in order to finally mature into a normal partner in conversation.

From the point of view of both species development, or philogeny, and indi-
vidual development, or ontogeny, language—the two-class stmantic conventional
code—is the latest form to appear. Its development rests upon that of the series
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of older codes—symptoms, appeal signals, accoustical images, and one-class signals—
which functioned earlier. These old sign systems do not cease to exist, but, instead,
participate in language in the speech of adults, which constitutes an orchestra of
all types of signs.

Note: Terminology introduced in Chapter 2: Sign—the combination of two phenomena: the
designating form and the designated content. Signs which set the conditions for one another’s
existence constitute a system of signs, i.e., a code. Signs belonging to the same system but differing
from each other, create an opposition within the system. The information channel is the path by
which the form of the sign reaches the receiver. Varying forms of a single code, executed through
different information channels, are called its subcodes. Types of signs: (1) symptoms, which are
signs only for the receiver, (2) signals, which are signs for both the receiver and the sender. Types of
signals: (1) appeal signals, which refer to the emotional content of the receiver, (2) semantic signals,
which refer to phenomena in the surrounding world. Semantic signals can be divided into: (1) images,
which are related to the phenomena designated by virtue of features which they have in common with
these phenomena, (2) arbitrary signals, which are connected with their meaning content on the basis
of a previous association with them. Arbitrary signals can be divided into: (1) one-class arbitrary
signals, the number of which in the system is limited, (2) two-class, complex arbitrary signals, the
number of which is unlimited. Two-class systems can be divided into: (1) non-phonemic, (2) pho-
nemic. Phoneme—a set of simultaneously occurring diacritic features functioning to distinguish and
separate signs from one another. Codes of semantic, arbitrary, two-class phonemic signals are called
languages. What is the relationship among the various types of signs in speech?

CuaPrTER 3. THE HISTORY OF LINGUISTICS

We have defined language as a system of social norms, permanent and abstract,
regulating that category of speech signs which are characterized as semantic, con-
ventional, two-class phonemic signals. The science which is concerned with codes
possessing these properties is called linguistics. Language is an aspect of speech,
and at the same time it is a type of code. In order, therefore, to clearly define the
position of linguistics, it is necessary to discuss those sciences which deal with
various types of signs and various phases of speech.

At the beginning of the 20th century Ferdinand de Saussure proposed the creation
of an independent science—semiology (from the Greek sémefon, ‘sign’)—which
would investigate “the life of signs in the life of society”. This proposal was realized
in the period 1945-1960 owing to the appearance of information theory, formu-
lated primarily by Claude Shannon and Norbert Wiener. Information theory is the
general science of signs which function in the realm of animals, men and machines,’
a science concerned with all forms of information transmission. At its present stage
of development, information theory utilizes primarily methods borrowed from
mathematics, (probability calculus, mathematical statistics, algebra and mathematical
logic), thus representing a field of applied mathematics encompassing the domain
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of signs and information. From this point of view, linguistics represents that part
of information theory limited to the study of language codes. This conception of
linguistics has led, in recent years, to development along the lines of mathematical
linguistics, which constitutes a practical application of information theory to
language research. Although, at its present level of development as regards strictly
deductive methods, mathematical linguistics represents only one of many fields of
linguistics, it is possible that, in the future, information theory, suitably expanded,
will become the general foundation for all research on language.

Connected, in a certain way, with the general science of signs is a group of sciences
concerned with various phases of speech. Phonetics and certain fields of psychology
analyse the processes of speech and understanding. Phonetics studies the sounds
of speech as natural phenomena. It analyses the phonetic possibilities of the human
speech apparatus, describing the behavior of the speech organs during the articulation
of various sounds and classifying them. For linguists, phonetics is an auxiliary
science, the results of which are indispensable to their work. There are three fields
of psychology that are likewise significant for the linguist: (1) animal psychology,
which analyses, among other things, animal communication, (2) psychological
research on speech development in children, (3) the psychopathology of speech,
involving studies of disturbances in speech and understanding resulting from damage
to the cerebral cortex, a phenomenon referred to by the general term aphasia.

As opposed to phonetics and psychology, which investigate the processes of speech,
stylistics and linguistics analyse the products of speech. Stylistics investigates the
extent to which texts represent more than the mere reproduction of language norms
and constitute the result of a choice of forms and their careful arrangement on the
part of the person speaking or writing. Stylistics defines the principles of choice
and arrangement of forms in the texts analysed, principles not included in the set
of language norms and referring exclusively to a certain text or group of texts.
Linguistics, on the other hand, which is our sole concern here, takes as its subject
the system of language norms itself appearing in any given text, but having broader
implications as norms obligatory in the whole society.

Linguistics can be divided into descriptive and comparative 11ngulstlcs De-
scriptive linguistics describes each system of language individually, while com-
parative linguistics compares these systems with one another and classifies them.
Comparative linguistics, so defined can be divided into two fields: historical
linguistics, concerned with the historical classification of languages according to
the degree to which they are of common origin, and typological linguistics,
which classifies languages according to their structural similarities. These three fields
of linguistics, i.e., descriptive, historical and typological, will be discussed individ-
ually, but first, we will present a short history of these sciences.

The earliest systematic investigation of lénguage developed in India around
500 B.C. There, it was believed that the recitation of sacred hymns from the Vedas
fulfilled their religious-magical function only when performed with absolute linguistic
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accuracy. Thus, the need arose for defining the rules of correct speech, and this
became a stimulus to phonetic investigations. Hindu phoneticists made use of visual
and tactile observation of the speech organs during the articulation of sounds and,
on-this basis, arrived at sophisticated descriptions of the articulation of particular
sounds as well as a consistent system for classifying them.

In time, phonetic observations led to the theoretical formulation of language
problems. As early as the 5th century B.C., PATANJALI introduced the term sphota
meaning a sound form functioning as a sign. The smallest element of this designating
form is defined as a varna-sphota-, ‘letter-sound’ and is clearly distinguished from
dhvani-, ‘speech-sound’—which is equivalent to the present-day distinction between
phonemes and sounds. Hindu grammarians described varna-sphota as an element
devoid of independent meaning but nevertheless possessing a certain designating
function in so far as its substitution by another element of the same type sometimes
produces a completely different word, and failure on the part of the listener to hear
this element, may prevent him from understanding the meaning of the word.

In the 5th century B.C. in India, the sacred language, Sanskrit, disappeared from
daily use, at the same time remaining as the vehicle for all intellectual life. Sanskrit
had to be specially learned and, therefore, in order to facilitate such study, descrip-
tive-normative grammars began to be compiled, describing not only how the language
was in fact spoken, but also, how it should be spoken. A synthesis of these various
compilations was worked out by PANINI, who probably lived in the 4th century
B.C. and who included in his grammar nearly four thousand short rules to be memo-
rized. In Sanskrit, the word for grammar is vydkarana-, ‘division’, ‘analysis—which
fact alone indicates that the main concern of grammar was the morphological
analysis of the word, breaking it down into the smallest units possessing an independ-
ent meaning value, that we term morphemes. In his investigations into the nature
of morphemes and their designating function, Panini outdistanced all his predecessors.
The further development of grammar in India involved primarily popularizing
Panini’s work.

Another center of language investigations in antiquity was Greece. In the 4th
and 5th centuries B.C., Greek philosophers were concerned with the question of
the relation of words to things. Two theories existed. One theory considered this
relationship a natural one (physei), while the other theory considered it conventional
(thései). The first group were followers of HERACLITUS of Ephesus (540-480 B.C.),
and the second, of DemocriTUSs of Abdera (460-370 B.C.) Followers of the theory
of natural connection between words and things understood words as necessary
reactions of human nature to feelings and sense impressions, as in coughing, scream-
ing and moaning. Followers of the theory of conventional connection, on the other
hand, claimed that there is no necessary connection between the form of the word
and the thing to which it refers, but that chance (¢ykhé) alone gave a given thing
its name, and that a contract or convention (#4ésis) agreed upon by the members
of society established these meanings as permanent. The dialogue of PLATO (428-
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348 B.C.), Cratylus, in which the author confronts both traditional theories, re-
presented a step forward in the development of notions about language.

The formulations of EpICURUS (341-270 B.C.) constitute the most important
attempt in antiquity to reconcile these two theories. He distinguished two periods
in the development of language—the first natural, and the second conventional.
In the first period, words arose as automatic reactions of the human speech organs
to certain feelings and impressions. Only in the next period did causal factors in
social and intellectual life begin to play a role. In order to avoid ambiguity, each
tribe established conventional meanings for the particular words which had arisen
as spontaneous reactions and, in addition, introduced names for abstract notions
existing only in the mind. The theory of Epicurus was not generally accepted. In
antiquity, the conventional theory triumphed.

In the 5th and 4th centuries B.C., alongside the problem of the relation of words
to things, emerged the problem of the structure of words themselves. Democritus,
Plato and Aristotle (384-322 B.C.) developed the view that language is composed
of indivisible sound units, devoid of meaning of their own, but capable of com-
prising meaningful series, i.e., words and sentences. Such a unit was called a stoikhefon,
‘prime element’, equivalent in meaning to our phoneme. According to Plato, human
speech cannot be understood unless a definite number of individual stoikhefa is
distinguished in the infinitely indivisible stream of sounds produced by the human
voice, and, at the same time, we cannot recognize a single stoikheion without recog-
nizing them all. In this notion can be detected, in embryonic form, the concept of
the phonological system.

In the second period of development of Greek linguistics, in the 3rd and 2nd
centuries B.C., problems of language were the concern primarily of Alexandrian
philologists—who confronted such problems in connection with the editing of classical
Greek texts—and philosophers of the school of Stoicism in Athens, on Rhodes,
and in Pergamum—who studied language within the framework of their broad
notion of logic. Two schools of thought arose, the analogists and the anomalists.
The Alexandrian philologists were adherents of the first school, while the Stoics
were anomalists. The terms analogia, ‘proportionality’, and awnomalia, ‘irregular-
ity’, come from mathematics and were introduced by the principal founder of the
school of Stoicism, CHRYsipPUS of Soli (282-208 B.C.) for solving grammatical-
logical problems. In the following generations, however, these two terms became
the focal points of two different concepts of language. The Alexandrian analogists
held the view that regularity prevails in language, as attested by the total agreement
between logical and grammatical categories. According to the anomalists, on the
other hand, options obtain in language, and in many cases grammatical and logical
categories do not correspond to one another. The analogists understood language
as a system of proportional relations, a notion which constitutes an embryonic
form of the modern concept of the language system. The anomalists, on the other
hand, occupied themselves primarily with criticism of the oversimplified concept
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of this system as presented by the analogists. The analogists claimed that given
word endings always refer to certain conceptual categories. The anomalists con-
tested this view by pointing out various exceptions. This in turn forced the analogists
to define those classes of words in which given endings are exponents of given
categories. In this way, they proceeded to establish categories of noun and verb
inflection and to specify the words which are inflected in the different ways represented
by these categories. Thus modified, the analogists’ theory gained general recognition.

In Greece, those views which treated langunage as contractual, conventional,
proportional and systematic triumphed. Only at this stage could grammar develop.
The first formulation of grammar was accomplished by DioNysius of Thrace (170-
90 B.C.) around 100 B.C. in a work entitled The Art of Grammar (Tékhné Gram-
matiké'). His views were developed and supplemented by the greatest of Greek
grammarians, APOLLONIUS Dyscolos (‘The Crabbed’), who lived in the first half
of the 2nd century A.D. In his principal work, On Syntax (Peri Syntdkseds), he
presented the foundations of Greek syntax.

The true concern of Greek grammatical investigations was the function of words
in a sentence, a subject most thoroughly embodied in their theory of the parts of
speech. We can follow the gradual elaboration of this theory in the writings of Plato,
Aristotle, Dionysius of Thrace and Apollonius, the ultimate form of which has been
preserved, with slight changes only, to the present day. The Greek theory of parts
of speech is based on three criteria. First, Apollonius presented the criterion of
inflection, dividing words into non-inflected and inflected, and further dividing the
latter category into declension according to case and conjugation according to
person. The remaining parts of speech were defined on the basis of a syntactic
criterion, i.e., the rules governing their use in the sentence, (adverb, preposition,
conjunction), and on the basis of a semantic criterion, i.e., their meaning (e.g.,
dnoma ‘name’).

The tradition of the Greek school of grammar was carried on in Byzantium up
until the middle of the 15th century; two other schools of grammar as well, the
Latin school—which developed from the 2nd century B.C.—and the Judeo-Arabic
school—which flourished between the 7th and the 12th centuries A.D.—owe their
origin to the influence of the Greek school. Of these three medieval schools of gram-
mar, the most vital was the Latin school. In the 13th century, on the basis of the
tradition of these schools, the development of grammars for individual modern
European languages began. The first work dedicated to Polish orthography was
written by Jakub PArkoszowic around 1440, and the first Polish grammar was
published by Piotr STATORIUS-STOJENSKI in 1568. Russian Grammar, published by
Lomonosov in 1755, was of critical significance to the development of literary
Russian.

In the 16th century, the European school of linguistics absorbed the traditions
of the Latin, Greek and Hebrew schools and, in the 17th century, with this tradition
as a foundation, General Grammar was compiled, published in Paris in 1660 and
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based on materials from French, Latin, Greek and Hebrew. This grammar confronts
the similarities existing among these languages, analysing them by means of logical
schemes.

Despite its many faults, General Grammar must be considered a manifestation
of concern with certain problems reaching back into antiquity and leading, in time,
to the creation of comparative linguistics. Quintilian, a Roman orator of the Ist
century A.D., compared the linguistic properties of Latin and Greek. Jewish gram-
marians of the 10th and 11th centuries confirmed the affinity of the Hebrew, Arabic
and Arameic languages, which constitute the nucleus of the Semitic language family.
In the 16th century, the notion of the Romance, Celtic, Germanic and Slavic language
families was established. In 1556, in the Polish Courtier (Dworzanin Polski), Lukasz
Gornicki correctly determined the composition of the Slavic language family. In
the 17th century, the affinity of the Ural-Altaic languages was hypothesized. In the
18th century, interest in linguistics developed in the entire world, a phenomenon
which to a great extent can be credited to G.W. LmBniz (1646-1716), who en-
couraged the study of living languages. In 1786 William JONEs discovered the affinity
among Sanskrit, Greek and Latin, at the same time suggesting that the Gothic,
Celtic and Old Persian languages also belong to this group. Thus, in skeletal form,
the concept of the Indo-European family of languages originated. In 1800-1805 in
Madrid, L. HervAs published his Catalogue of Languages and Nationalities (Catdlogo
de las lenguas de las naziones conocidas), in which he compares the vocabulary of
three hundred languages. He was the first to establish the affinity of the languages
of the large Malayo-Polynesian family. In the beginning of the 19th century, the
Bantu family in Africa, the Sino-Tibetan family in East Asia and the Dravidian family
in India were discovered. The horizons of linguistics were immeasurably broadened;
but this fact in itself is not what is most important to us. The mere claim that a
relationship exists in a certain group of languages does not constitute comparative
linguistics. Comparative linguistics makes its debut as a science only when the process
of comparison takes on a methodological form, which did not occur until the
beginning of the 19th century.

Many factors contributed to this development. The most important was the
development, in the course of the 18th and 19th centuries, of the concept of evolution,
which transformed both nature and society. The second factor in the development
of comparative linguistics was the introduction into Europe, at the end of the 18th
and beginning of the 19th century, of Sanskrit and Indian literature on linguistics.
Europeans were quick to adopt the significantly superior methods of linguistic
description used by Indian grammarians. Moreover, they procured superbly prepared
Sanskrit linguistic materials, which could be compared with historically related
Greek and Latin materials. Franz Bopp (1791-1867) took a decisive step in this
field when, in 1816, he published a book entitled On the System of Sanskrit Conjugation
as Compared with Greek, Latin, Persian and Germanic Systems (Uber das Conjugations-
system der Sanskritsprache in Vergleichung mit jenen der griechieschen, lateinischen,
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persischen und germanischen). The essence of Bopp’s accomplishment lies in the fact
that he compared whole systems of language forms, i.e., all the conjugations of verbs,
and not single words lifted from the language as a whole, as had been practiced to
this time.

While Bopp introduced the notion of system to historical linguistics, it was Wilhelm
von HuMBOLDT (1767-1835) who applied this notion in his study of types of language
structures. In the years 1836-1840, his principal work, On the Kavi Language on
the Island of Java (Uber die Kawisprache auf der Insel Jawa), appeared, the introduc-
tion to which was the superb treatise, On the Variety of Language Structure and
its Influence on the Spiritual Development of Man (Uber die Verschiedenheit des
menschlichen Sprachbaues und ihren Einfluss auf die geistige Entwicklung des
Menschengeschlechts). Humboldt introduced the notion of internal language struc-
ture (innere Sprachform), which is the equivalent of our concept of language system.
This structure appears, in the first place, in the grammatical categories of language,
the relation of which to lexical elements varies from language to language. On the
basis of these investigations, Humboldt worked out a typology of languages which,
with only minor changes, maintained its authority throughout the 19th century.
Humboldt distinguished the following types of languages: isolating languages (e.g.,
Chinese), in which lexical and grammatical elements are completely separate, aggluti-
native languages (e.g., Turkic), in which lexical and grammatical elements are
combined mechanically only, incorporating languages (e.g., American Indian
languages), in which the verb form contains the exponent of person of the direct
object as well as of the subject, and inflected languages (e.g., Indo-European), in
which grammatical categories are expressed by word endings.

The further development of linguistics proceeded along the lines of historical
studies of particular language groups. Germanic philology took the lead. In a work
entitled Studies of the Origin of the Old Nordic or Islandic Language (Undersogelse
om det gamle nordiske eller islandske sprogs oprindelse), published in 1818, Rasmus Kris-
tian RAsKk (1787-1832), a Dane,compares the lexical materials and grammatical system
of Old Islandic with other Germanic languages, with Slavic, Lithuanian and Latvian,
and with Greek and Latin, establishing the primary phonetic equivalence and the
affinity of all these languages. His work was carried on by Jacob GrRiMM (1785-1863),
author of German Grammar (Deutsche Grammatik), essentially a comparative
grammar of Germanic languages. In the second edition of the first volume of this
work, in 1822, “Grimm’s Law” appears, the first law of phonetics, which deals
with the evolution of the Germanic consonant system. This law became a model
for later investigators and, in particular, for August Potrt (1802-1887), author of
the first etymological dictionary of Indo-European languages (1830-1836), the true
founder of the comparative phonetics of these languages.

The studies of August SCHLEICHER (1821-1868) represent the peak of the first
period of development of comparative linguistics (1816-1870). Bopp had already
laid the groundwork for the comparative grammar of Indo-European languages,
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his work being primarily dedicated to the problem of the genesis of the inflection
system. Another work, entitled Compendium of the Comparative Grammar of Indo-
European Languages (Compendium der vergleichenden Grammatik der indo-
germanischen Sprachen) was published in 1861 by Schleicher. The most important
part of this work is a phonetic system which makes use of a large number of sound
rules. Schleicher introduced the method of reconstructing the sounds and forms
of the proto-language, a method accepted, with minor modifications, by his successors.

In the second stage of development of comparative linguistics (1870-1914), the
most significant school was that of the Neo-grammarians, which originated in
Leipzig and gradually embraced all the countries of the civilized world. In Germany,
this school was represented by Karl BRUGMANN (1849-1919) and Berthold DELBRUCK
(1842-1922)—who, following Bopp and Schleicher, produced the third elaboration
of Comparative Grammar of Indo-European Languages (Grundriss der vergleichenden
Grammatik der indogermanischen Sprachen; 1893-1900)-—and Hermann PAuL, author
of Principles of Historical Linguistics (Prinzipien der Sprachgeschichte; 1880), in
which he formulated the school’s program of investigation. In France, work similar
to that of the Neo-grammarians was carried on by Antoine MEeILLET (1866-1936),
author of Introduction to the Comparative Study of Indo-European Languages (Intro-
duction a I’étude comparative des langues indoeuropéennes). The principal Neo-gram-
marians in Poland were Jan Lo§ (1860-1928) and Jan RozwADowsKr (1867-1935),
and in Russia, F. F. FORTUNATOV, A. A. SacHMATOV and A. 1. SOBOLEVSKW, active
at the end of the 19th and beginning of the 20th centuries.

The work of the Neo-grammarians was characterized by psychologism and
historicism. Like Paul, they considered language norms a fiction; for them, true
language exists only in individuals. They believed that there does exist in the sub-
consciousness of individuals, however, a permanent set of memorized language
forms related by a system of associations enabling it to function and constantly
creating, by analogy, new forms and sentences. This subconscious language system,
because it is to a great extent independent of consciousness, functions automatically,
undergoing a gradual evolution which the Neo-grammarians attributed to three
main phenomena: the fact that phonological laws function without exceptions, the
functioning of analogy, and borrowings. The Neo-grammarians held the view that
the designating function of language has no influence on its evolution, which proceeds
mechanically, in accordance with laws which, like natural laws, are without exception,
but which, unlike natural laws, are not universal. In a given region, at a given period,
one sound, having a given position within a word, becomes transformed into another
sound in all words, without exception. After the functioning of such a phonological
law has expired, in the next period of the language’s evolution, new forms may
arise through analogy or borrowing, which do not agree with the expired phonological
law. These exceptions are apparent only, since they did not exist in the period when
the law was in function.

Two scholars, Jan BAUDOUIN de COURTENAY (1845-1929), the greatest Polish
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linguist, and Ferdinand d= SAUSSURE (1857-1913), the greatest linguist of France
and Switzerland, developed a perspective on language problems completely differing
from that of the Neo-grammarians, their contemporaries. While the Neo-grammarians
were solely concerned with the evolution of language, these two scholars confronted
the question—what is language and what is its relation to the total phenomenon
of speech. They were influenced by each other’s research in this area. In his treatise
entitled Reflections on the Original Vowel System in Indo-European Languages
(Mémoires sur le systéme primitif de voyelles dans les langues indoeuropéennes),
published in 1879, de Saussure presents the problem of the language system and
defines the phoneme (from the Greek pho:néma, ‘sound’) as an element of the phono-
logical system of the proto-Indo-European language capable of being distinguished
from all other elements of the system. This concept was accepted by Baudouin
and his student at the University in Kazan, Mikolaj Kruszewski (1851-1887).
Baudouin introduced the distinction between two aspects of language—its static
aspect, encompassing the relationship among simultaneously existing elements of
language, and its dynamic, evolutionary aspect. Baudouin included phonemes among
the static elements of language, at the same time emphasizing the difference between
the physical nature of sounds and their role in the mechanism of language. A sound
is a physical sound; a phoneme is a sound which is connected with the meaning
of words, an indivisible element of a system. Baudouin presented a synthesis of his
ideas in a treatise entitled An Hypothesis Concerning Phonetic Alternation (Préba
teorji alternacji fonetycznych, Krakow, 1894).

The views of Baudouin and Kruszewski, in turn, influenced de Saussure, who
formulated his new perspective in lectures at the University in Geneva in the years
1906-1911. These lectures, entitled 4 Course in General Linguistics (Cours de lingui-
stiqgue générale) were published posthumously in 1916. De Saussure distinguishes
language (langue) from speaking (parole) as two separate components of speech
(langage). According to him, language is “the social part of speech, external in relation
to the individual, who is able neither to create it nor to change it. Its existence is
solely dependent upon a kind of contract agreed upon by the members of society.”
In contradistinction to language, which is the social and essential part of speech,
speaking is the individual and more or less accidental part. A science of speech,
therefore, must be divided into two completely different disciplines: a linguistics
of language, which investigates language, a social creation, and a linguistics of
speaking, which analyses the individual aspects of speech, i.e., speaking and pho-
nation.

“Language—according to de Saussure—is a system of signs which express ideas
and, as such, can be compared with writing, with the deaf-mute alphabet, with
military signs, etc. Language is simply the most important of these systems. Thus,
we can consider the creation of a science which will investigate the life of signs in
the life of society”. De Saussure called this science semiology from the Greek sémeion,
‘sign’. The purpose of this science was to define the essence of signs and the rules
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governing them. Linguistics would constitute one aspect of this science. As stated
above, de Saussure’s proposals have been realized in present-day information theory.

In laying the foundation of linguistics, de Saussure divided linguistics into two
parts, synchl;onic and diachronic. “Synchronic linguistics is to be concerned with
the logical and psychological relations which connect the simultaneously existing
elements of language constituting the system, such elements as those presented to
the collective consciousness. Diachronic linguistics, in contrast, is to concern itself
with the investigation of relations connecting the elements of language that succeed
one another in time and are not perceived by the collective consciousness, elements
which, when substituted for one another, do not constitute a system.”

The idea of value constitutes the basis of de Saussure’s concept of the language
system as described by synchronic linguistics. De Saussure underscores the fact
that the range of a word’s use, or its value, is determined by the limits imposed on
it by the ranges of use of neighboring words. In this way, the value of each word
is determined by its opposition to other words. It is this interdependence among
the values of words which transforms them all into a uniform language system, and
that which pertains to the content of words, pertains to their form as well. “It is
not sounds in themselves which give words their meaning, but phonetic differences
enabling us to distinguish a given word from all others—for it is with these phonetic
differences that meaning is connected.”

The publication of de Saussure’s Course in General Linguistics (1916) marks the
beginning of the third stage in the development of comparative linguistics, which
reaches up to the present day. The two trends of investigation continue: historical
linguistics as represented by the Neo-grammarians and descriptive linguistics as
formulated by de Saussure and Baudouin, but their relative importance has changed,
becoming opposite to what it was in the second period. Now, historical studies
retreat to a subordinate position and, beginning with the end of the First World
War, the central problem of linguistics becomes the question of the structure of
language, thus the name structuralism. Several phases can be distinguished in
its development.

In the period between the wars, the greatest activity was manifested by the Prague
school, the principal representatives of which were N.S. TruBeckor (1890-1939)
and R. JAKOBSON (born 1896). This school, having achieved a synthesis of the views
of de Baudouin de Courtenay and de Saussure, concentrated on the development
of phonology and related fields. Trubeckoj’s Foundations of Phonology (Grundziige
der Phonologie), published posthumously in 1939, embodied a synthesis of the Prague
school’s achievements. Trubeckoj began his investigations with a distinction between
two basic functions of speech sounds in intellectual communication: the distinguishing
function, which involves the differentiation of words from one another, and the
delimiting function, which involves separating words from one another in the stream
of speech. Analysing the first of these functions, the author claims that any pheno-
menon may be distinguished from another only when it constitutes, by virtue of
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some feature, a contrast or opposition to that other phenomenon. The distinguishing
function, therefore, can be fulfilled by an acoustical feature only when this feature
is in contrast to some other acoustical feature, i.e., when it is a member of an acous-
tical opposition. Trubeckoj called such acoustical oppositions, which in a given
language distinguish two words having different semantic contents phonological
oppositions. Each member of such an opposition can be a short phonological unit
(e.g., a:i) or a long one (e.g., kos¢.gosé). The shortest phonological unit, i.e., that
which in a given language cannot be further divided into shorter phonological
units—is a phoneme.

Any feature of a phoneme is determined by the existence of another phoneme
distinguishable from the first by virtue of that feature alone, and capable of filling
the same position in relation to other phonemes. Thus, for example, the distinguishing
quality of voiced b in Polish is determined by the existence in that language of the
phoneme p differing from b by virtue of the single fact that it is voiceless and capable,
like b, of appearing before the vowel in words having different meanings—compare
the following oppositions of these phonemes: byf:pyl, basy:pasy. A phoneme is
a set of features each of which is determined by its opposition to a contrasting feature
in some other phoneme. In this way, phonemes form a coherent system of acoustical
oppositions, which we call the phonological system.

The features differentiating the members of an opposition can also be characterized
by their number in the opposition. From this point of view, three types of opposition
may be distinguished: privative, gradual, and equipollent.

Privative oppositions are based on the presence or lack of a single feature. To this
category belong oppositions between Polish voiced and voiceless consonants b:p,
d:t, g:k, etc., in which the voiced consonant, which possesses the distinguishing
feature is the marked member of the opposition, while the voiceless consonant,
which does not possess this feature, is the unmarked member. Gradual oppositions
are those in which the members are opposed to one another on the basis of differing
degrees of intensity of a particular feature. They form a chain of several oppositions
in the members of which a certain feature appears in greater and greater intensity.
The opposition of the vowels u:0:a, for example, constitutes such a chain in respect
to the degree of volume, from the minimum degree of intensity of this feature in
the vowel u, through the medium member o, to the maximum member a. Equi-
pollent opposition is based on the contrast between two logically corresponding
features the first of which appears in one and the second in the other member of
the opposition. We have, for example, the opposition of Polish labial and laminal
consonants of the type p:t, b:d, etc.

The second field intensively studied by Trubeckoj and the entire Prague school
is morphology, the study of vowel and consonant alternations within a given element
of a word—e.g., Polish rek-a:recz-ny:rec-e, alternations ¢:q and k:cz:c.

The work of Karl BUHLER, professor of the University in Vienna and author of
Theory of Language (Sprachtheorie. Die Darstellungsfunktion der Sprache; 1934), was
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close to that of the Prague school. The author begins his exposition by establishing
four axioms of linguistics. The first axiom states that the most complete form of
the concrete phenomenon of speech is communication, in which one person informs
another person about something. This act presupposes the existence of four ele-
ments—a sender, a receiver, a phenomenon constituting the meaning content of the
sign and phenomena, normally acoustical, perceivable by our senses, i.e., the form
of the sign. Next, the author describes the inter-relationship among these four
elements, which will be presented at the beginning of Chapter 4. Axiom two presents
a definition of the sign. According to Biihler, a sign is a physical phenomenon which
stands in place of something else; not all of a sign’s features, however, serve this
function, but only certain of them, abstracted from the whole. Consequently, each
sign may be considered in its entirety as a physical phenomenon (from the point
of view of phonetics) or as a set of abstracted features pertinent to the semantic
function (from the point of view of phonology). Axiom three distinguishes four
aspects of the phenomenon of speech, which, in somewhat revised form, was presented
in Chapter 1. Finally, axiom four describes one-class and two-class sign systems
(cf. Chapter 2). Biihler divides words into referential and denoting words, which
will be more fully discussed in Chapter 6.

The tradition of the Prague school was carried on and developed by Roman
JAKOBSON in the Scandinavian countries during the Second World War and, after
the war, in the United States (professor at Columbia University, presently at Harvard
University). Among his enormous number of works—collected in Selected Writings
(Vol. 1, including papers in the field of phonology, was published in the Hague
in 1962)—those treating the problem of phonological opposition, in which Jakobson
modified and further developed Trubeckoj’s concept, were most influential. In his
book entitled The Language of Children, Aphasia and General Phonological Laws
(Kindersprache, Aphasie und allgemeine Lautgesetze, Uppsala, 1942) Jakobson
distinguished between primary and secondary elements of the phonological system.
Primary phonemes are those which are clearly differentiated from one another, as
a result of which, the oppositions obtaining between them are easier to discern
(i:a, p:t, 1:n). Consequently, primary phonemes and the primary oppositions connec-
ted with them are the first which the child adopts when learning language and the
last to disappear in the progressive disintegration of an individual’s language in
the course of the speech disturbance known as aphasia (aphasia is caused by damage
to certain centers in the cerebral cortex); these primary phonemes, moreover, appear
in nearly all the languages of the world. Secondary phonemes and their oppositions—
e.g., Polish (a:q, s:5z), appear late in the child’s speech, disappear in the first stages
of aphasia, and are found in only certain languages. These concepts are of great
significance to typological linguistics. Certain other ideas of Jakobson, presented
in Preliminaries to Speech Analysis (1952, in cooperation with G. Fant and M. Halle)
and Fundamentals of Language (1956, in cooperation with M. Halle), are also of
significance for investigations in this field. According to Jakobson, all phonological
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oppositions occurring in all the languages of the world are binary, i.e., they are the
result of a contrast between features. The first of these features are sound, or
acoustical, features; they must be described, therefore, not only in terms of articula-
tion, as practiced in the past, but also, and above all, in terms of acoustics. Thus,
we must describe not only the movements of the speech organs during the articulation
of a given feature of sound, but also the properties of that feature of sound itself,
the properties of the sound waves transmitted from the sender to the receiver.
Jakobson divides all binary oppositions, comprising the phonological systems of
all the languages of the world, into twelve types, each of which involves the contrast
between two mutually exclusive acoustical features, e.g., vowel : non-vowel, con-
sonant : non-consonant, voiced : voiceless, nasal : non-nasal, etc. Each phoneme is
a set of several such features, which contrast with the features of other phonemes.
The set of types of acoustical opposition is different in each language. Thus, the
variety among languages.

Toward the end of the period between the First and Second World Wars, Copen-
hagen became the second center, along with Prague, of structural linguistics. This
school is represented by Louis HiELMSLEV (1899-1965), professor at the University
of Copenhagen since 1937, editor of the periodical 4cta Linguistica, and author of
Principles of General Grammar (Principes de grammaire générale, 1928), Category
of Cases (La catégorie de cas, 1,1935; 11, 1938), Prolegomena to the Theory of Language
(Omkring sprogteoriens grundlaeggelse, 1943) and Linguistics (Sproget, 1963). Hjelm-
slev’s theory is based on a completely new notion of the proper subject of linguistics
perhaps most clearly presented in an article entitled “Language and Speaking”
(“Langue et Parole”: Cahiers Ferdinand de Saussure, 11,1942, pp. 29-44). In analysing
the meaning of the term “language” (langue) as used by de Saussure, Hjelmslev
concludes that this term includes three different concepts: (1) the language scheme,
i.e., the pure language form defined independently of its social realization and
physical manifestation, (2) the language norm, i.e., the material form defined by
its social realization but independent of particular manifestations, (3) the language
custom, i.e., a set of customs accepted by a particular society and defined by observ-
able manifestations.

Thus, the French r, for example, may be defined in three ways, depending on
whether we look at it from the perspective of the scheme, the norm, or the custom
of the language. From the first point of view, we can say no more than that r is
a consonant, i.e., a non-syllable-forming element which must accompany a syllable-
forming vowel. In addition, we may say that, in French, r is a consonant which
stands at the beginning and at the end of words and, in consonant groups, always
next to a vowel. Here, we have defined r only in respect to its position in broader
structures, i.e., in syllables and words, in terms of its distribution in these words
and syllables; we have not, however, attributed any positive features to the French r.
In this treatment, r is merely an abstract element of the communication system,
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element which may be expressed by a sound, by a written letter, by a gesture, etc.,
and which remains the same abstract element of the language scheme.

From the perspective of the language norm, the French r may be defined as a rolled
sonant. The mouth is half open and the air stream escaping from it is interrupted
at infinitely short intervals. Here, we have to do with positive features, but we take
into account only those distinctive features serving to differentiate words.

From the point of view of the language custom of the French r, it is defined as
a voiced rolled sonant and is articulated by an interrupted stream of air from the
vibration of the uvula, which constitutes the end of the soft palate in the back part
of the oral cavity or—more rarely—by the vibration of the tip of the tongue in
contact with the gums. In both cases, the vibration of the speech organs alternately
close and open the oral cavity, interrupting, in closing, the air stream. Here, we
have all of the features which are found in customary French pronunciation.

Apart from these three notions—language scheme, language norm and language
custom—which are encompassed by de Saussure’s concept of language (langue),
Hjelmslev introduced the notion of the individual act, corresponding to de Saussure’s
concept of speaking (parole). Hjelmslev points out that there is a close connection
between a concrete individual act of articulation and the language custom, which
together form the material side of language, as opposed to the non-material side,
as represented by the language scheme. Hjelmslev considers the notion of norm,
however, to be, in practise, dispensable.

Hjelmslev’s formulation facilitates our understanding of the differences between
two important currents in contemporary linguistics. The first is represented by the
Prague school (Trubeckoj, Jakobson and their followers in various academic centers),
the second, by the structuralists, inspired by Hjelmslev. Both of these linguistic
schools are based on the concept of language system. They define this language system
somewhat differently, however. The Prague school conceives of language as a system
of social norms which are realized in individual processes of speaking. These norms
are material to the extent that they define those sound features that are indispensable
to communication, to the differentiation and separation of words, e.g., the particular
quality of voiced z which is necessary in Polish for distinguishing words of the type
koza:kosa. For structuralists of the Copenhagen school and related schools, on
the other hand, the language system is a non-material scheme, capable of being
realized in various media: in sounds, as in speech, and in graphic form, as in writing,
etc. The difference between these two currents in language is not a fundamental
one. It does not prevent scientific collaboration, and many linguists take into
consideration in their research both the language scheme and the language norm.

Another position, to a certain extent intermediary between those of the Prague
and Copenhagen schools, is held by certain investigators in other centers: in Poland,
Jerzy KuUryLowicz—cf. papers included in the collection Linguistic Sketches
(Esquisses linguistiques, 1960)—and in France, André MARTINET—author of The
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Economy of Phonetic Changes (L’économie des changements phonétiques, 1955) and
Elements of General Linguistics (Eléments de linguistique générale, 1960),

In recent years, the American school, created in the period between the First
and Second World Wars by E. SAPIR (principal work: Language, 1921) and L. BLooM-
FiELD (Language, 1933), has became significant. In the post World War II period,
American structuralism is represented by Z.S. HARriS, G. TRAGER, K. L. PIKE,
Ch. Morgris, and, in the last decade, by U. WEINREICH (Languages in Contact:
findings and programs, 1953), N. CHOMSKY (Syntatic Structures, 1957) and Ch. F.
Hockett (4 Course in Modern Linguistics, 1958).

The newest trend in linguistic investigations, already mentioned at the beginning
of the previous chapter, is mathematical linguistics, carried on primarily in the
United States, France, and the Soviet Union. Two factors were of primary importance
in its development. The first was Hjelmslev’s concept of the abstract language scheme.
The elements of this scheme, completely lacking in material features, remain in
quantitative relationships to one another, as a result of their frequency in the
anguage system, or in a text, and these relationships may be determined statistically.
The second factor was the development of cybernetics (from the Greek kybernetes
‘steerman’), a field of technology dedicated to the construction of automatons which
perform complicated functions. The construction of translating machines, e.g., from
Russian into English, or vice versa, is of the greatest significance for linguistics.
Mathematical linguistics proceeds on the assumption that these translating machines
are constructed and function in a way somewhat similar to that of the human brain,
and that, therefore, experimentation with them may constitute a basis for conclusions
concerning the processes of speaking and the structure of language.

Mathematical linguistics has come to be divided into two trends—statistical and
algebraic—both combining purely linguistic questions with problems of logic,
mathematics, physics and technology. The main effort of linguists consists in exploiting
technical and mathematical achievements in order to enhance our knowledge of
purely linguistic phenomena. Today, mathematical statistics is widely used in dealing
with such language problems as describing the distribution of language elements
in a text or dictionary, studying the individual language features of various authors,
and dealing with certain questions concerning the typology of languages. A great
role in the evolution of language has been played by the tendency of speech pheno-
mena to be realized by the least possible effort; this tendency is presently being
investigated by mathematical methods. The principal representatives of mathematical
linguistics are: G. K. ZipF (Human Behavior and the Principle of Least Effort, 1949),
B. MANDELBROT (Logic, Language, and Information Theory.—Logigue, langage et
théorie de Dlinformation, 1957, in cooperation with L. Apostel and A. Morf),
P. GUIRAUD (Problems and Methods in Linguistic Statistics.—Problémes et méthodes
de la statistique linguistique, 1960) and G. HERDAN (The Calculus of Linguistic
Observations, 1962). Certain problems which have been elaborated by mathematical
linguistics will be described in Chapters 5, 14, and 15. '
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Note: The position of linguistics as a science: Information theory (semiology)—a science concerned
with all types of signs and forms of information transmission. One branch of information theory is
the theory of speech, which is limited to the study of signs occurring in vocal communication among
people. Speech includes four phases, which are analysed by the various sciences representing branches
of the theory of speech. The psychology of speech, one of the branches of general psychology,
investigates those processes occurring in the brain and nervous system which are involved in speaking
and understanding. Today, cybernetics, the theory of automatons, is also concerned with these
processes. The psychological aspects of the speaking process, the movements of the speech organs
and the sounds resulting from these movements, is analysed by phonetics, a field known as experi-
mental phonetics when it makes use of mechanical equipment. Acoustics, a branch of physics,
studies the structure of sound waves transmitted from the sender to the receiver. A whole series
of sciences study the third phase of speech, the text. Philology is the theory of defining and inter-
preting texts, The purpose of philology is to recreate the original form of a text to define the function
of its elements in the process of communication, and to establish the text’s history. Stylistics in-
vestigates the language structure of a text by determining the principles of choice and arrangement
of forms appearing in it, principles not included in the set of language norms. All of the texts studied
by philology and, in practise, by stylistics, and which form the basis for linguistics, are written texts,
Forms of writing and their distribution in time and space—the history and evolution of writing—
constitute the subject matter of paleography. Graphology, on the other hand, analyses individual
characteristics of handwriting, relating them to psychological characteristics of individuals. The
fourth and final phase of speech, i.e., language—a system of permanent, social and abstract norms--—
is the realm of linguistics, which is divided into descriptive and comparative linguistics. Descriptive
linguistics describes each language system individually, just as it functions in a given social group.
Normative grammar presents the language system as a model for imitation on the part of speakers.
There are two branches of comparative linguistics, historical and typological. Historical linguistics
compares languages in respect to the degree to which they are of common origin, while typological
linguistics compares languages in respect to their structural similarities. Through what developmental
stages did these various branches of linguistics pass?



PART II

DESCRIPTIVE LINGUISTICS

CHAPTER 4. COMPONENTS OF THE LANGUAGE SYSTEM

Human speech fulfills three basic functions: expressive, impressive, and semantic.
The expressive function of speech characterizes the sender, informs us about
him. We recognize the sex, age, emotional state, social class and education of the
person speaking by his tone of voice and manner of speaking. Someone is speaking
in the adjoining room—1I recognize by the voice that it is my father. I open a book
without looking at the title page—I recognize my favorite author by the style.

The impressive function of speech is the effect which it has upon the emotional
state and behavior of the receiver. There is a well known army saying: “As the
command is given, so it is carried out.” The same words of a command evoke
completely different reactions on the part of the soldiers depending on how they
are spoken. A difference in intonation may cause the command to be carried out
sloppily in one case, and efficiently in the other. Equally well known are cases in
which the rhythmic repetition of orders coordinates and increases the efficiency
of a group of people working. It also happens that a novel in the original fascinates
the reader, while the same book in translation bores him. Since the content is the
same in both cases, the difference in the reader’s reaction is connected solely with
the difference in form.

The semantic function of speech involves both calling attention to phenomena
in the surrounding world, lying within the speaker’s field of vision, and presenting
phenomena that are distant, that cannot be secen. When we hear a story or report,
we imagine that we can see the events being described.

The following scheme is helpful for understanding the three functions of speech
distinguished in Fig. 2.

In this scheme, point 4 stands for the person speaking, point B for the listener,
point C for the acoustical phenomena constituting the form of speech, and point D
for the meaning content, existing either in reality (e.g., thunder) or in the social
imagination (e.g., the god Poseidon). The acoustical form of speech (C) is connected
with the person speaking, whom it characterizes (C-4), thus fulfilling the expressive
function. The acoustical form also influences the psychological state and behavior
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of the listener (C-B), fulfilling the impressive function. Finally, through the mediation
of the sender and the receiver, the acoustical form is connected with the objective
phenomenon being designated (broken line C-D), and so fulfills the semantic function.

The signs of speech are, first of all, symptoms as regards their relationship to the
sender, whom they characterize; secondly, they are appeal signals for the listener,
whose behavior they direct; thirdly, they are semantic signals which present reality
as a result of the fact that their form is connected with objectively existing things
and the relationships existing among them. These three functions are to a certain
degree independent of one another, and they are of equal importance, for each
predominates in different circumstances. The first appears primarily in complaints,
the second in commands and the third in stories and reports.

D

(o]
Fig. 2. The three functions of speech

In onomatopoeic utterances, the semantic signs of speech acquire the form of
acoustical images. Particles, of the type yes and no are one-class semantic signals.
The huge majority of speech elements, however, belong to the two-class phonemic
system which we call language.

In speech, there is no sharp boundary between these types of signs. To a certain
extent, signs belonging to the language system also fulfill in speech the expressive
function of symptoms, the impressive function of appeal signals and, at times,
function as acoustical images. One-class particles are constructed from the phonemes
of the language. There exists, therefore, a peripheral sphere of intermediary forms
which to a certain extent are part of language, but which simultaneously fulfill the
function of extra-linguistic speech signs: symptoms, appeal signals, images or one-
class signals. This sphere of different types of intermediary forms constitutes a separate
field in relation to the true language system and in so far as it is the concern of linguis-
tics, it constitutes the subject matter of a separate branch of linguistics. Charles
BALLY, one of de Saussure’s students, calls this branch linguistic stylistics, in contra-
distinction to stylistics, referred to above, which he calls literary stylistics and which
is concerned with the study of texts.

Having set aside this peripheral branch of linguistics, we will proceed to the lan-
guage system proper. Speech is an infinitely complicated set of all types of signs.
In this set, semantic, conventional, two-class signs, which we call language signs,
can be distinguished, not on the basis of the means of transmitting them, but on
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the basis of the structure of the code to which they belong. In the flow of speech,
language signs pass along the same information channel as do all other kinds of
signs and are so closely linked with them that they can be isolated only by a careful
analysis which considers the nature of signs.

Non-conventional signs—symptoms, appeal signals and images—may be differ-
entiated from language signs on the basis of the fact that they are non-reproducible
and non-interchangeable. The expressive cries of a child—which are symptoms,
appeals and commands—and rhythm and onomatopoeia in poetry make a different
impression on us each time we come into contact with them, and they cannot be
identically reproduced. The semantic function of all non-conventional signs lics
in their potential, rather than in their constant, function. The sounds of speech may
or may not fulfill this function. A poetic work, which one day impresses us with its
onomatopoeic qualities, may make no impression at all the next day. The function
of conventional signs, on the other hand, is constant. Conventional signs are repro-
ducible and interchangeable because they represent reproductions of the elements
of a system which has a permanent existence in society. By language signs, we mean
the permanent, repro\ducible and interchangeable component of speech, which we
distinguish from the non-permanent, non-reproducible and non-interchangeable,
extra-linguistic component.

Conventional signs may be divided into one-class and two-class signs. The first
are indivisible and totally bound to the consituation; the second appear primarily
in the form of complex signs, or utterances, which may be broken up into simple
signs, i.e., words. Because of their unlimited variety, complex signs may exist
independently of the constitution. We consider as true language systems only these
made up of semantic, conventional, two-class signs, while we define one-class signals
and all composite forms as constituting the periphery of such systems. For the
present, we will not concern ourselves with this peripheral sphere, but will concentrate
our interest on the true language system, abstracted from speech and existing per-
manently in society.

From the point of view of information theory, the languages of the world represent
a group of codes possessing certain features in common but differing from one
another in other features. In the study of languages, therefore, two problems are
of primary importance. The first involves the analysis of the universal features of
language systems; the second involves the description and systematization of those
features on the basis of which various languages are differentiated. Such a descrip-
tion of the common features of all systems and of the features characterizing parti-
cular languages is the realm of descriptive linguistics, which naturally divides
linguistic phenomena into general and particular phenomena. Descriptive linguistics
describes the common features of all languages of the world, elaborating a kind of
model, or simplified general diagram which, to a certain extent, refers to all of them.
In particular linguistic studies, however, each language is described individually, as
though it were the only language in the world. Such a description consists of thousands
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of individual descriptions having in common only the method by which they are
arrived at. In the present work, which is of a general nature, our primary concern
will be to present the common features of all languages, thereby establishing a certain
universal language model. The specifics of this general model will be illustrated
primarily by material from Polish and other Indo-European languages. At the
same time, problems concerning modern methods of language description will be
considered. This will constitute the subject matter of Part II, dedicated to de-
scriptive linguistics. The analysis of differences among languages will be presented
in Part IV, in which typological linguistics is discussed.

The definition of language presented here assumes that it is a system of conven-
tional, semantic, two-class signs. These three properties of language correspond
‘to the three functions of language signs: the diacritic function of differentiating
the forms of signs on the basis of their conventional features, the semantic function
of simple signs of the first class, i.e., words, which designate phenomena in the
surrounding world, and the syntactic function, which involves combining simple
signs into complex signs of the second class, i.e., sentences. The set of means for
fulfilling any of these three functions is called a component language system, i.e.,
a separate component of the total language system.

Three such component systems can be distinguished in language. We have the
phonological system fulfilling the diacritic function of differentiating signs, the
semantic system fulfilling the function of designating reality, and the syntactic
system including the norms for combining simple signs into complex ones. These
three component systems are hierarchically arranged. The phonological
system constitutes the base; the semantic system comprises the next level,
which is composed of designating phoneme sets, i.e., words; at the highest level
we have the syntactic system consisting of means for generating sentences out
of words, sentences which constitute independent complex signs functioning in
speech.

The relative independence of these three systems of language is a fact supported
by observations of aphasia, a speech disorder. Aphasia refers to a disturbance
in speaking and understanding of speech caused by disease and consequent damage
to the brain tissue. Cases of aphasia exist in which deterioration occurs in only one
of the three component systems of language, while the two remaining systems
continue to function, at least partially. Thus, in aphonia, the patient only loses con-
trol of the phonological system, he loses the ability to produce the learned phonemes
of a given language, while his capacity for thinking in language is unimpaired. In
the case of alexicalism the patient loses control of the semantic system of language,
and is unable to properly name objects presented to him, while the other components
of language continue to function. In the case of agrammaticism the system of
syntax ceases to function. The patient is unable to express in language form the
conceptual relationships among words, although he is still able to produce sounds
and words, and even properly uses words for signifying particular objects. These
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facts prove that linguistic elements have a particular order in our minds, in principle
corresponding to the division into three component systems presented here.

Consequently, the description of language must include four parts: (1) phonology,
(2) linguistic semantics, (3) syntax, (4) linguistic stylistics, which dis-
cusses the peripheral sphere of language. These four parts will be discussed in
succession (Chapters 5-8). First, however, we must direct our attention to the fact
of language productivity.

Language is a system of norms regulating individual processes of speaking. Speak-
ing, however, is a living process, constantly changing its form and constantly
satisfying new individual and social needs. For this reason, it cannot be a closed
system, made up of a strictly limited number of elements; it is an open system
capable of increasing the number of its elements without disturbing the system of
language itself. This extension of the system and its adaptation to new needs
is what we call the productivity of language. All living languages, like English
or Polish, function to increase the number of words and other elements. If a language
ceases to be productive, if the number of its elements becomes strictly limited, it
becomes a dead language, as happened in the case of Latin. In living languages, all
three component systems, i.e., the phonological, semantic, and syntactic systems,
function to increase their number of elements, although each in a partially different
way. Because of the variety of these types of productivity, they will be discussed
in detail through the analysis of particular component systems of language. Here,
however, for purposes of illustration, we will point out one of the most important
types of such productivity, one which involves the capacity for filling in empty
slots, or gaps, in the system.

The elements of language form oppositions, the members of which are in part
identical and in part different. We call the identical part of these members the
common base of the opposition, and we call the differing parts distinguishing fea-
tures. If, for example, we compare the Polish words domek and domisko, we see
that in the opposition which they compose, the element dom- is the common base,
while the elements -ek and -isko are the distinguishing features. It happens, that in
a series of oppositions making use of various bases of comparison, we have the same
distinguishing features—e.g., dom:domek, pies:piesek, ogrdéd:.ogrdédek. In these
oppositions, one of the members always contains the element -ek, which corresponds
to the element zero in the other member. Oppositions which have the same distin-
guishing features are called proportional oppositions because their members remain
in the same proportion to each other. It sometimes happens, however, that along-
side a series of proportional oppositions, an incomplete opposition appears contain-
ing only one member, that with the distinguishing feature zero, but there is no word
in the language built on that base and ending in the opposing positive feature, in
this case the element -ek. This lacking member of the opposition constitutes an
empty slot, or gap, in the system. This empty slot may be filled in by a form having
features which are consistent with the structure of the system. This member must
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have a base of comparison identical to that of the unpaired member and a positive
distinguishing feature similar to those in the remaining proportional oppositions.
The series of proportional oppositions of the type dom:domek, pies:piesek, ogréd:
ogrédek is such that an empty space exists alongside the word semafor, which must
be filled in by the word semaforek containing the distinguishing feature -ek, as in
the words domek (little house), piesek (little dog), ogrédek (little garden).

It is difficult to decide whether the word semaforek in Polish exists or not, but it
is certain that this word is possible as a neologism, which through repeated use by
many people may become a permanent part of the language. A language system
includes not only elements clearly established in it, but also possible, potential
elements which the speaker can create on the basis of already existing proportional
elements. Because of this and other factors which will be discussed further on,
language is an open, elastic system, adapting itself to the constantly arising needs
of the individual and society. Consequently, a living language is never a stagnant,
fixed system. In every period of a language’s history, there exists alongside the
stabilized part of the system, part in the process of change, either coming into being
or dying out, and thus, composed only of possible, potential elements. The descrip-
tion of a language in a particular period must, therefore, present both its productivity
and its gradual transformation.

Note: Terminology introduced in Chapter 4: the expressive function of speech gives information
about the sender; the impressive function influences the emotional state of the receiver; the semantic
function calls attention to phenomena existing independently of the sender and the receiver. Language
is a system of conventional, semantic, two-class signs. These three properties of language correspond
to three functions of language signs: the diacritic function of differentiating the form of signs on the
basis of their conventional features, the semantic function of simple signs of the first class, i.e., words,
which designate phenomena in the surrounding world, the syntactic function which involves com-
bining simple signs into complex signs of the second class, i.e., sentences. These three functions are
carried out by three hierarchically arranged component systems of language. The phonological
system, fulfilling the diacritic function of differentiating signs, constitutes the base. The semantic
system comprises the next level of the hierarchy, which is composed of designating phoneme sets,
i.e. words, which refer to reality. At the highest level of the hierarchy, we have the syntactic system
consisting of means for generating sentences out of words, sentences which constitute independent
complex signs. The description of language must include four parts: phonology, semantics, syntax,
and linguistic stylistics, which is concerned with the role of language in realizing the impressive and
expressive functions of speech. The mutual independence of these component systems of language
is indicated by the various forms of the speech disorder called aphasia. Aphonia involves the loss
of the phonological system, alexicalism, of the semantic system, and agrammaticism, of the syntactic
system, Particular descriptive linguistics investigates each system of language individually; general
descriptive linguistics determines the common features of all languages and on this basis constructs
a model of languages, a model of languages’ simplified, general form. Living languages function
by filling in empty slots, or gaps, in the system with new forms; dead languages have no new forms,
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CHarTER 5. THE PHONOLOGICAL SYSTEM

Before proceeding to the analysis of the phonological system of language, we must
present a brief description of the functioning of the human speech apparatus,
which is, in fact, the respiratory apparatus which only secondarily came to be
utilized for communication. This apparatus may be compared to a fife or pipe. Its
lower part contains two large bellows—the lungs—which by means of muscle
contractions produce a stream of air leading to the trachea (or windpipe) and larynx,
which protrudes upward. The larynx, at the upper end of the trachea, may be opened
or closed by means of the vocal chords, i.e., two movable membraneous lobes located
in the larynx. When the vocal chords are drawn together, the larynx is closed; when
drawn apart, the larynx is open. From the larynx, air passes on to the pharynx, and,
thence, to the oral and nasal cavities, which together constitute the resonating
chamber of the speech apparatus. The nasal cavity may be closed off. The soft
palate ends in an elongated lobe hanging loosely downward, which we call the uvula.
Thus, when the uvula is drawn back so that it adheres to the back wall of the pharynx,
the passage to the nasal cavity is cut off and air flows through the oral cavity only,
the shape of which changes with the position of the lower jaw, tongue and lips.

An apparatus so constructed can produce two basic types of sound, depending
on whether it is closed or open. The former are consonants and the latter, vowels.
Consonants, the articulation of which involves various ways of closing the speech
organs, are extremely various. The tightest closure occurs in consonants such as
D, t, k, which are called stops. Let’s observe, for example, the movement of the
speech organs during the articulation of the consonant p. By looking in a mirror,
we see that in producing this consonant, the lips are drawn together tightly and the
air, forced from the lungs under pressure, undergoes compression behind the closed
lips. Suddenly, the lips open energetically and the air explodes with a kind of popping
sound similar to that produced when a bottle of effervescent liquid is uncorked.
The articulation of the consonant ¢ is similar, the single exception being that, in
this case, the barrier closing the speech apparatus is produced by a closure between
the tip of the tongue and the back wall of the upper alveolar ridge. The consonant &
is articulated by means of a closure which takes place further back in the mouth
and which involves drawing together the back part of the tongue and the velum.
Thus, not only the degree of opening but also the point of articulation is a basic
feature of consonants.

A less tight closure of the speech apparatus can be observed in the articulation
of spirants such as f; s, y. The articulation of spirants is characterized by a narrow
constriction formed by the speech organs. When the consonant f is produced, this
constriction is formed between the lower lip and the upper alveolar ridge, while
the articulation of the consonant s involves a constriction formed between the tip of
the tongue and the base of the alveolar ridge; when ¥ is produced, the constriction
is formed between the back of the tongue and the velum. A stream of air from the
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lungs is released through this constriction and the friction of the air stream against
the walls produces the particular murmur which characterizes this consonant. In
the case of spirants, the speech apparatus functions like a whistle, as is particularly
striking in the articulation of the consonant s.

Consonants such as r, I, m, n, called sonants, have a still broader articulation.
In the pronunciation of r, the wide channel through which air is released from the
lungs is opened and closed at short intervals by the vibration of the tip of the tongue.
In the articulation of /, the tip of the tongue is pressed against the upper alveolar
ridge while its lateral sides are lowered completely. Finally, in the articulation of
the nasal consonants m and #, the oral cavity is completely closed off and air is
released through the nose. Thus, all of the consonants just discussed are sonants,
but each in a different way. Sonority is their common feature. In the pronunciation
of sonants, the vocal chords in the larynx are normally drawn together and air,
released by pressure from the lungs, sets the chords into vibration, setting up waves
in particles of air and thus producing an effect of sonority. Stops and spirants may
be either voiceless (p, ¢, k, f, s, x), i.e., pronounced with the vocal chords drawn
apart, or voiced (b, d, g, v, z, ¥), i.e., produced with the vocal chords drawn tightly
together. The sonants are normally voiced.

Normally, vowels articulated with the mouth more or less open are also voiced.
The articulation of a involves the broadest opening of the mouth, ¢ and e, medium,
and u and i, the least. Thus, the oral cavity forms a resonant chamber the shape
of which, different in the production of each vowel, gives the vowels their particular
acoustical character. Vowels differ from one another in pitch and volume. The
further back the tongue is drawn, the fewer vibrations per second and the lower
the pitch of the vowel; the further foreward the tongue is advanced, the greater the
number of vibrations and the higher the pitch of the vowel. In pronouncing a series
of vowels in turn—uwu, o, a, e, i—one notices a gradual shift of the tongue from the
back to the front of the mouth and one hears the pitch gradually rise. Similarly,
in proceeding from the relatively broad (a) to the successively narrower (o, ¢ and
finally u, i), we proceed from vowels of greater volume (stronger) to those of lesser
volume (weaker).

The human speech apparatus—owing to the fact that the oral cavity can be opened
and closed to various degrees, that the lips, tongue and uvula can be placed in
various positions, that the vocal chords can be drawn together or apart, that various
other changes are possible—can produce an enormous variety of sounds the various
features of which, passing directly into one another through an infinite number
of stages, constitute a continuous scale. Only certain, selected features of this scale
play a role in any particular instance of communication. These are distinguished
as semantic, diacritic features, as opposed to all other acoustical features of speech,
which are non-diacritic and have, therefore, no bearing on language communication.

A basic difference exists between language signs and acoustical images, which
have been discussed previously. Acoustical images, whether in an infant’s babbling
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or in music, imitate reality, and their features, flowing along the continuous sound
scale, refer to that reality. The diacritic features of language signs neither imitate
reality nor directly refer to it, but, instead, enable the receiver to identify the sign
which he hears with one which he has previously memorized, by distinguishing that
sign from all other signs occurring in the same language system. Upon hearing the
word kosé (bone), he must identify it with one of the words he has already heard
before, referred to some reality, and memorized. In order to do this, however, he
must, first of all, differentiate the word kosé from other Polish words, especially
those which are acoustically similar, such as, for example, gosé (guest).

The fluid features of the continuous scale are unsuitable for this purpose. It is
necessary to select from this scale a certain number of distinct features, standing
in opposition to one another and which—being imposed by social tradition—will
serve to keep language signs distinct, thus making it possible to identify them.
These features, called distinctive features, are not only conventional, but are also in
opposition to each other. Since their only function is the differentiation of signs,
they constitute elements of signs only in so far as they differentiate signs from one
another. Thus, the smallest basic element of a language sign is a distinctive feature
which is in opposition to a contrasting feature in another sign of the same system,
and thus, serves to distinguish both signs. For example, the opposition between
the absence of voicing (k) and voicing (g) at the beginning of the words kosé and gosé
distinguishes them from each other. In Polish, these features are distinctive and
constitute an opposition.

In order for a language sign to be recognized by a receiver, it must not only differ
from all other signs of the system, but also it must be separated from both the sign
that proceeds it and that which follows it in the stream of speech. Certain sound
features must, therefore, fulfill the function of separating or delimiting signs. In
Polish, the accent on the penultimate syllable, which informs the receiver that the
following syllable is the final one, constitutes such a delimiting feature in that it
keeps words apart.

Thus, we have two kinds of diacritic features in language signs—distinctive features
and delimiting features. They function on two different planes, which fulfill an
important role in the structure of language—the associational plane and the textual
plane. A given language sign must be differentiated from all other signs of the system
which are not included in the text, signs which are associated with the given sign
only in the minds of the persons in communication. This is precisely the function
of distinctive features, which function within the system of these associations, i.e.,
on the associational plane. A language sign, however, must also be separated from
the signs by which it is preceded and followed, which together with it constitute the
text. It is the delimiting features, functioning on the textual plane, which separate
signs from one another.

As we see, diacritic features are determined by mutual oppositions. Voiced sounds
constitute distinctive features only in those languages in which they are in opposition
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to voiceless sounds, and accented syllables constitute delimiting features only
when they are in opposition to unaccented syllables. Each language has a limited
number of diacritic features and, it follows, of possible oppositions. The total of
these features and oppositions constitutes the phonological system, which in each
language possesses its own particular structure.

Certain diacritic features occur simultaneously, being embodied in a single sound
wave section, but differing on the plane of the various acoustical properties of
this wave. Such a set of simultaneously occurring diacritic features is
called a phoneme. A phoneme is a complex product of language, in contrast to
diacritic features, which constitute its simple, indivisible elements. A diacritic feature
is a member of one opposition only, in which it is opposed to a contrasting feature,
while a phoneme is a component of as many oppositions as there are diacritic features
comprising it; for on the basis of each of these acoustical properties, the phoneme
is in opposition to some other phoneme. For example, the Polish phoneme p is
a set of five simultaneously occurring—i.e., synchronic—distinctive features and,
therefore, it is a member of five interphonemic oppositions: (1) a stop as opposed
to a spirant f (e.g., compare para:fara), (2) oral as opposed to nasal m (mama:papa),
(3) labial as opposed to laminal ¢ (py{:tyl), (4) voiceless as opposed to voiced (pyi:byl),
(5) hard as opposed to soft p’ (pasek :piasek).

The phoneme is the least complex language product; it differs, not only from
simple elements like diacritic features, but also from more complex products, which
are composed of phonemes, like words and sentences. All of these elements, hierarchi-
cally arranged and representing increasingly inclusive language units, have two fea-
tures in common.

Firstly, each of them is more than the sum of its component parts, for the whole
includes not only an assortment of elements, but also a structure, i.e., the defined
relationship of these elements to one another. A phoneme is a structure of diacritic
features, not simply their sum; it is a whole in which particular diacritic features
are embedded, standing in a certain constant relationship to one another. This
structure of the phoneme results from the simultaneity of diacritic features and
from the hierarchical dependence of certain such features, deriving from other,
more basic, features. The fact that Polish p is a stop means that it may be voiceless
in opposition to voiced b, because Polish sonants and open phonemes are always
voiced. Consequently, it is not diacritic features, but phonemes which constitute
the basic elements of all the subcodes of a language. Phonemes correspond to the
letters of various types of writing as well as to the signals of these or other systems
of visual communication. Letters also have diacritic features by means of which
they are distinguished, but these features do not directly correspond to the diacritic
features of phonemes. A letter as a whole corresponds to a phoneme as a whole.
It follows, that phonemes are the basic elements of any code, while the diacritic
features of phonemes are the elements only of the principal subcode of language,
spoken language.
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The second feature common to all complex products of language is, in certain
cases at least, the vagueness of the boundaries separating them from one another
in the text. It is sometimes difficult to define the boundaries of words and sentences
and to establish the boundaries of a phoneme separating it from preceding and
following phonemes. The diacritic features of which a phoneme is composed, which
usually occur simultaneously, do not always begin and end at the same moment.
For example, in the pronunciation of the Polish phoneme soft p’ (e.g., piasek), the
placing of the blade of the tongue close to the palate, which produces the acoustical
effect of “softness”, continues after the opening of the lips and the explosion of air.
This “softness”, which is later than the articulation of the lips, gives the impression
of the phoneme j; the question therefore arises, whether the word piasek begins
with the soft phoneme p’, or with the phoneme group pj. Difficulties of this type
result primarily from the fact of language evolution. In Old Polish, soft p’ infallibly
appeared in the word in question, but it has been gradually transforming into the
phoneme group pj. In the transitional period, the pronunciation fluctuates between
the two possibilities, which accounts for the unclear situation.

Despite these sporadically occurring vaguenesses in the demarcation of boundaries,
phonemes function as coherent wholes, differentiating words not only by means
of their diacritic features, but also by their sequence, as can be plainly seen in the
opposition of the three words tak:kat:akt, composed of the same phonemes.

A phoneme may be conceptualized in two ways: as a separate individual entity
or as a set of features. Both concepts are pertinent, but each from its own perspective.
If we consider phonemes as elements of an abstract code which may be realized, with
the aid of various information channels, by various subcodes, then we will look
upon phonemes as entities, differing from one another, but devoid of all concrete
features. In studying phonemes from this point of view, we may define only their
statistical properties—the number of phonemes in a given language system and their
percentage distribution, i.e., the frequency of occurrence of each phoneme in relation
to that of other phonemes in a given text. These static properties of a phoneme are
not determined by the subcode in which the phoneme is realized. This concept of
the phoneme, however, is not adequate for linguistics. A phbneme must be studied,
not only as an abstract entity which enters into the make up of a code, but also
as a set of concrete diacritic features standing in opposition to the features of other
phonemes of the same system.

If we look at phonemes from this latter perspective, we must define their relation-
ship to the sounds produced by the human speech apparatus. By sound, we mean
the sum total of features of any sound produced by a human being;
a phoneme, on the other hand, is the set of diacritic features of this sound,
which serve to distinguish and separate words. The relation between
a phoneme and a sound may be represented schematically, as in Fig. 3.

The shaded in area of Fig. 3 represents the set of diacritic features of the sound
which together constitute the phoneme, while the sound itself is represented by an
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outer circle which includes all of the sound’s acoustical features. From the point
of view of phonetics, which investigates the sounds of human speech by means of
natural methods, there is no .difference between the diacritic and the non-diacritic

Fig. 3. Sound and phoneme

features of a sound. Both arise as a result of articulatory movements of the human
speech apparatus, both constitute acoustical properties of the air waves emitted by
the mouth of the speaker. The difference between these two categories of features,
therefore, is not determined by the nature of the features themselves, but by their
function in the process of communication. Diacritic features enable the receiver to
distinguish a given language sign from all other signs of a given system and to separate
this sign from those which precede and follow it in the text, at the same time rein-
forcing the association of the word heard with a word previously memorized; non-
diacritic features, on the other hand, do not fulfill these functions. Only diacritic
features appear in the speech of all members of a given speech community, and only
these features are repeated in speech over long periods of time, i.e., they are both
shared and permanent. Non-diacritic features, on the other hand, are different in
each sound. Each speaker produces different non-diacritic features, and it is these
features which enable us to recognize his voice; these features are different in each
moment of the speaker’s life, and it is on the basis of these changes that we recognize
his emotional state.

And now, a concrete example. We telephone. The conversation proceeds normally.
Both parties understand each other. Suddenly understanding is interrupted. Some
name is mentioned which the receiver cannot hear correctly. The sender must break
the name up into phonemes, giving each phoneme as the first letter of a name: a as
in Anne, d as in David, etc. The question arises, as to why the receiver had no trouble
in understanding the phonemes of the common words and names, while he did have
trouble in identifying the phonemes in the surname, although the degree of precision
in the sender’s pronunciation remained more or less the same. The answer is simple.
The common words and names were already familiar to the receiver and, therefore,
even an incomplete number of diacritic features was sufficient for the identification
of these words with those already memorized; the surname, however, was new and,
therefore, all the diacritic features of the phonemes composing it had to be realized.

This example shows that in the colloquial and careless speech of the speaker,
a certain number of diacritic features is left out, and the receiver fills them in when
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identifying what he hears with previously memorized, carefully pronounced words.
The same thing takes place in reading. We decipher an illegible letter by identifying
whole words with those already memorized, on the basis of their general shape, and
only later do we recognize individual letters of the alphabet, filling in the features
lacking according to memorized letter models.

Colloquial pronunciation, just like careless writing, is simplified by leaving out
certain diacritic features of phonemes which, as we see, are not all necessary for
communication. It is thanks to this fact that we are able to understand children
learning how to speak and foreigners who distort the language, although in neither
case are all the diacritic features realized. These dispensable diacritic features are
called redundant features, and the phenomenon of excessive features is called
redundancy (from Latin redundo ‘to overflow the banks’, ‘to be in excess’). This
phenomenon can be represented schematically, as in Fig. 4.

Fig. 4. Sound and phoneme in colloquial speech

Here, the circle represents the sound, i.e., the set of acoustical features actually
produced by the speaker, while the triangle represents the phoneme, conceptualized
as a set of diacritic features. The greater part of the triangle, shaded in in the figure,
lies within the circle. These are the diacritic features actually produced by the speaker,
and therefore entering into the composition of both the phoneme and the sound.
The three apexes of the triangle, which are totally filled in in the figure and which
extend outside the circle, represent the diacritic features of the phoneme not realized
by the speaker, but filled in by the receiver, i.e., redundant features which turn out
to be unnecessary for communication. The parts of the circle lying outside the triangle,
not shaded in in the figure, represent the non-diacritic features of the sound, which do
not constitute part of the phoneme.

In colloquial speech, we do not reproduce model phonemes, just as in freehand
writing we do not write model letters. We speak in simplified abbreviations of pho-
nemes, leaving out what is unnecessary in a given situation, and the same is true of
writing. It is the receiver who imposes the complete phoneme model on the abbre-
viations contained in the sound waves of speech, filling in what was left out. This
process may be compared to copying an illegible manuscript in script, type or print.
This fact is extremely significant. Because, in colloquial speech there are no model
phonemes, it is impossible to extract them by means of purely natural methods, just
as it is impossible to establish the model shape of letters on the basis of careless



5. THE PHONOLOGICAL SYSTEM 51

handwriting or to determine the complete names of institutions solely on the basis
of abbreviations such as IPA or YMCA if we are not already familiar with the
meaning of these abbreviations. Phonology therefore, i.e., the science of the phono-
logical system of language, in order to establish phoneme models, must make use
of its own particular method, based on the establishment of semantic oppositions
between units of speech. Thus, for example, we say that the words kos$¢ (bone) and
go$é (guest) have different meanings and that their initial sections constitute a se-
mantic opposition. Not until the next stage of investigations is the fact established,
on the basis of observations of the process of speaking, that this opposition involves
a certain difference in articulation connected with a definite acoustical difference.
Thus k is pronounced with the vocal chords open, while g is pronounced with the
vocal chords closed and vibrating. Consequently, k is acoustically voiceless, while g
is voiced. These are diacritic features of both phonemes. Proceeding in this way,
we gradually determine all of these features.

Having determined the diacritic features of one phoneme, we must determine those
of other phonemes, for what we are trying to describe, are the oppositions existing
among them. It is impossible, therefore, to study isolated phonemes; instead, we
must simultaneously analyse all the phonemes of a language, all the oppositions
existing among them and, thus, the entire phonological system. Only when we
have described the entire system have we described in complete form all the opposi-
tions, all the diacritic features and all the phonemes of a given language. To determine
the phonemes of a language, we must analyse the structure of the entire language.
It is this which constitutes the difficulty of phonological investigations.

The second basic difficulty in such investigations stems from the complexity of the
relationship between the articulatory and the acoustical aspects of all sound features,
and, consequently, of their semantic features, which, as diacritic features, enter
into the make-up of phonemes. Only the acoustical aspect of diacritic features is
of real significance in communication. Sounds, in the form of sound waves, reach
the ear of the receiver, but only the diacritic features of the sound waves evoke
a reaction in his acoustical apparatus and nervous system enabling him to distinguish
a given language sign from all others and to identify it with one of the signs pre-
viously memorized. The difficulty lies in the fact that the same acoustical feature
may be evoked by different articulatory movements, that one movement may sub-
stitute or compensate for another in producing the same diacritic acoustical feature.
There is no strict correlation between the articulatory and acoustical features of
sounds, but it is only the latter which have meaning in communication. It is as though
the following principle held true in language communication: “Articulate as you
wish and as you can, as long as the air waves you produce contain the diacritic
acoustical features necessary for distinguishing and identifying language signs.” At
the same time, the description of acoustical features is much more difficult than the
description of their articulation, which is why linguists have traditionally limited
themselves to describing the movements of the speech organs. Only in the last
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few years has precise research begun on the acoustical aspects of the diacritic
features of phonemes; they have not yet,’ however, lead to generally accepted
conclusions.

In order to properly evaluate the conclusions of phonology, it must be kept in
mind that at its present stage of development, this science provides descriptions of
diacritic features, of phonemes and of the phonological system of language that are
based on two assumptions which are valid only in part. In the first place, phonology
describes model phonemes such as those which are presented in Fig. 4. In the second
place, phonology assumes a strict correlation between the articulatory and acoustical
aspects of diacritic features, and having described the articulatory aspect, considers
this description sufficient. The descriptions of contemporary phonologists, based
on these assumptions, are valid in principle, but in the future they will probably
be refined. Recognizing this fact, we shall now attempt to present the formulations
concerning the structure of the phonological system of language established by the
science of phonology.

First, we will consider the important question of the relationship between sounds
and phonemes. We know that diacritic features constitute an unchangeable and
permanent element of sounds, which are realized in various forms. Sounds having
the same diacritic features and differing only in their non-diacritic features are
called variants of a single phoneme, i.e., its allophones. Sounds, for example,
containing the Polish phoneme n have a dual nature, depending primarily on the
phonemes adjacent to them. Normally, they are lamino-nasal consonants (apico-
alveolar closures)—e.g., nasz; in the position before the dorsal consonants k, g, %,
however, as a result of assimilation by these consonants, dorsal » usually appears
(dorso-velar closure)—e.g., bank—although the pronunciation bank is also possible.
The fact that bank and bank have the same meaning, are the same word, proves
that the difference between » and # is not a phonological opposition in Polish and
that the sounds » and » are merely variants (allophones) of a single phoneme.

Each language has different features of sounds which serve to distinguish and
separate words from one another, i.e., they have different diacritic features and
phonemes. In Polish, for example, nasal vowels constitute distinct phonemes, for
words in the nasal vowel—o (Written q) differ in meaning from words distinguishable
from them only in that they have the ending -0 or -om, e.g., instrumental singular
Zong, vocative singular zono and dative plural zonom. In Polish, it follows, nasality
or the absence of nasality are diacritic features of vowels, while quantity is not
a diacritic feature of vowels, for there is no case in which Polish words can be
distinguished on the sole basis of the fact that in one word the vowel is short, while
in another it is long. This is why we may, for example, pronounce the word py!
with either a short y or a long y, without changing the word. In Latin, however,
the converse is true—while nasal vowels do not exist, since there is no phonological
opposition of the type -g:-am, at the end of words, quantity is a diacritic feature of
vowels, for in Latin, pairs of words exist which differ from each other on the sole
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basis of the quantity of a single vowel, e.g., nominative singular Roma ‘Rome’,
and ablative singular Romd, ‘from Rome’; Present tense venit, ‘he comes’, and Past
Perfect vénit, ‘he came’. This difference of phonological features constitutes a great
difficulty in learning foreign languages. If one knows only one’s native language,
one is aware of only those diacritic features functioning in that language to distinguish
and separate words. All other features of sounds escape one’s attention. In beginning
to study a foreign language, one at first hears and repeats only those features of that
language which constitute diacritic features in ones native language. The phonemes
of the foreign language are identified with those of the native language. On the other
hand, one fails to hear those diacritic features in the foreign language which are not
found in one’s own language and, consequently, one is unable to distinguish between
certain words. For a Pole, the English words man and men sound the same. In order
to master a foreign language, one must be aware of what sound features serve to
distinguish and separate words in it, i.e., what diacritic features and what phonemes
the language comprises.

Diacritic features are, in the first place, distinctive features of sounds, i.e.,
features which distinguish words from one another. Thus, for example, the voicing
of the consonant z in the word koza (goat) is a phonological feature, since it distin-
guishes that word from the word kosa (scythe), in which s is voiceless. As we see, dis-
tinctive diacritic features are differences between sounds which are connected with
differences in meaning. The existence of such a difference presupposes the existence
of two sounds which embody, on the basis of a given feature, a contrast, or opposi-
tion. The voicing of the sound z, therefore, is a diacritic feature, since voiced z is
contrasted with the voiceless sound s. No short vowels exist in Polish, however,
because Polish does not make use of long vowels. Opposition between phonemes
are of various types, which will now be described in turn.

On the basis of the number of distinctive features occurring in a given opposition
we may distinguish three types of opposition: privative, gradual and equi-
pollent. .

Privative oppositions are based on the presence or absence of a single
feature. Here, for example, is included the opposition between the Polish phonemes
p and b. The voiced quality of the phoneme b, produced by drawing together and
vibrating the vocal chords—which is lacking in the phoneme p—in this case consti-
tutes the distinctive feature. The phoneme possessing the positive feature of the
opposition is called the marked member, while the phoneme characterized solely
by the absence of this feature is called the unmarked member. We consider as the
unmarked member that which appears in the greater number of positions, while
that appearing in fewer positions is the marked member. In the previously described
opposition p:b, the phoneme p is the unmarked member because it appears not only
before voiceless consonants and vowels (bapka), but also at the end of words (sfup),
while the phoneme b is a marked member because it appears only before voiced
vowels (byf) and voiced consonants (dobry); it does not appear at the end of words,
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where p always appears (e.g., domp, written dab). The positive feature in the opposition
p:b is voicing, which appears in the marked phoneme b, while p is distinguished by
the absence of this feature.

Gradual oppositions, to which we will now proceed, are those in which the
members are in contrast with each other on the basis of varying degrees
of intensity of a given feature. They constitute chains of several oppositions
in the members of which the given feature appears in greater and greater intensity.
The opposition of the vowels u:0:a, for example, constitutes such a chain, in respect
to the degree of volume, from the minimum degree of intensity of this feature in
the vowel u, through the medium member o, to the maximum member a.

Equipollent oppositions are based on the contrast between two differ-
ent but functionally corresponding features, one of which appears
in one phoneme, and the other in the second phoneme. Take, for example,
the opposition of the consonants p:z, which contrast with each other on the basis
of their points of articulation. Both of these consonants have the same acoustical
feature, resulting from closure of the speech organs; each of them, however, is
different, for the articulation of p involves labial closure, while the articulation
of t involves apico-dental closure. The three types of oppositions described here are
presented graphically in Fig. 5.

privative opposition Q:l_)
v
radual o ition / woa
g PPOS % uoa
equipollent oppasition pt

Fig. 5. Types of oppositions

In the first case, we have the absence of a feature in opposition to an already
existing feature (represented by a square with a diagonal); in the second case, we
have the greater and greater intensity of a single feature (represented by more ex-
tensive hatching in the square); in the third case, we have the opposition of two
different features (represented by two squares with diagonals in opposite directions).
In the three types of oppositions presented here, privative oppositions most clearly
differentiate the distinctive feature. The comparative base of the opposition, i.e., the
set of phonological features common to both phonemes, actually exists here as an
unmarked member and, consequently, we have: marked member = unmarked
member + distinctive feature. This fact infinitely facilitates the analysis of
the marked member and the differentiation of the distinctive feature. For example,
in the opposition of the Polish phonemes p:b, the comparative base is identical
with phoneme p, and b = p+voicing.
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Privative oppositions may be divided into proportional and isolated opposi-
tions. An opposition is proportional when the difference between its members is
identical with the difference between the members of some other opposition in the
same system. An opposition is isolated when the difference between its members
is the only one of its type in the system. Oppositions which are privative and pro-
portional are called the phonological categories of a language. It sometimes
happens, however, that alongside a series of proportional oppositions constituting
a category, occurs a phoneme corresponding to the unmarked member of a category
the marked member of which is missing. This missing member of the opposition
constitutes an empty slot in the system which may be filled in by a phoneme possessing
the features determined by the structure of the category. It must have a comparative
base identical with that of the single member and a positive differentiating feature
like that in the remaining members of the category. In Polish, for example, we have
the phonological category of softness composed of a series of proportional privative
oppositions in which the unmarked member, which is hard, is opposed by a marked
member differing from it only in its softness': p:p (pysk:pisk), b:b’> (byl:bil), v:¥
(wyé:wié), m:m (motac:miotac), n: (ran:rari). Consequently, there exists in the
Polish phonological system an empty slot next to the phoneme r, which could
be filled in by the soft 7, which constitutes, with the phoneme r, the opposition r:F,
proportional to the previously mentioned oppositions. Such phonemes like Polish 7,
which have not yet been established in the language but which are possible as forms
filling in empty slots in the system, are called potential phonemes. As an example,
we have the freshly borrowed Polish words of the type bridz (alongside the older
form, bryds), risotto, ring, in which the potential phoneme 7 already appears. This
same potential phoneme 7 distinguished the meaning of the borrowed word trik
(trick) from the native word tryk (ram).

Thus, besides normal phonemes already established in the language, potential
phonemes, which arise to fill in empty slots in the system, also enter into the composi-
tion of the phonological system. Owing to these potential phonemes, the phono-
logical system functions, i.e., it flexibly adapts itself to increasingly new needs,
which do not disrupt the system, but supplement it. This productivity takes place
primarily as a result of the stabilization of borrowed words in the language. They
introduce new phonological combinations which may be adapted to the existing
system only through elaborating that system by filling in empty slots.

The structure of phonological systems will be further discussed in Part IV (Chapter
14), dedicated to the typology of languages.

! In Polish, we have one phoneme i, which appears in two phonetic variants, i.e., as a closed i
appearing at the beginning of words and after soft consonants (ide, pisk), and as a more open and
more back y, appearing after hard consonants (pysk).
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Note: Describe the structure and functioning of the human speech apparatus. What types of
sounds is it capable of producing? The diacritic features of sounds are either distinctive, distinguish-
ing language signs, or delimiting, separating such signs from one another. A set of simultaneously
occurring diacritic features is called a phoneme. Dispensable diacritic features are called redun-
dant features. Allophones, or variants of a phoneme, are sounds having the same diacritic fea-
tures and differing only in their non-diacritic features. Privative oppositions are based on the
presence or absence of a single feature; gradual oppositions are based on varying degrees
of intensity of a single feature; equipollent oppositions are based on the contrast between
two different features. Proportional oppositions exist between the phonemes of two or more pairs of
phonemes, while isolated oppositions exist only between the phonemes of a single pair. Oppositions
which are privative and proportional constitute phonological categories. A phoneme which has not
yet become established in a language, but which is possible as a form filling in empty slots within
a phonological category, is called a potential phoneme,

CuaPTER 6. THE SEMANTIC SYSTEM

Phonemes, as a set of diacritic features, differentiate words on the associational
plane and separate them from one another on the textual plane. The phonological
system, which represents the most basic level in the hierarchy of the total language
system, is limited to three functions. We will now proceed to the next level—to the
semantic system—which must also be examined in two aspects—associational and
textual.

The elements of the phonological system—diacritic features and phonemes—do
not directly refer to contiguous reality; only more complete forms of a higher order,
i.e., words composed of phonemes, refer to such reality. This relation to various
objects is what we call the semantic function of words. Fundamental to the analysis
of the semantic system of language is the question as to what causes words to refer
to definite phenomena in our surroundings, what links words to these phenomena*
how do they fulfill the semantic function? The semantic function is fulfilled in three
ways, by means of three techniques of designating phenomena: denoting, refer-
ring and ordering. Thus, in all the languages of the world, there are three
basic components of the semantic system: denoting words, the most numerous;
referential words, or pronouns; ordering words, or numerals. Each of these
three categories of words is capable of designating the same phenomena, each, how-
ever, in a different way.

Denoting words designate certain phenomena by virtue of the fact that they are
part of the lexical system of language. On the basis of centuries of experience, society
has created a classificatory system which it passes on by means of tradition and in
which all of the phenomena accessible to the senses and thoughts of a society’s
members are divided, on the basis of certain characteristics, into classes. Each class
is associated with a certain set of phonemes together with which it forms a word
consisting of two parts: the thing designated, i.e., the meaning content of the word,
encompassing a given class of phenomena, and the thing which designates, i.e., the
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form of the word, composed of phonemes. This entire system of mutually limiting
word usages is called the lexical system. Its general structure is similar in all
languages. The classes of phenomena related to various words never exist all in the
same semantic plane. They are always found in various planes, as a result of which
a given word is in contrast not only with a word adjacent to it in the same plane,
having a completely different usage, but also with a word in a higher plane, having
the same usage and including other usages as well. The Polish words, for example,
krzeslo (chair), stél (table), fotel (armchair), stolek (small table), taboret (stool),
designate related groups of phenomena, classes existing in the same plane with
mutually limiting usages; all of these words are, however, at the same time, in con-
trast with a word existing in a higher plane—sprzer (furnishings) designates a group
of objects including in its usage all of the groups encompassed by the series of words
listed above.

The lexical system of language embodies a world-view which is imposed on the
individual by social tradition. Our sense perceptions are ordered on the basis of
characteristics introduced by this system, in such a way that each set of impressions
may be fitted into a class defined by a single word. The lexical system is established
in childhood. Words impose a certain choice of features upon the child on the basis
of which he classifies his experience. In this way, the child acquires a scheme for
ordering the world. Language cooperates in this acquisition, segmentation and order-
ing of experience which, without language, would take another form. Many words
have completely arbitrary usages which do not correspond to any class of pheno-
mena existing in reality. The Polish word jarzyna (legume), e.g., encompasses a great
variety of plants related solely by the fact that they are edible and planted in spring—
marchew (carrots), kapusta (cabbage), salata (lettuce), groch (sweet peas), etc.—but
does not include ziemniaki (potatoes), which were introduced into Poland after
the meaning of the word jarzyna had already become established. Such a word
imposes upon our minds the existence of a class of phenomena which does not, in
any objective sense, exist.

Once established, the lexical system embodies an image of the world used by all
the members of a given society, and it is because of this commonly shared image that
individuals are able to understand one another. This is accomplished by means of
a complicated translation of one system of signs into those of another system,
which we call recoding (code switching). The sense impressions of the person
speaking are translated into a word composed of an acoustical image and the re-
presentation related to it. As a result of this operation, in a sense, a new word arises,
which enters into the compos‘ition of the text created by the sender. The new word
appearing in the text has certain features in common with the word existing in the
system, which it reproduces. It is formed by the same set of phonemes, while the
meaning content which it designates, its so-called textual meaning, is partly identical,
and partly different from the value of the word reproduced, a value which it has by
virtue of the system, on the associational plane. This is because of the fact that,
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within the context of the system, the value (semantic invariance) of the word is
determined solely by the structure of the system itself, i.e., by the value of both the
adjacent words and those at a higher level of generality. In the textual plane, however,
two new factors help in defining the meaning content: the meaning of the words
which together with the given word constitute the context, and the consituation,
i.e., the external circumstances in reference to which the sentence appears.

The textual meaning of the word rarely coincides with its value as determined by
the structure of the system, as it does, for example, in reference to the words human
and mammal in the abstract definition—“Every human is a mammal”. Normally,
the meaning of a word is not identical with its value. Differences between meaning
and value involve three types of changes; narrowing, broadening or transference
of usage. Most frequently, the context and consituation add certain new features
to the value of a word as determined by the system, thus narrowing its usage. Such
cases involve a narrowing of the content designated by the word as can be seen, for
example, in the sentence—“I’'m going to town” in the meaning “I’m going to Kra-
kow”—where the invariant value of the word fown has a smaller number of features
and a greater range of usage than the invariant value of the word Krakéw. This
change takes place as a result of the influence of the consituation, where the closest
city at the moment of speaking was Krakéw. Had the nearest city been Warsaw,
the word fown would have meant Warsaw. In other statements, the opposite pheno-
menon occurs, i.e., the set of features is impoverished, thus broadening the range
of usage of the word in relation to its value, e.g., sails on the sea meaning sailboats.
As we see, in this case, a part (sail) stands for the whole (sailboat).

Metaphorical usages are also found in texts, in which case the meaning of a word
lies in a different sphere from that of its value. There are several possibilities : meta-
phor sensu stricto, in which the meaning, although varying in its usage, has, never-
theless, certain features with the value (Jan is a lamb.—John is similar to a lamb);
metonymy, in which the meaning is associated with the value on the basis of a causal
connection, spatial or temporal (I'm reading Mickiewicz.—I’'m reading the works
of Mickiewicz).

The words constituting the text are recoded by the sender into articulatory move-
ments, which in turn evoke sounds, which reach the ear of the receiver and finally,
in the form of nervous stimuli, the speech center of his brain. Here, the word heard
is identified with one of the memorized words belonging to the language system.
This process is made possible by the diacritic features of the phonemes of which
the word is composed, features which differentiate this word from all other words.
On the other hand, this process greatly accelerates the formation of the structure
of the lexical-system, which involves ordering words in our subconscious in the order
of their frequency in the text, beginning with the most frequent and proceeding to
the least frequent. In searching for memorized words, webegin with the few classes
of forms most frequently used. If the word heard belongs to one of these classes,
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which happens more than fifty percent of the time, we identify it with the word
already known within a tiny fraction of a second.

A word sought in this way changes its value as determined by the structure of the
lexical system, which is shared by all members of society, under the influence of those
same factors which shaped the meaning for the sender, i.e., the context and the
consituation. Because the same semantic factors influenced both the sender and the
receiver, the meaning of the word is the same for them both. It includes the same
meaning contents and, through their mediation, refers to the same stimuli in the
external world. When I say the word rable, everyone directs his glance toward the
center of the room in search of this object; when I say the word srow, everyone sees
a patch of white, etc.

In all the languages of the world, denoting words are divided into two categories:
common nouns and proper names. The value of a common noun is a class
including a large number of like members, e.g., iuman, while the value of a proper
name is a single individual, e.g., Sophocles. Only the system of common nouns is
fundamental to language. It is the only classificatory system encompassing the entire
world which man possesses and, thus, its significance reaches far beyond purely
language phenomena. Essentially, all of the sign systems used by man are based
on language; language is the basis of man’s thinking and acting. Proper names, on
the other hand, do not comprise a coherent system, and play a secondary role in
language.

After denoting, the second technique of realizing the semantic function of language
is referring. We may use a finger to point or indicate. The vision of the receiver
follows the line of the extended finger, falling on some object to which the sender
is calling attention. Referential words, i.e., pronouns, fulfill the same function as
do a pointing finger or signposts at crossroads, for referential words comprise
a conventional system of means for referring in typical situations of language
communication. The systemic value of pronouns, which occur in all the languages
of the world, involves invariant directions of reference in a situation consisting
of three basic elements—sender, receiver and everything existing apart from them,
which makes up the consituation. The first person pronoun, Polish ja (I), refers to
the sender, the second person pronoun, ty (you), refers to the receiver, and the third
person pronoun, ten, tamten, 6w, on (this, that, this one, he), refers to that which, existing
apart from the sender and the receiver, constitutes, in the broadest sense, the con-
situation of the act of speech. In a text, the pronoun referring to a certain person
or thing, calls the sender’s and the receiver’s attention to that person or thing, thus
becoming a semantic sign equivalent to a denoting word. The pronoun jaz may have
the same meaning as the name Adam, and the pronoun fen, as the denoting word
kapelusz (hat). The textual meaning of both categories of words may be the same,
but their value in the language system is different. The denoting words—Adam,
kapelusz—have as their value a class of phenomena, while the pronouns—ja, ten—
have as their value a certain direction of reference.
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The third technique serving the semantic system of language is ordering, i.e.,
designating a certain object by indicating its place in a series. A person always orders
on the basis of some objectively existing series of elements by setting the designated
object in a definite place in this series. The parts of the body constitute such a series.
A shorter series is represented by the paired members, like ears and hands, and
a longer series by fingers and toes. Numerals constitute a series of elements of the
same type. The difference lies in the fact that, in the former case, conventional words
stand for material parts of the body. Numerals form a series by virtue of the fact each
successive numeral calls to mind all the preceding ones. And so the numeral five
reminds us of the series of numerals one, two, three, four, which preceds five in the
series of numerals. The invariant value of the numeral five, therefore, consists solely
in the fact that it reminds us of the series of four numerals following which it appears
as the fifth. Neither the ordinal number fifth, nor the cardinal number five exists
apart from the series which it evokes in the memory.

An infinite number of objects in the world constitute series. Attention may be
called to such an object which is part of a series by giving its place in the series,
which we do when we give a number which occupies the same place in the series
of numbers as the given object occupies in its series of objects. Because the place
in the series is identical, the given number becomes a semantic sign for the object,
equivalent to a denoting or referential word. In the cloakroom, in asking for one’s
hat, a person may say to the attendant—Har! (denoting), That one! (referring),
The third one! (ordering), or, more accurately, The brown hat!, That hat!, The third
hat! In being asked in a shop—How many apples? 1 answer—Five, and this number
becomes the sign for a certain group of fruit.

Despite its richness, the semantic system of language is not sufficient for designating
the ever new meaning contents formulated by the human mind. The semantic system
must, therefore, be productive, i.e., it must constantly be creating new signs for
designating new meaning contents as well as newly interpreted old meaning contents.
This semantic creativity appears in several forms; in order to understand it, how-
ever, we must take into consideration certain properties of the structure of the lexical
system of language, which includes denoting words and constitutes the most important
part of the semantic system.

The lexical system does not strictly limit the number of words in the system and
allows for the situation in which two or more words correspond to one and the same
class of phenomena, so-called synonymy, as well as the situation in which one
word corresponds to two or more classes of phenomena, so-called homonymy
or polysemy. Such words in Polish as chorqgiew (banner) and sztandar (flag) are
synonyms, for they refer to the same object. A more difficult problem is involved
in homonyms, in relation to which the question arises as to how we can determine
whether we are dealing with one or more classes of phenomena. The majority of
classes of phenomena designated by homonyms are located at a distance from one
another in the lexical system, as manifested in the fact that the homonym is simulta-
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neously opposed to various groups of words. The Polish word zamek (castle, lock,
lock on a gun), for example, is such a homonym. This word refers to three classes
of phenomena and, as the sign for each of them, is adjacent to different words and
is opposed to them by virtue of different features. When zamek means ‘castle’, it is
adjacent to words like dom (house), palac (palace), kamienica (apartment-house),
dwdr (manor); when zamek means ‘lock’, it is adjacent to words like zakretka (turn-
buckle), zatrzask (latch), zamykaé (to lock); when zamek means ‘lock on a gun’,
it is adjacent to words like lufa (barrel), kolba (butt). In German we have the same
homonymy as in Polish, but in English we have two words—castle and lock, just
as in French, where chdteau, ‘castle’, differs from serrure, ‘lock in a door’.

The existence of synonyms and homonyms proves that the lexical system of
a language has a rather loose structure, significantly looser than that of the phono-
logical system. The number of elements in this system, i.e., of words, cannot be even
approximately determined. As a result, new words may be continuously introduced
to the lexical system, not only for new meaning contents but also for old meaning
contents which already have equivalents in the newly adopted words. New words
for these same meaning contents may be introduced into the system and become
established as synonyms of older words, so long as they differ from these older
words in connotation. The existence of the word sforice (sun) did not prevent the
formation of another word for the same meaning content (although there is only
one sun!), the word sloneczke (sun), which has a softer tone; despite the existence
in Polish of the words jes¢ (eat) and spozywaé (consume), the word konsumowaé
was borrowed (from Latin consumere) and became established in the language because
of its connotation of grandeur. We will discuss these phenomena more fully in
Chapter 8, which is devoted to the stylistic system of language; here, however, we
will discuss only the types of expansion of the lexical system, involving denoting
words, at the same time pointing out that the two remaining semantic systems—
those of pronouns and numerals—have a more coherent structure and cannot so
easily be expanded.

The simplest form of enriching the lexical system is to introduce new elements
originating from outside the system. Of primary importance are natural word
sources, which involve the stabilization of speech forms which originally were not
part of language—on the one hand, we have one-class signs of children of the type
mama, baba, tata, papa, etc.; on the other hand, we have onomatopoeic images,
in which the speaker imitates the sounds of the external world by means of speech
sounds (e.g., kukulka (cuckoo), tik-tak (tic-tock), bum (boom), jojczeé (to say oh!
oh!)), as well as movements and shapes (dyndaé (dangle), bimbaé (to not give a hang),
zygzak (zigzag)). We will return to this question in our discussion of language
stylistics.

The second type of forms which play a part in the enrichment of the lexical system
of language includes all types of words borrowed from other languages as lexical
calque or translation loan words, which involve the use of elements of the native
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language composed on the model of a foreign form. These questions will be discussed
in detail in Part III (Chapter 12), devoted to historical linguistics.

The second basic form of productivity of a language’s lexical system, its adaptation
to new needs, involves attaching new semantic values to old words. In
favorable conditions, a new textual meaning of a word may become fixed in the
language as a new value. The word S$wieca originally meant ‘light’, ‘light source’.
In Old Slavic, this word is used to mean ‘campfire’. When rolls of wax with a wick
inside for burning were introduced in Poland, these rolls were called swiece (candles).
When, in modern times, the idea of units of light measurement arose, these units
were also called swiece, whence the expression zaréwka o sile pietnastu Swiec (a fifteen
candle light). In each case, the textual meaning of the word was adapted to new
needs, following which the language system accommodated it, adapting the defined
textual meaning as a lexical value. Sometimes, a new meaning for a whole group
of words used metaphorically in texts becomes stabilized in a similar way. Figures
of speech arise in this way, designating meaning contents completely different
from the value of the words of which they are composed, e.g., bialy kruk (literally—
white raven) means ‘an extremely rare book’; zamki na lodzie (literally—castles on
ice) means ‘unrealistic plans’; galgzka oliwna (literally—olive branch) means ‘in-
tentions for peace’. These figures of speech, which, because they vary from language
to language, cannot be translated from one into the other, are called idioms or
idiomatic expressions (from the Greek idioma ‘special custom’).

The third basic form of productivity of the lexical system involves the creation
of new words on the basis of the structure of the system. The most important forms
coined in this way are those which involve filling in the empty slots in the system,
occurring in categories of proportional opposition, as previously described (cf. p. 42).
In discussing this subject, we must begin by defining the morpheme as the smallest
element of language possessing a distinct and constant function in language
communication. This definition requires further clarification. In comparing the
following Polish words with one another: rek-a:za-recz-ony:rec-e:rqk .rqcz-ka, we
observe that the root morpheme occurs in five different forms, each of which is
composed in part of other phonemes. The question arises as to why these five groups
of phonemes are considered one and the same morpheme. They are considered as
such primarily because of the fact that they have the same value, they designate
the same group of objects. This criterion, however, is insufficient. The forms czlowiek
(person) and ludzie (people) are in the same relation to each other as rek-a and
rec-e, but the elements rek- and rgc- are considered the same morpheme, while the
forms czlowiek and ludzi-e are considered different morphemes. In order to resolve
this problem, attention must be called to the fact that each of the various forms of
the morpheme rek-:recz-:rec-: rqcz-:rgk- occurs in a different and strictly defined
phoneme environment and, furthermore, that the differences among these forms as
well as the differences in their phoneme environments are repeated in other series
of Polish words. Thus, the series of forms rek-a:za-recz-ony:rec-e:rqk is equivalent
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to the series mek-a:za-mecz-ony:mec-e:mqgk. The vowel in these two roots, as in
many others, occurs either in the form ¢ or g, while the final consonant either in
the form k, ¢z or ¢. Thus we may say that semantically indivisible elements
of language are considered to be one and the same morpheme (1) to
the extent that they have the same function in language communication and (2) to
the extent that the phonological differences existing among them are repeated in
a manner proportional to other morphemes of the same language. Different language
elements belonging to the same morpheme, e.g., rqk:rec- are called allomorphs,
or morpheme variants.

A group of two or more phonemes which, depending on the structure of the word,
substitute for one another in the same position in a single morpheme is called an
alternating series, or morphoneme; the phenomenon of such phoneme inter-
changes is called morphological alternation. In order to define an alternating
series, it is necessary to determine the phonemes of which it is composed and the
position in the morpheme in which the phonemes alternate with one another. Only
such phoneme interchanges which are repeated in the same position in the morpheme
in a series of morphemes are considered to represent alternation. The sum of defined
morphologicalalternations constitutesthe morphonological system ofalanguage.
In the Slavic languages, for example, the alternating series k:cz:c and ch:sz occur
only at the end of morphemes, e.g., Polish rek-a:recz-ny:rec-e and uch-o:usz-ny,
for only in this position are interchanges among these consonants repeated in
a proportional manner in a series of morphemes, thereby constituting part of the
morphonological system. The interchanging of the phonemes k:cz and ch:sz in other
positions, however, as, for example, at the beginning of the morpheme, are isolated
and do not constitute part of the system—compare Polish kos-a and czes-aé or
chodz-i¢ and szed-1. Thus, the elements kos- and czes- as well as chodZ- and szed-,
although historically related, are not actually considered as constituting part of the
same morpheme.

As we see, the structure of the morpheme is, in a sense, similar to that of the
phoneme (cf. Fig. 4). The phoneme consists of a set of constant features realized
as a series of sounds, which constitute its variants. A morpheme, likewise, consists
of a set of features realized in its different variants. The variants of both phonemes
and morphemes are to a large degree conditioned by their phoneme environment.
The previously cited elements, rek-a:recz-ny:rec-e:rgk:rqcz-ka are variants of one
and the same phoneme which, aside from its designating value, is characterized by
three constant formal features: (1) the morpheme begins with the phoneme r, (2) the
ris followed by a vowel which alternates in two forms ¢:q, (3) the morpheme
ends with an alternating consonant series k:cz:c. As we see, the morpheme is
characterized, not by phonemes, for they may change, but by an alternating series,
or morphonemes. The Polish morpheme sen:sn-u:$ri-e (written $nie), for example, is
a set of three alternating series (morphonemes) s:§, e:zero (absence of vowel),
as a result of which, certain variants of this morpheme have no single common
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phoneme. In further discussions we will define the morpheme as the smallest
set of alternating series (morphonemes) possessing a distinct constant
function in language communication; the alternating forms of the morpheme
will be called its variants.

At the next level of complexity, we have an entity composed of morphemes—the
syntactic member—i.e., a set of morphemes which, together, fulfill the function of
one member of a sentence—predicate, subject, object, adjectival modifier, adverbial
modifier. In other words,a syntactic member is a set of morphemes which, as
a whole, functions as the sign for a certain phenomenon, at the same
time defining its own position within the sentence. Signals which separate
syntactic members, i.¢., diacritic features enabling the listener to divide the sentence into
parts, exist in all languages. The difference rests in the fact that, in some languages,
the means for deliminating syntactic members are the same for all such members,
while in other languages, each type of member has its own distinctive deliminating
signals which, above all, are different in the predicate than in the remaining sentence
members. In the first case, we have word languages, while in the second, wordless
languages. A word is a syntactic member isolated in the flow of the sentence by
means of the same delimiting features, or signals, which serve to isolate other syn-
tactic members of the same sentence. Generally speaking, a word is a syntactic
member constructed according to the same scheme as are allthe other
syntactic members of a given language. If, however, the means for delimiting
a given syntactic member are different from those which serve to delimit adjacent
syntactic members, then these means do not constitute specific word-delimiting
features, but, instead, constitute means for delimiting various syntactic members,
such as predicate, subject, etc. If there are no general means for delimiting words,
then, there are no words. The concept of syntactic member is a broader concept,
which includes the concept of a word. A syntactic member is a word when it is de-
limited by means of certain generally applied delimiting signals. Here, we will be
exclusively concerned with word languages, which are more familiar to us; our
discussion of wordless languages will be found in Part IV (Chapter 16).

Polish is an example of a word language, because all of its syntactic members,
regardless of their function in the sentence, have a similar structure, both in respect
to morphology and to phonology. All of the syntactic members consist of a stem,
which is related to a certain objective phenomenon, and which is followed by an
ending embodying a series of syntactic functions. Forms constructed in this way
carry the accent on the penultimate syllable, which signals the end of one form and
the beginning of the next one. If we take, for example, the sentence—Matk-a widz-i
cérk-e—each of its members, subject, predicate, direct object, is constructed in
accordance with this general scheme and, consequently, is a word. As we see, in
Polish, a word is characterized, first, by its division into stem and ending, and,
secondly, by the accent on the penultimate syllable. Similar relationships obtain in
other Slavic languages as well, with the single difference that the accent falls on the
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first syllable (Czech and Slovak) and signals the beginning of the word, or it may fall
on any syllable (variable accent, as in Russian, Bulgarian, etc.) where it defines only the
number of words in the sentence, e.g., Russian—Jd ne zndl bélee débrogo éelovéka.

In analysing sentences in word languages, we observe that, in addition to words,
they are composed of free morphemes which are neither independent
words nor parts of other words. In the Polish sentence, for example—Ojciec
i matka nie mieszkali juz w duzym miescie—we have a series of forms (ojciec, matka,
mieszkali, duzym, miescie) all possessing the features of words (division into stem
and ending, accent); alongside of them, however, appear free morphemes which
are not words (i, nie, juz, w). Free morphemes (the prepositions w, przy, za, z; the
conjunctions i, a, wiec; particles nie, tak) are primarily means for constructing
sentences. Thus, they will be described together with the syntactic system of language;
here, however, we are concerned solely with words.

In word languages similar in type to the Slavic languages, each word is composed
of two principal parts, i.e., a stem and an ending. The ending is a morpheme
which defines the role of the word in the sentence, while the stem designates a certain
objective phenomenon by means of denoting, referring, or ordering. The stem is
often composed of many morphemes, among which we differentiate the root and
affixes. The root is that morpheme in the stem which may appear alone by itself;
affixes, on the other hand, cannot appear alone, but only in connection with roots.
Affixes attached to the beginning of a root are called prefixes; those attached to
the end of a root are suffixes, and those which appear within the root are called
infixes. In the Polish expression, for example, Widze pra-dziad-k-a., the morpheme -a
is an ending characterizing the word as a direct object in the sentence, the morpheme
-dziad- is a root which may appear as the independent word dziad, the morpheme
pra- is a prefix, and -k- is a suffix. Infixes do not occur in Slavic languages; however
in the Latin word fra-n-g-6 ‘I break’, we have the first person singular ending -o, the
root frag- (compare the past perfect frég-i, past participle frac-tus) as well as the
nasal infix -n-.

In the Slavic languages, as well as in many other languages, different endings are
added to the same stem, e.g., Polish ran-a, rani-e, ran-y, ran-q. Thus, a group of
forms which have a common stem are considered a single word, which simply appear
in various forms of inflection. The same relation exists between the word and its
inflectional forms as between a phoneme or a morpheme and its variants. A stem
characterizes the word, while the endings constitute its variants. Not only positively
existing phonemes, e.g., ran-a, ran-y...; nos-a, nos-y, nos-6w..., can be endings, but
the lack of a phoneme also constitutes an ending, a so-called zero ending (e.g.,
genitive plural ran, nominative singular nos), for such an ending differentiates a given
word from other inflectional forms of the same word, just as phonologically existing
endings differentiate the various inflectional forms of other words (e.g., in the genitive
plural ran, the zero ending fulfills the same function as the ending -éw in the genitive
plural nos-6w). Many words possess similar inflectional forms constructed by means
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of the same endings and morphological alternations, e.g., wdz, woz-u...; mréz,
mroz-u... The set of inflectional forms which are repeated in a parallel manner in
a series of words is called a paradigm. Paradigms which are based on the categories
of case, number and gender are declensional paradigms, while those based on the
categories of person, number, mode, time, voice are conjugational paradigms. A group
of words inflected according to the same declensional paradigm is a declension,
while a group of words inflected according to the same conjugational paradigm
is a conjugation. In the Slavic languages, as in Latin and Greek, there are several
declensions and conjugations. They constitute the inflectional system of lan-
guage, in which empty slots may appear, especially in connection with borrowed
words, which originally had no inflectional forms. The borrowed form of a noun
becomes the nominative and, depending on how it ends, is included in one of the
existing declensions. The lacking forms of the other cases, however, constitute the
empty slots in the system. They are filled in by neologisms, the form of which is
determinated by the structure of the system, i.e., of the paradigm. The nominative
form undergoes the same changes in declining as do the nominative forms of the
other nouns of the same declension. Thus, according to the native paradigm sfup,
stup-a, stup-owi, the inflectional forms semafor, semafor-a, semafor-owi, are created
for the borrowed form, semafor. In this way, the inflection system demonstrates
productivity, i.e., by increasing the number of inflectional forms of words.

The inflection system demonstrates productivity in yet another way, by transferring
word-units with inflections possessing a single stem into suppletive inflections
including two or more stems. In such cases, a group of stems is included within
one of the paradigms, thus creating one inflection and, consequently, one word.
Because the singular and plural forms of nouns usually have the same stem (e.g.,
gosé:goscie, kon.konie) and are, therefore, inflectional forms of a single word, the
singular form czlowiek and the plural form ludzie, included in the same paradigm,
are also treated as the forms of a single word although they have different stems.
It is clear, therefore, that suppletive inflections are always based on single stem
inflections, on the basis of which they are interpreted as variants of a single word.
Suppletion plays a large role in the comparison of adjectives. On the basis of the
simularity of the stem in the comparison of the adjectives dlugi:dluzszy, etc., the
forms dobry:lepszy; zly:.gorszy are treated as forms of a single word. The suppletive
inflections of personal pronouns, although based on several roots (e.g., ja, mnie, my,
nas; ty, tobie, wy, was) are treated as the variants of a single word on the pattern of
the uniform declension of nouns (e.g., pan, pan-a, pan-owie, pan-6w). The same holds
true in the case of suppletive verbs, e.g., jestem:bylem; idg:szedlem, which are treated
as one word by being included in the paradigm represented by inflections of the
type kocham:kochalem; niose :niostem, etc.

While suppletion involves the inclusion of various stems in one word, in cases
of inflectional syncretism, one form constitutes two variants of a word. Because
in many Polish declensional paradigms, the genitive and accusative have different
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inflectional forms, (e.g., wozu:wéz; reki:reke), the form pana (which is the same in
both the accusative and the genitive) is interpreted, on the basis of this system, as
two formally identical inflectional variants of the word pan, as a genitive (dom
pana), and as an accusative (widze pana). Thus, it can be said that each Polish noun
has seven cases, but that in the inflections of the word pan, the genitive and accusative
are syncretic, i.e., formally identical.

Having discussed in brief the variants of words which together constitute the
inflection system of language, we will now proceed to the word derivation
system of language, which is based on the proportional oppositions of words.
Those oppositions, in which the formal and semantic differences are repeated in
series of word pairs (e.g., madr-y:medrzec = glup-i.glupi-ec; kocha-¢:kochani-e =
czyta-é:czyta-nie) constitute a system of word derivation. In the Slavic languages,
as well as in many other languages, proportional oppositions constituting word
derivation categories are based primarily on the opposition of suffixes, e.g., dom
(absence of suffix): dom-ek (suffix -ek). The word derivation system demonstrates
productivity by filling in empty slots in morphological categories with neologisms,
the form of which is determined by the structure of the system. In Polish, there exists
a morphological category consisting of a series of proportional oppositions of the
type zloto:zlot-nik; las:les-nik, etc. Alongside the word lot, an empty slot existed
which, at the beginning of the 20th century, was filled in by the word lot-nik, contain-
ing a suffix determined by the morphological category.

Suffixes frequently used to form new words are productive suffixes of a distinct
and constant semantic value. In Polish, for example, the suffix -ek forms diminu-
tives, asin dom-ek (little house); the suffix -nie is used to form names of actions, no-
minaactionis, asin kocha-nie (loving); the suffix -ciel occurs in names for the agents
of actions, nomina agentis, e.g., nauczy-ciel (teacher); the suffix -dlo for naming
instruments, nomina instrumenti, e.g., liczy-dlo (abacus); the suffix -stwo in
collective nouns, e.g., kolezeri-stwo (comradeship); the suffix -o§¢ in nouns
designating certain abstract features, nomina abstracta, e.g., bialosé (whiteness),
etc. Each of these productive suffixes possesses a constant, abstract value which is
transformed, becoming concrete, depending on the meaning content of the root
to which the suffix is attached. The mutually limiting values and usages of these
suffixes constitute the basis of the word derivation system. Certain suffixes have
no semantic value, having been introduced in order to transfer a word from a de-
clension which is dying out to one which is in the process of expanding. In Polish
dialects, for example, the suffix -ak in forms of the type dzieciak, cielak, etc. is be-
coming prevalent in place of dziecig, ciele; thus, words belonging to the vowel
declension (dziecig:dziecigcia; ciele:cielgcia), which is dying out, are transferred to
the vital declension of masculine nouns ending with a hard consonant (wiatrak :wiat-
raka). Such suffixes which do not influence the meaning content of the word, but
only its inflection, are called structural suffixes.

Alongside suffix derivation, the second basic form of productivity. of the word
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derivation system involves coining words composed of two or more roots com-
bined on the model of other compound words already existing in the language.

We have three basic types of such compound words: coordinate, attributive
and possessive. In coordinate compound words, both members are of equal rank,
for neither defines the other, and the entire complex may be substituted by a group
of words linked by the coordinating conjunction “and” (Polish i), for example,
bialo-czerwony ‘biaty i czerwony’ (red and white). In attributive compound words
one of the members fulfills an identifying function and the other, a differentiating
function. One member identifies a given phenomenon with all the other phenomena
included by the concept, while the other member expresses a particular attribute
which differentiates the phenomenon designated from other phenomena of the same
type, thus defining them. In the Polish words, for example, ojcobdjca (patricide),
matkobdjca (matricide), bratobdjca (fratricide), krdlobdjca (regicide), the second
member -bdjca (killer) identifies the word with a certain more extensive group of
persons, while the member, ojco-, matko-, brato-, krélo-, distinguishes from among
this larger group of killers, a certain smaller and more particular group. It should
be noted, that in words containing productive, expressive suffixes, the suffix is an
identifying member, and the root is the differentiating and defining member. Thus,
in the word zlot-nik (goldsmith), the identifying member is the suffix -nik, the ex-
ponent of a group of agents, while the differentiating member is the root zlot-. In
the word wilcz-yca (she-wolf), the suftix -yca is the exponent of a group of female
creatures, while the differentiating member, wilcz-, is one of the alternating forms
of the root which appears in the word wilk (wolf). Here, therefore, the root fulfills
a function similar to that of the first member, while the suffix fulfills a function
similar to that of the second member of compounds of the type ojco-bdjca. In
possessive compounds, not only does one member define the other, but the compound
as a whole designates something beyond the usage of either of the members, i.e., it
designates the possessor of the second member as described by the first member.
For example, krzywonos does not mean ‘krzywy nos’ (crooked nose), but refers to
a person having a crooked nose; a similar situation obtains with the meaning of the
compound words krzyworgczka (he of the crooked hand), glowondg (cephalopod),
26ltodziéh (yellow-beak), etc.

Attributive compounds of the type ojcobdjca represent a type called endocentric
constructions, i.e., compounds which as a whole have the same function or belong
to the same class of forms as do one or more of the members of which they are com-
posed. The compound, for example, ojcobdjca, belongs to the same semantic class
as (za)-bdjca. Possessive compounds, on the other hand, of the type krzywonos,
represent a type called exocentric constructions, i.e., those compounds which,
as total complexes, have a different function or belong to a different class of forms
than do any of the members of which they are composed. The compound krzywonos,
in its entirety, designates a person who has a crooked nose, and thus, the usage of
this compound is different from that of both the words krzywy and #os.
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Thus, we have a general outline of three systems—the morphonological system,
the inflection system and the word derivation system—which together constitute,
in certain languages at least, the morphological system, the productivity of
which involves the creation of new words and word forms by filling in empty
slots in the system. In the 20th century, yet another way of creating new words has
become prevalent. Such words are letter and syllable abbreviations which
have become so established in the language that they undergo case changes. As an
example of a letter abbreviation we have wjor (UJ = Uniwersytet Jagielloniski—
Jagellonian University), ujotu, w ujocie, etc. Polgos (Polskie Wydawnictwa Gospo-
darcze—Polish Economics Publications) is an example of a syllable abbreviation.
In certain societies, abbreviations have become very widespread.

Note: The process of finding equivalents for the signs of one code among the signs of another
code is called recoding (code switching). The language system facilitates recoding by ordering
words according to their frequency in the text. The value of a word is the invariant part of its func-
tion in communication. The values of denoting words are classes of phenomena (including a large
number of entities in common nouns and a single entity in proper names). The value of referential
words (pronouns) are certain directions of reference. The value of ordering words (numerals) are
defined in a series. The textual meaning of a word is defined by its function in a given text. The mean-
ing of a word may be broader or narrower or completely different (metaphor) than that of the value;
the meaning of a word is determined by its context, i.e., by the other words in the sentence of which
the given word constitutes a part, and by the consituation, i.e., the external circumstances in refer-
ence to which the sentence appears. Synonyms are words which differ in form but have the same
value; homonyms are words which are identical in form but have different values. The phrase
“natural word source”—refers to the introduction of non-language forms into language, for example,
onomatopoeic images. Lexical calques are words or groups of words composed of elements of the
native language which are arranged on the model of a foreign form. Morpheme—a group of seman-
tically indivisible elements (allomorphs) of a language form having the same function in language
communication and among which phonological differences are repeated in a manner proportional
to other morphemes of the same language. Morphoneme—a group of two or more phonemes
which, depending on the structure of the word, substitute for one another in the same position in
a single morpheme, The sum of a language’s morphonemes constitutes its morphonological system.
A syntactic member is a set of morphemes which designates some objective phenomenon, at the same
time defining its own relationship to other syntactic members. A word is a syntactic member
constructed according to the same scheme as are all the other syntactic elements of a given language.
What are the functions of the stem and ending in a word? What is the difference between a root and
an affix (prefix, suffix, infix)? What is a zero ending? What is a paradigm? What is the inflection
system of language? What do inflectional suppletion and syncretism involve? What is the word
derivation system of language and what role do productive and structural suffixes play in this system?
What are endocentric and exocentric constructions?
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Cuaprter 7. THE SYNTACTIC SYSTEM

Particular semantic elements of words, i.e., semantemes, which enter into the
composition of texts, refer to concrete phenomena in the surrounding world by
means of the three techniques distinguished above—denoting, referring and
ordering. This defines the limits of the second function, the semantic plane, of
language. But above the semantic plane, stands the third and highest, syntactic
plane, in which true, complex language signs, or utterences, are found. Semantemes
(in Polish, stems of words of the type rek-(a), lat-(0)) cannot appear as independent
utterances, but only as the building blocks of which complex signs of language are
constructed.

Each utterance is a set of experienced impressions structured by the individual
in a certain manner. Besides semantemes, therefore, which directly refer to these
impressions, utterances must be composed of structural elements which somehow
order these impresgions. Thus, each language sign which is comprehensible in
communication—that which we call an utterance—must be a complex sign containing
not only semantemes, which are simply building blocks, but also certam structural
elements, which constitute the syntactic system of language

There is an infinite number of complex signs. Every utterance is something new,
not handed down by tradition, and therefore, in its entirety, is not part of the system
of language. The elements, however, of which utterances are composed, are handed
down by tradition and, therefore, do constitute part of the system of language.
Language includes both semantemes and syntactic agents, which order and combine
these semantemes into total units of a higher order, into utterances. It is this difference
between semantic and syntactic agents of language which we refer to when we say
that language is a two-class system. Syntactic agents, which we will now discuss,
in all languages involve intonation, modifying and concrete demonstratives.

The syntactic intonation accompanying any word uttered involves changes
in the level of the basic pitch produced by a variation in the number of ‘air vibrations
in a given unit of time. Intonation is basically conventional, as demonstrated by the
fact that it varies in certain details in different languages. Although syntactic intona-
tion schemes, like other elements of language forms, undergo various individual
changes in articulation, they exist as components of the social tradition of language.
The function of intonation is to create utterances by separating them from adjacent
utterances (delimiting function) and by defining their relationship to reality (modal
function).

In Polish, as in many other languages, there are three syntactic intonations:
declarative, interrogative, exclamatory. Declarative intonation starts low,
rises, describing a curve, then, at the end of the utterance, falls—e.g., wrdciles do
domu (you came home). Interrogative intonation begins low and, rising, ends at
the highest point—e.g., wréciles do domu? (did you come home?) Interrogative
intonation constitutes, in fact, the first half of declarative intonation; it is a fragment
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interrupted in the middle, leaving us in expectation of the second half, the answer.
Exclamatory intonation starts high and then falls—e.g., wréciles do domu! (you
came home!). In writing, punctuation is the equivalent of intonation (.?!). The three
conventional intonations may be represented diagrammatically as follows:

—~_— —

Wrdcites do domu. Wrdciles do domu?  Wrdcile$ do domu !

Fig. 6. Three conventional syntactic intonations

In order for an utterance to function and be understood, its beginning and ending
must be delimited by separating them from adjacent utterances. These limits are
marked when one scheme of syntactic intonation ends and the next begins. Normally,
this is the lowest point of intonation, the point at which the falling intonation, or
cadence, of the previous utterance meets the rising intonation, or anti-cadence, of
the next utterance. If we place a comma or period, and, consequently, the intonation
limit, in an improper place, the sentence becomes incomprehensible.

In order for an utterance to be understandable, in order for it to be capable of
designating reality, it must not only be delimited, but also its relationship to the
reality represented must be defined. The designating part of particular words and
groups of words are representations contained in our minds; thus, an act of thought
must occur to set these representations in the place of reality. This act, connected
with a language form, is called modality. Syntactic intonation is one form of
modality; frequently, it is the only form. In the semantic system, a word is only the
equivalent of a certain class of impressions and representations. In order to transfer
a word into a concrete language sign, an utterance, we must pronounce it with
a certain intonation which delimits it and provides it with a modality, i.e., informs
the receiver as to the type of act of thought by which the word refers to reality. Thus,
a declarative intonation tells us that the speaker intends the representative content of
the utterance to stand for reality, that he is subjectively persuaded that the utterance
express reality—e.g., wrdcile§ do domu (you came home). Interrogative intonation
express uncertainty. The speaker realizes that different states of reality may exist,
and would like to know which is actual—e.g., wrécile§ do domu? (did you come
home?) Commanding intonation tells us that the speaker considers the meaning
content of his utterance to be non-actual and wants it to become actual—e.g., wra-
caj do domu! (come home!). Commanding intonation is one form of exclamatory
intonation and, like other intonations of this type, fulfills an expressive function,
i.e., it indicates the feelings of the sender, and an impressive function, i.e., it acts
upon the will and behavior of the receiver.

In speech, we have utterances consisting of a single word; only because they are
spoken with one of the three syntactic intonations are they utterances. The word
ogient (fire) becomes an utterance when it is shouted ogieri! Many words function
in the same way: the particles tak, nie (yes, no), so-called impersonal verbs—grzmi
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(it is thundering), blyska (it is lightning), mzy (it is drizzling), swita (it dawns); the
vocative form of nouns Janie! Mario! Profesorze!; forms of commands—bacznosé!
(attention!), precz! (begone!); often the imperative form of verbs—idZ! (go!), stu-
chaj! (listen!), etc. All of these examples, within a given consituation, are complete
utterances demanding no supplementation; on the other hand, they are not complex,
for they are composed of a single word, they contain only one semanteme. For this
category of forms, intonation is the single and sufficient agent for introducing them
into the flow of speech. One-word utterances, however, are not typical. Language
utterances proper are complex and, therefore, besides intonation, are composed of
other special syntactic agents: modifiers and demonstratives, which combine
semantemes into units of a higher order. This has the enormous advantage that
these complex utterances are, to a great extent, and sometimes completely, independ-
ent of the consituation, the concomitance of which is indispensable to the functioning
of one-word utterances.

Modifying involves the fact that certain categories of words create places,
adjacent, for certain classes of other words, they announce and require them. Here,
the syntactic connection resolves itself into the relation of the word modifying and
requiring to the word modified and required. The phenomenon of modifying is
a result of the semantic incompleteness of modifying words, the fact that they do
not provide full information. Just as one-word utterances, they must be supplemented;
but while one-word utterances require supplementation on the part of the consitua-
tion, modifying words require supplementation on the part of the context, and,
because the meaning contents of these words are incomplete, their supplementation
must be strictly defined. The entire set, consisting of 2 modifying word and the places
adjacent to it in a text, which are open for defined categories of modified words,
is called the syntactic scheme. These schemes, passed on by social tradition,
constitute part of the system of language. The role of the speaker is limited to choosing
one of the words in a class modified and placing it in the text, next to the modifying
word.

Because modifying results from the meaning of words, the division of words into
various groups on the basis of their modifying function to a certain degree corresponds
with their division on the basis of semantic features. Those words fulfilling the same
function in the system of modifying and manifesting the appropriate semantic
features of this function, are included in the same class of words, which is called
a part of speech. Systems of parts of speech vary widely in different language
groups. Here, for purposes of illustration, the system of parts of speech of the Polish
language will be presented, which does not greatly vary from the systems of other
Indo-European languages.

We will begin with denoting words. They may be divided into several groups on
the basis of their role in the modifying system. First of all, we must distinguish words
which, in designating separate phenomena, independent entities, are semantically
complete and, to a great extent, provide exhaustive information. These are primary
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words, or nouns, like dom (house), wilk (wolf), bialos¢ (whiteness), pisanie (writ-
ing). Because their meaning content does not demand supplementation, they do not
modify anything but are themselves modified by secondary words which, because
they designate phenomena which are not autonomous, require that their meaning
content be supplemented by primary words.

Secondary words can be divided into adjectives and verbs. Adjectives, like
bialy (white), wysoki (tall), ojcowski (paternal), zgnily (rotten), designate the dependent
part of phenomena, i.e., their properties. Adjectives modify a noun of the same case,
number and gender; they make place for this noun adjacent in the text, which
constitutes the syntactic scheme of the nominal group. By filling in the place modified
with an appropriate noun, we obtain in the text nominal groups of the type bialy
dom (white house), wysoki czlowiek (tall person), ojcowskie dziedzictwo (paternal
inheritance), zgnily owoc (rotten fruit), etc. A determining relation exists among
the words comprising a nominal group. This relationship involves an adjective
(e.g., bialy), which is a modifying and determining member and which adds new
features to the meaning of a noun (e.g., dom), the modified and determined member,
thus enriching the noun’s meaning content and narrowing its usage. The group
bialy dom has a richer meaning content and a narrower usage than the word dom;
however, these language members are similar to each other to the extent that they
are equally capable of becoming utterances. With the proper intonation and in the
proper consituation, of course, they may be understandable language signs; but
although the group bialy dom is a complex form, it may function as a separate
utterance in the same conditions as the word dom can. It is the verb which fundamen-
tally changes the situation.

Verbs designate states, e.g., siedzi (sits), or actions, e.g., bije (beats) which are
abstracted from a certain situation. In reality a state or action never occurs independ-
ently but is always the state or the action of some entity. Thus, the verb alone does
not provide full information about the situation to be represented and requires
semantic supplementation. Verbs which designate a state—intransitive verbs—siedzi
(sits), lezy (lies), idzie (goes), bieleje (whitens), plonie (flames)—require a subject,
i.e., an entity the state of which they designate. Verbs which designate actions—
transitive verbs bije (beat), czyta (reads), niesie (carry), kocha (loves)—require an
agens, i.e., the person who is the source of an action, and a patiens, i.., an
entity which is the intended object of the action. In Polish, the subject of intransitive
verbs and the agens of transitive verbs are both expressed in the same way, by the
nominative form of the noun, and are both referred to by the term subject, while
the patiens, expressed in Polish by the noun in the accusative, is called the direct
object.

In the Polish language, the subject, so defined, is expressed by the personal ex-
ponents of the verb, which refers to the subject, as in pronouns. In other words, the
personal verb forms contain a pronoun subject. For example, the first person form
ide (I am going) refers to the sender as to the subject; the second person form idziesz
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(you are going) refers to the receiver; the third person form idzie (he, she,
it is going) refers to anything or anyone which is neither the sender nor the receiver
and is, therefore, so general in meaning that it requires a supplement; therefore, it
modifies an adjacent noun in the nominative which is called the noun subject, e.g.,
ojciec idzie (father is going). Here the noun ojciec is the subject and the verb idzie,
the predicate. A predicative relation exists between these two members. The total
utterance, which contains a personal predicate, is called a sentence, as opposed
to all other utterances, which are called clause equivalents. The difference
between these two types of utterances must be discussed.

Every utterance expresses a certain modality, its meaning content has a certain
relationship to reality, which is realized by means of syntactic intonation. Each
utterance has a location in time and space, we know where and when its meaning
content takes place, but in clause equivalents, this is determined by the consituation
only, by which it is defined and limited. A sentence, on the other hand, is to a large
extent independent of intonation and consituation, because it contains a personal predi-
cate which both expresses modality and gives locality by means of its inflectional forms.
Thus, we have five basic categories of predicates: mood, which involves modality
expressed, not by intonation, but by changes in verb forms, the categories of person,
tense and aspect, which place the sentence in time and space, and the category
of voice, which determines the structure of the sentence.

In the Slavic languages, as in many others, we have three moods: declarative,
conditional and imperative. The declarative mood expresses the fact that the
speaker considers the meaning content of the sentence as conforming to reality, that
he intends the sentence to stand for reality, e.g., czytam (I am reading), czytasz
(you are reading). The conditional mood expresses the fact that the speaker
considers the meaning content of the sentence to be non-actual, but possible, in
certain conditions, and desirable, e.g., czytalbym (I would read), czytalbys (you
would read). The imperative mood indicates that the meaning content of the
sentence is non-actual, but demanded, e.g., id%! (go!), czytaj! (read!).

The category of person places the subject of the action within the situation of
language communication, i.e., places the subject in space by indicating whether
the subject is the sender, the receiver, or someone or something else.

Just as the category of person places the sentence in space, so the categories of
tense and aspect place a sentence in time. Both of these categories refer to both
past and future time, but from different starting points. The exponents of the category
of tense refer to time from the moment of speaking, in other words, from the tem-
poral standpoint of the person speaking; they indicate either the past, czytalem
(I read), or the future, bede czytal (I will read). In the first case, we have the past
tense, in the second case, the future tense. The present tense is the unmarked member
of the opposition. It indicates no particular direction and includes that which is
neither past nor future. In practice, this tense designates two different things, an
act contemporaneous with the act of speaking, e.g., siadam (I am sitting), or a per-
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petual activity, capable of encompassing both the past and the future—ziemia krqzy
dookola slorica (the earth revolves around the sun). Exponents of aspect indicate
time from a moment independent of that of speaking, but related to the moment
when the action described by the verb ends. And so, a form in the perfective aspect
refers to a time in the past beginning after the completion of an action which we
see as something past, e.g., przeczytalem (I have read), przeczytam (I will have read).
In the imperfective aspect, on the other hand, in thought we place ourselves before
the moment of completion of the action and we regard the action as developing,
e.g., czytalem (I was reading), czytam (I am reading), bede czytal (I will be reading).
In this way, the categories of tense and aspect describe the place in time of the action
of the sentence. The functioning of these categories may be diagrammed as in Fig. 7.

/moment of speaking

future tense

past tense

time line

moment of completion of the action

action perfective aspect

|
1

time line
imperfective aspect

Fig. 7. Categories of tense (above) and aspect (below)

Just as the category of person indicates the subject, the category of voice establishes
the relationship of a transitive verb to the subject and object. When the category
of voice makes no changes in the syntactic scheme, so that the action flows from the
subject to the object (direct object), we have the active voice, e.g., mama myje cérke
(the mother is washing her daughter). When the syntactic scheme changes in such
a way that the action proceeding from the subject flows back to the subject again,
we have the reflexive voice, e.g., mama myje sig (mother is washing ‘herself’). When
the direction of flow of action is reversed such that it reverts to the subject in the
nominative, we have the passive voice, e.g., mama jest myta przez cérke (the mother
is washed by her daughter).

In comparing the nominal group bialy dom (white house) with the sentence dom
bieleje (the house is whitening), it must be stated that the nominal group may be
used as a clause equivalent, but this necessitates that both the intonation and con-
situation be functioning, e.g., Co widzisz tam na skraju lasu?—Bialy dom. (What
do you see there at the edge of the woods?—A white house.) A sentence, on the
other hand, is an autonomous. complex language sign independent of intonation
and consituation owing solely to the fact that the inflectional form of the predicate
bieleje expresses the indicative mood, the third person, the present tense and the im-
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perfective aspect. Thus, the determining relation in the nominal group is different
from the predicative relation existing between the members of the sentence. In both
cases, we have a constitutive member which enters into a direct syntactic bond with
higher order units, which represent the group externally and cannot be separated
from it. In the nominal group, the constitutive member is the modified member dom,
while in the sentence, it is the modifying member bieleje. In the sentence dom bieleje,
the predicate bieleje is both the constitutive and modifying member and is, therefore,
particularly important syntactically, while the nominal subject dom is a non-constitu-
tive and modified member, syntactically less important. The relationships are different
in the nominal group bialy dom, where the defined member dom is constitutive and
modified, while the defining member bialy is non-constitutive and modifying. The
structural elements of the sentence are concentrated in the predicate, while in the
nominal group they are evenly distributed between the two members. The predicative
relationship, therefore, is syntactically irregular with the predominance of the predicate
over the subject, while the determinative relationship is one of syntactic equivalence
between the determining member and the member determined.

Heretofore we have discussed intransitive verbs, which modify the subject only;
now we will proceed to transitive verbs which open a larger number of places in
a sentence. Transitive verbs of the type kocha (he, she, it loves) modify two nouns:
one active, the point of departure of the actions, i.e., the agens, the second passive,
the object of the action, i.e., patiens. In Polish, the agens, called the active subject,
is in the nominative, just as the subject of intransitive verbs, while the patiens, called
the direct object, is in the accusative. In Polish, the transitive verb kockha (he, she,
it loves) modifies the subject in the nominative, e.g., ojciec (father), which answers
the question who? and the direct object, e.g., cérke (daughter), which answers the
question whom? Certain transitive verbs, for example, daje (he, she, it gives), also
modify a noun in the dative, called the indirect object, which answers the question
“to whom?” and designates the direction of the action.

Thus, we see that three types of Polish verbs—intransitive, transitive, and transitive
modifying an indirect object—constitute fhe nuclei of three different syntactic schemes,
which may be presented diagrammatically as follows:

kto siedzi
(who) (is sitting)

kto kocha kogo, co
{who) (loves) (whom, what)

kto daje kogo, co komu
(who) (gives) (whom, what) (to whom)

Fig. 8. Syntactic schemes

Each of these syntactic schemes may be realized by a practically infinite number
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of concrete utterances, depending on what words belonging to modifying classes
are used to fill in the places in the text. The first of the schemes presented may be
realized in the sentences: pies siedzi (the dog is sitting), czlowiek,siedzi (the person
is sitting); the second in the sentences: matka kocha corke (the mother loves her
daughter), ojciec kocha syna (the father loves his son); the third in the sentences:
ojciec daje ksiqzke synowi (the father gives his son a book), brat dal jedzenie psu
(the brother gave the dog food). The same holds true for other schemes. The nucleus
of any scheme is a sentence-generating word, the vehicle of the scheme, which
modifies one or more places filled in by words of the modified class. Concrete utter-
ances may be considered variants of the scheme which is realized in them. The rela-
tion between the syntactic scheme and the utterance is similar to that between the pho-
neme and sounds (cf. Fig. 4), the lexical value and meanings, the morpheme and its alter-
nating forms, and the word and its inflectional forms.

The syntactic scheme determines either the form of the words of which it is com-
posed, or their order in the utterance. In the latter case, it is the modifying word
which determines the order of the words comprising the syntactic scheme. In French,
for example, two places are created by the transitive verb—one place before the
verb, for the subject, and the other after the verb, for the direct object—and this
difference in position is the only difference between these two members of the sen-
tence. In the two French sentences, for example, Jean bat Paul (John beats Paul)
and Paul bat Jean (Paul beats John), the same form Jean, when situated before the
verb bat, is the subject, while it is the direct object when situated after the verb.
Similarly, the word Paul, depending on its position in the sentence, is in one case
the object, and in the second, the subject.

In Polish, as in many other languages, the syntactic scheme determines, not by
means of word order, but by means of the form of words alone, thus allowing for
a wide choice as to word order. Two types of such schemes may be distinguished,
called the syntagmatic relationships of agreement and government. In
agreement, the words making up the syntactic scheme appear in the form of the same
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