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Abstract—The surge of mobile data traffic has spurred
academia and industries to begin developing 5G networks. 5G is
meant to overcome limitations of 4G cellular technology relying
on the dominant trend of mobile network densification with
the deployment of small cell base stations. To accelerate this
process, low complexity and inexpensive remote radio heads
(RRHs) are deployed massively and connected to a centralized
pool of resources. In this work, we study the problem of inter-cell
interference (ICI) which arises in frequency reuse one multi-tier
5G networks. We entrust the management of RRHs to a software-
defined network controller and we take advantage of network
functions virtualization. Our contributions consist of proposing
Dynamic Strict Fractional Frequency Reuse (DSFFR), a method
to relieve ICI which dynamically divides the small cell area in a
different number of sectors. Furthermore, we formulate a joint
scheduling problem composed of two schedulers which operate
at different time granularity to transmit downlink packets.
Modeling the coverage area with the tool of stochastic geometry
and solving with simulations the joint scheduling problem, we
are able to show that DSFFR outperforms the static scheme.
Performance are addressed in terms of spectral efficiency and
packet blocking probability

Index Terms—5G, Small Cells, Software–Defined Networking,
FFR, Spatial Scheduling, SINR, MCS.

I. INTRODUCTION

Fueled by booming mobile data traffic the ever-growing ca-
pacity demand is motivating as efficient as possible utilization
of the scarce spectrum resources. With the deployment of the
4G UMTS Long Term Evolution (LTE) cellular technology
and its advanced version (LTE-A), base stations are deployed
in unplanned fashion using frequency reuse one (FR1). To cope
with increasing traffic volumes, both academia and industry
have started the quest for cellular communications beyond 4G,
or in other words 5G technology [1]–[3].

The dominant trend in 5G of network densification passes
through massive deployment of small cell (SC) base stations
[4], which will allow mobile operators to significantly lower
CAPEX and OPEX. Small cells can be distinguished in terms
of their capabilities and consequent complexity of the devices.
In general, SCs have a small form factor and smaller radio
fingerprint than macro base stations (MBSs) and are meant to
provision user equipments (UEs) with higher data rates both
in uplink and downlink. Currently, SCs can be distinguished
between RRH and more complex radio unit (RU). RRHs are

equipped with antenna and radio front-end and in the Cloud
Radio Access Network (C-RAN) approach [5] are connected
to a remote pool of centralized resources through high capacity
and low latency fronthaul connection. High capacity backhaul
is then connecting the centralized pool of resources to the
operator’s Evolved Packet Core (EPC).

Although the advantages of SCs deployment are evident,
several challenges such as ICI need to be faced still. In multi-
tier 5G networks which come from the deployment of SCs
overlaying MBSs, software-defined networking (SDN) is the
enabler to manage the mobile network in an unprecedented
flexible manner. Centralized pool of resources or base band
units (BBUs), exemplified by a server farm of general pur-
pose and DSP processors, allow controlling large deployment
of RRHs over space whereby suitable network abstraction
models. Furthermore, making use of network functions vir-
tualization (NFV), typical tasks that pertain to medium access
control (MAC) and radio resource management (RRM) can
run in virtual machines. Management of inter-cell interference
in orthogonal frequency division multiple access (OFDMA)
heterogeneous 5G networks is a crucial point to foster spatial
reuse. Indeed, ICI management can be accomplished with
unprecedented flexibility in the centralized pool of resources
in combination with SDN control and NFV.

In this paper, we propose DSFFR which relies on the spatial
scheduling of downlink packets destined to UEs alleviating in-
terference at the same time. In FFR techniques, the frequency
band is partitioned in N + 1 sub-bands with one band for
interior users common to all the SCs (i.e. FR1 area) and N
different bands for other sector UEs. Unlike static FFR in
which the well known 1-3 scheme which uses N = 3 bands
is adopted for MBSs, we assume that a small cell coverage
area can be dynamically divided in a different number of
sectors to take into account traffic loads and interference
suffered from interior and cell edge users. We assume that
different sectors can be served by different antennas which are
physically connected to the same pool of processing resources.
In this way each sector can be seen as a separate sub-network
implementing its own scheduling rules. In this work, as in
[6], we develop a joint scheduling problem which is used to
establish association between packets to transmit, sectors in
the cell and antenna elements, including the selection of the



best possible modulation and coding scheme (MCS) to use
for each packet. Our main contribution is to study the joint
scheduling of packets in combination with DSFFR, which
dynamically changes the number of cell sectors, as well as
the coverage of the FR1 area. The number of sectors is
practically changed enabling a different number of antenna
elements and beamwidth. Furthermore, we rely on the tool of
stochastic geometry to model the coverage probability of users
in the interference-limited network. Our results will show that
DSFFR outperforms the static scheme in terms of spectral
efficiency and packet blocking probability.

The reminder of the paper is organized as follows. Section
II describes the related works in the area. In Section III, the
system architecture and assumptions are presented. The system
analysis where the proposed algorithm is discussed in Section
IV. The simulation results are presented in Section V. Finally,
conclusions are drawn in Section VI.

II. RELATED WORK

Several research papers can be found in the literature
which aim to mitigate interference and improve radio resource
utilization. In [7], Strict FFR technique to obtain a better
overall network throughput and cell-edge user experience as
compared to soft frequency reuse (SFR) was presented. In one
case, the available bandwidth is partitioned statically in N +1
sub-bands (Strict FFR) and in the second in N bands (SFR),
which is less efficient in terms of resource utilization. In [8] it
is proposed a dynamic FFR technique assuming an asymmetric
cell load distribution and using graph coloring to improve the
cell throughput with respect to conventional FFR technique.
Since the approach is based on the conventional static FFR,
it cannot fully solve the inherent inefficiencies in resource
utilization. In [6] the authors propose a way to further improve
bandwidth utilization in Static FFR. Indeed they study a joint
scheduling algorithm that includes scheduling decisions for all
sectors inside a MBS area. The joint scheduling is proved to
be an NP-hard problem, and to solve it in polynomial time
the authors developed an efficient algorithm with the worst
case performance guarantee. In [6] the partition of bandwidth
resources is static across the predetermined cell sectors or
scheduling areas. Moreover, the joint scheduler resides in
the MBS which does the scheduling in distributed manner
resulting in a lower degree of freedom in improving the overall
system interference. In [9] existing FFR techniques (i.e., Strict
FFR, SFR, and FFR-3) are evaluated in OFDMA-based two-
tier (i.e. MBS and SCs) network and a technique called optimal
static FFR (OSFFR) is proposed. OSFFR statically divides the
available bandwidth in seven sub-bands and manually assign
different frequency bands to the SCs to mitigate interference.

A. Contribution of the work

In this work we propose DSFFR, a new approach to the
scheduling of downlink packets in small cell networks which,
to the best of our knowledge, is different from previous
solutions. We assign packets waiting for transmission in dif-
ferent scheduling areas to relieve ICI, dynamically dividing

Fig. 1: C-RAN system architecture including SDN control and
NFV.

the SC area in different sectors. This is indeed particularly
important for cell edge users. We formulate a joint scheduling
problem which takes care of radio resource management.
The joint scheduling is the combination of two schedulers
which operates at different time granularity. On a longer time
scale the spatial scheduler decides how to divide the SC
area, whilst on a finer time scale the MAC scheduler decides
the MCS to use. The way we devise the joint scheduling
problem provides several advantages over other approaches
available in the literature. Indeed, dynamically dividing the
SC area in different sectors we manage to schedule pack-
ets in different orthogonal sub-bands using DSFFR, which
better adapts to users’ concentration and traffic loads. We
model the coverage area using stochastic geometry and the
joint scheduling problem in terms of Multi-Choice Knapsack
(MCKP) and Generalized Assignment Problem (GAP). They
are two known NP-hard problems which can be solved using
efficient approximation algorithms.

III. SYSTEM ARCHITECTURE AND ASSUMPTIONS

The system architecture in which we apply the proposed
solution to the joint scheduling problem is shown in Fig. 1.
The architecture is essentially that of C-RAN, in line with the
software-defined RAN architecture in [5]. A Cloud BBU (C-
BBU) is made of a central pool of resources in a data center
and is physically connected to several RRHs. The crucial issue
for this architecture is to provide high capacity and low latency
fronthaul and backhaul connections (e.g. to support CPRI)
to ensure that control decisions are timely delivered to the
RAN. For the fronthaul microwave E-band, millimeter wave
or optical fiber serve the purpose. The hypervisor virtualizes
the C-BBU providing the environment for the virtualization of
the underlying network resources. The C-BBU functionalities
are virtualized in the central pool of resources as virtual
BBUs (vBBUs). The SDN controller manages the network to
forward packets from/to the UEs. vBBUs enable efficient radio
resource allocation, interference and mobility management at



the global network level. The spatial scheduler operates as
a virtual network function (VNF) which is part of vBBU
functions. We remark that the depicted architecture shows the
logical connection between the proposed spatial scheduler and
the radio elements, and therefore it is a simplified version of
the architecture shown in [5].

The goal of our work is to solve the joint scheduling prob-
lem of downlink packets destined to different UEs in a SC area
and queued in the C-BBU using the spatial scheduler and the
MAC scheduler, which operate at different time granularity as
mentioned. In our work, the Signal-to-Interference-plus-Noise-
Ratio (SINR) threshold βFR, the beamwidth and number of
antennas can be selected by the spatial scheduler on a time
scale of every 10 ms (i.e. LTE radio frame - RF), whereas the
MCS is decided by the MAC scheduler for each packet every
1 ms (i.e. Transmission Time Interval - TTI). Consequently,
we assume that the number of sub-bands to use for DSFFR is
decided each RF although this time scale of operation could
be even relaxed.

After the spatial scheduler VNF has been created (this is not
showed in the simplified system architecture) and it is executed
in the C-BBU, different antenna elements can be pooled to-
gether and antenna beamwidth selected. The spatial scheduler
is meant to relieve ICI applying DSFFR, dynamically dividing
the cell area in different sectors or scheduling areas. In each
scheduling area packets are transmitted with the best MCS
depending on the instantaneous SINR value. At first, the cell
is divided in interior and exterior areas dynamically tweaking
a suitably defined SINR threshold. Depending on the number
of antennas and beamwidth selected, the cell is further divided
in sectors. The interior area is FR1 and the other sectors are
denoted by FRn, with n = 1÷N indexing also the distinct sub-
bands. In the remainder, we assume that an RRH is equipped
with multiple antennas which are used to transmit packets in
the different sectors.

Other general assumptions include that SC locations are
modeled with a homogeneous Poisson Point Process (PPP)
of intensity λ. Based on the PPP assumption, we compute the
probability of coverage using the tool of stochastic geometry in
an interference-limited network under the hypothesis of distant
dependent path-loss and Rayleigh distributed fading. The
coverage probability is computed in closed form assuming that
ambient noise can be neglected. For each packet to transmit
we randomly assign a SINR selected from six non-overlapping
intervals of SINR values corresponding to six different MCSs.
A packet is assumed successfully received if the instantaneous
SINR exceeds the threshold for detection β. After applying
DSFFR we assume the ICI problem solved and that the
reception of a packet is affected only by distance dependent
path-loss and Rayleigh distributed fading. The performance
indicators we compute are the spectral efficiency of the system
with DSFFR in place and packet blocking probability.

IV. SYSTEM ANALYSIS

Similar to [6], we solve the problem of joint scheduling
of downlink packets in a SC area. Considering the system

Fig. 2: Distribution of UEs within the selected small cell.

architecture in Fig. 1, we assume that radio resource manage-
ment decisions are taken by the spatial scheduler residing in
virtual BBUs and distributed to each RRH through the high
performing fronthaul. In this study, we focus on a reference
small cell area which is divided in different sectors applying
DSFFR to relieve the ICI problem.

As in strict FFR, the cell is divided in interior (i.e FR1) and
exterior (i.e FRn) areas. As mentioned already, we propose
to partition dynamically the cell area in a different number
of sectors selecting a different number of antenna elements
and beamwidth θ. We further dynamically adjust the SINR
threshold to decide the size of the FR1 zone. In this way,
we can adjust the proportion of exterior and interior UEs
to be served. Using strict FFR, the system bandwidth W is
partitioned into N + 1 sub-bands of different size. The first
step is to compute the probability of coverage, which is an
input to our joint scheduling problem.

A. Probability of Coverage

In this section, we show how to obtain the probability
of coverage (pc) in cellular networks for the downlink. The
coverage probability is computed based on the SINR assuming
that a reference UE makes the attempt to connect to the RRH
which transmits the strongest signal (see Fig. 2). In general,
UEs may belong to the inner area (FR1 sub-band), whilst
exterior UEs to one of the other sectors (nth sub-band). It
is then the responsibility of the spatial scheduler to assign
the UE for instance to a less loaded sector served by another
antenna.

We define the SINR as γ := Ptgr
−α/

(
Pσ +∑

m Ptmgmr
−α
m

)
, where r denotes the random variable (r.v.)

of the distance between the randomly selected UE (i.e. ref-
erence handheld) and the nearest radio head. Parameter α
is the path-loss exponent, Pt is the transmit power of a
RRH, g is the power fading coefficient and rm is the random
distance between the mth interfering SC downlink signal
and the reference UE. Furthermore, gm and Ptm are the
fading coefficient and transmit power of the mth interferer,
respectively. Pσ is the ambient noise power. We can now
specify pc as the probability to receive a radio signal above a
certain threshold β as follows

pc
(
λ, β, α

)
:= EgmErmP(γ > β|rm, gm) . (1)



Relying on [10] [11], we introduce the threshold βFR
to distinguish between packets addressed to UEs in FR1

or FRn areas. This can be done defining the probability
pFFR := P(γ̂ > β|γ < βFR), where γ̂ is the SINR of a
packet transmitted in one of the N sub-bands after applying
FFR. At first, we compute the coverage probability of an
exterior UE since pFFR determines the size of the scheduling
areas in which MC-GAP is applied. The probability pFFR
was developed for the reference UE in [10] in terms of the
probability pc, which can be written for an interference limited
environment in which noise is neglected (Pσ ≈ 0) as follows

pc(β, λ, α,N) =
1

1 +N−1ρ(β, α)
, (2)

with ρ is expressed as

ρ(β, α) = β2/α

∫ ∞
β−2/α

1

1 + xα/2
dx . (3)

The above integral was solved in closed form for α > 2 using
mathematica

ρ(β, α) = β−2/α
2π csc( 2πα )

α
−2 F1

(
1,

2

α
,
2 + α

α
,−β−1

)
,

(4)

with 2F1 the hypergeometric function. Then pFFR is given by

pFFR =
pc(β, λ, α,N)

1− pc(βFR, λ, α, 1)
− (5)

1

(1− pc(βFR, λ, α, 1))(1 + 2ζ(β, βFR, α,N))
,

where ζ(β, βFR, α,N) =∫ ∞
1

[
1− 1

1 + βFRx−α
(
1− 1

N
(1− 1

1 + βx−α
)
)]
xdx .

(6)

Unlike [10], where pFFR was explicitly provided only for
the case α = 4, in this paper equation (6) was evaluated in
mathematica for any value of α > 2 and β → βFR as follows

ζ(βFR, α,N) = (7)

βFR
2α(1 + βFR)

[
−
βFR

(
2− 2α+ (α− 2)(1 + βFR)

)
α− 1

×

2F1(1, 2− 2/α, 3− 2/α,−βFR) + 2(1 +
1

N
)×(

− 2 + α+ 2(1 + βFR)2F1(1,
α−2
α , 2− 2α,−βFR)

)
α− 2

]
In an OFDMA system with bandwidth W and Nb RBs, the

fraction of RBs allocated to the exterior area is written as

Next = (1− pFFR(βFR))×Nb . (8)

Depending on the selection of the number of antenna elements
and beamwidth θ we shall assign N = 2π/θ. In this way
the amount of RBs in each cell sector for exterior UEs can
be computed as bNext/Nc, where b·c is the highest integer
number smaller than bNext/Nc. The remaining RBs are then
allocated to the interior UEs.

B. MC-GAP Algorithm

MC-GAP is the combination of the two NP-hard problems
MCKP and GAP. MCKP tries to find the best MCS for each
packet transmitted in a single scheduling area based on the
corresponding SINR value. We assume the SINR lays within
the interval ranging from a minimum to a maximum value,
divided in six equally spaced sub-intervals. To each SINR
value it corresponds a specific Channel Quality Indicator (CQI)
and MCS. GAP tries to schedule packets considering that
the cell is first divided in interior and exterior areas using
pFFR and then further partitioned depending on the number
of antennas and beamwidth θ.

Algorithm 1 Proposed Joint Scheduling Algorithm

1: procedure JointScheduling
2: for each Npkt number of packets do
3: for each sector angle θi do
4: Ni = 2π

θi
5: for each SINR threshold βFRj

do
6: Compute pFFR(βFRj )
7: Next = floor(1− pFFR(βFRj ))Nb
8: Nint = Nb - Next
9: B

(int)
ij = Nint

10: B
(ext)
ij = Next/Ni

11: Bij = B
(int)
ij

⋃
B

(ext)
ij

12: <pij ,wij> = Generatep,w(Npkt, χ)
13: P ijMax = 0
14: P ijMaxtemp

(Npkt, χ) =
MC−GAP(Bij , Ni + 1,pij ,wij)

15: if P ijMax < P ijMaxtemp
(Npkt, χ) then

16: P ijMax = P ijMaxtemp
(Npkt, χ)

17: end if
18: end for
19: end for
20: end for
21: Save the optimal parameter configurations
22: end procedure

C. Joint scheduling algorithm

Algorithm 1 illustrates the joint scheduling problem, in
which χ denotes the packet size in bits, Npkt the number of
downlink packets to transmit, while p and w are respectively
the vectors of profits and weights for the Npkt packets. Lines
1-11 stands for the spatial scheduler VNF executed every radio
frame (see Fig. 1). The remaining lines stands for the MAC
scheduler executed every TTI relying on solving the MC-GAP.

Spatial Scheduler: - It implements the DSFFR we propose
and determines the Ni + 1 sub-bands to use, which we index
with ni = 1÷Ni for each θi. For each SINR threshold βFRj ,
this scheduler performs computation of pFFR(βFRj ), as well
as the number of RBs to allocate in each sub-band Bij .

MAC Scheduler: - It is responsible for executing the MC-
GAP algorithm such that the normalized spectral efficiency
of the network is maximized (P ijMax(Npkt, χ) in Algorithm



1). To each packet k = 1 ÷ Npkt waiting for transmission,
the MC-GAP assigns a certain weight (wkij) depending on the
packet size (i.e. the number of RBs needed to transmit that
packet) and profit (pkij), as shown in the equations below.

wkij =
χ

2× 7× 12× b×Rc
(9a)

pkij =
b×Rc × (1− PEP)× df
b[64QAM,3/4] ×R[64QAM,3/4]

c

, (9b)

where b and Rc are the number of bits/symbol and the code
rate in the MCS selected to transmit the packet, respectively.
b[64QAM,3/4] and R

[64QAM,3/4]
c represent the number of bits

and coding rate for the best possible MCS selection and df is
the fraction of packet payload excluding overhead.

V. RESULTS

We evaluated the performance of the joint scheduling prob-
lem for downlink packets whereby numerical simulations. The
general setup for simulations is based on the system model
explained in Section III and the analysis carried out in Section
IV. We run simulations for an increasing number of packets
waiting for transmission in downlink, thus increasing the
network traffic load. For each value of the number of packets,
the joint scheduling problem is solved using approximation
algorithms of MCKP and GAP as in [6]. Packets are generated
at the beginning of each radio frame and the transmission is
scheduled every TTI. As showed in eq. (9b), the profit is com-
puted taking into account the effect of coding and overhead in
the packet, as well as the transmission over the radio channel
in terms of packet error probability (PEP). Packet overhead df
is assumed fixed, whereas the effect of coding is taken into
account by the code rate Rc, which changes depending on the
MCS selected along with the number of bits b. The test for
accepting/rejecting a packet at the receiving UE is based on
comparing the PEP, a value randomly generated between zero
and one, with a threshold value. Hence, we compute the packet
success probability (ps) assuming distant dependent path-loss
and Rayleigh fading and that after applying DSFFR the ICI is
completely solved, as follows

ps = P
(
SNR > β) = exp

(
− β

Pt
rα
)
, (10)

where SNR is the signal-to-noise-ratio. Hence, a packet is
rejected if the PEP is greater than 1 − ps and accepted
otherwise.

A. Performance indicators
We provide definition of the performance indicators we have

selected to evaluate the joint scheduler where a number of
simulations were conducted to have a statistical avarage.
Normalized Spectral Efficiency: it was provided already in
Section IV-C by eq. (9b) as the number of useful bits which
can be achieved with respect to the best possible MCS,
including code rate, overhead and loss of packets transmitted
over the radio channel.
Packet Blocking Probability: The ratio between the number
of dropped (Nd) and the number of transmitted (Nt) packets.

TABLE I: System parameter setting

Parameter Value
System Bandwidth W = 20 MHz

Packet Size (χ) 32, 128, and 256 Bytes
Transmit Power (Pt) 46 dBm

α 2.1 and 4
λ 0.15
β [-10 5] dB for α = 2.1

[-5 10] dB for α = 4

θ [9001200]
MCS [QPSK, 1/2], [QPSK, 3/4], [16QAM, 1/2]

[64QAM, 1/2], [64QAM, 2/3], [64QAM, 3/4]
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Fig. 3: Blocking probability comparison between DSFFR and
static case for α = 2.1.

B. Numerical Results

Numerical simulations were carried out in MATLAB with
numerical parameters shown in Table I. We assumed a system
bandwidth of W = 20 MHz and results are provided for values
of the packet size equal to 32, 128 and 256 bytes. Every TTI
a different number of packets is scheduled for transmission
and for each packet profit and weight are computed based on
the CQI value. The CQI depends on the SINR, which is a
value randomly generated that can fall within any of the six
sub-intervals dividing the whole SINR range. Every TTI the
MC-GAP algorithm is executed to find the most suitable MCS
for transmitting packets in the different Ni + 1 sub-bands.

Fig. 3 and Fig. 4 show the blocking probability versus
the number of packets generated every RF compared with
the same joint scheduling problem in which static strict FFR
scheme is used. The first figure is for path-loss exponent
α = 2.1 and the second for α = 4. In both cases, DSFFR pro-
vides significantly lower blocking. We notice that increasing
the packet size the blocking probability increases and since the
test for accepting packets is based on the SNR, the blocking
probability for α = 2.1 is slightly better than for α = 4.

Fig. 5 and Fig. 6 show the normalized spectral efficiency
versus the number of packets generated every RF for α = 2.1
and α = 4, respectively. Both results highlight that our method
outperforms the static scheme. The results show also that our
solution not only provide higher spectral efficiency but that
the system is more stable when the traffic in the network is
increased. As for the results presented in Fig. 3 and Fig. 4,
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Fig. 5: Normalized spectral efficiency of DSFFR compared
with the static case for α = 2.1.
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Fig. 6: Normalized spectral efficiency of DSFFR compared
with the static case for α = 4.

increasing the packet size the spectral efficiency decreases.
This can be explained considering that the MC-GAP blocks
more packets in each TTI due to insufficient resources.

VI. CONCLUSIONS

In this paper we proposed DSFFR, a novel technique to
mitigate ICI in small cell networks. We assumed that small
cells are deployed in terms of remote radio heads controlled
by a central pool of resources. Therefore, we formulated a
joint scheduling problem in which two schedulers operate on
different time scales. In particular, we proposed to use a spatial

scheduler implementing DSFFR which possibly changes the
number of antennas and the antenna beamwidth to partition
the cell area in different sectors every LTE radio frame. The
joint scheduling was formulated as a Knapscak problem and
solved using approximation algorithms. Furthermore, we tack-
led the problem of modeling cell coverage whereby stochastic
geometry. Numerical results have shown that our approach
outperforms static FFR for the same network conditions. Fu-
ture development of this work will concentrate on improving
the performance of the MC-GAP algorithm since it only
guarantees the worst case performance.
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