What Role for Photonicsin Xhaul Networks of 5G Systems?
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Abstract: This paper reviews key challenges in designingaasport network for 5G systems.
Then it outlines how optics can contribute in sofysome of them and which features the optical

transport network shall be provided with.
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1. Introduction

Mobile networks are experiencing an exponentialdase in the volume of data as a result not onth@fncreasing
number of users and smart devices, but also oéleemous bandwidth required for novel applicati@martphone
subscriptions are set to more than double by 26%2Ghis time, 70 percent of the world’s populatieii have a
smartphone [1]. Forecasts in [1] also indicate thate will be 26 billion connected devices by 20&bng with the
increase in capacity, users are expecting to cuitht real-time mobile applications with no delaysdastrong
availability and reliability. The envisioned 5G leghr systems will need to provide very high daites, as high as
10 Gbps per user and sub-ms latency, for timeecetitapplications as traffic safety and control oitical
infrastructure and industry [2]. These objectivas be achieved by exploiting advanced Radio AcTesbnologies
(RAT), such as Small Cells, Co-ordinated Multi Ri@oMP), massive Multiple-Input Multiple-Output (MO),
and carrier aggregatidarrore. L'origine riferimento non ¢ stata trovata.. However advanced RAT technologies
are not sufficient but shall be supported by nawesonfigurable optical transport networks interaecting the
Radio Access Network (RAN) nodes among themseladsaath the 5G core network.

In this paper first the main aspects of the 5G adenthat affect the transport network will be ougd. Then
specific requirements of the optical transport retwfor supporting the 5G scenario will be discasse

2. Transport relevant trends in 5G

In contrast to earlier generations, 5G should roséen as a specific radio access technology timggeew radio
spectrum, but as an overall access solution tHahawe an impact on the whole network architectimeluding the
fixed transport infrastructure interconnecting S5Ghitectural elements as depicted-igure 1
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Figure 1 — Xhaul general architecture for 5G netksr

In the 5G scenario, heterogeneous networks [3] e¥ploit a mix of radio technologies and cell typesrking
together to seamlessly deliver additional capacibyerage and speed. This will require to improve densify the
macro cellular layer for enhancing coverage andciéy and to add integrated small cells in stratégrations, to
offer cost-effective connections in traffic hotspofiix coverage holes and serve demanding aread) as
enterprises and airporttmproving the macro layer requires an increase of capacitthefbackhaul network:



considering that the data rate per user can béasas 10Gbps, beyond 100 Gbps capacity will baired by the
5G backhaul networkDensifyingmacro cellsandaddingsmall cells will make topology and traffic distuition of
the backhaul network more complex. Due to protdcahsparency, energy efficiency and low latency, W
could be the candidate technology for the netwadgrade, provided its current cost can be downscaled

5G is expected to have a deep impact also offrtimthaul network segment, i.e. a RAN where the base stagion
split in a Remote Radio Unit (RRU), co-located witle antenna and in charge of radio frequency inésson, and
a Base Band Unit (BBU), where the radio signal pssing is performed. The most popular protocoizetl today
for interconnecting RRU and BBU is the Common Paékadio Interface (CPRI) [4] that carries, in aitizgd
format, in-phase and in-quadrature components efaldio signal. High resolution analog-to-digitahgersion is
necessary for interference coordination among fieielg RRUs, leading to high excess bandwidth caeghéo the
client radio signal. For similar reasons, CPRI A® strict link delay accuracy requirements betwdewnstream
and upstream transmission directions (in the oofl@ranoseconds) and tight latency and jitter sjtibns, in the
order of tens of microseconds and a few parts péorh respectively. In 5G fronthaul networks, CP&buld be
replaced by a different, less bandwidth hungrygrot, moving back some processing functionaliteshe RRU.
However, the corresponding bandwidth gain will benpensated for by the higher data rate (10 Gbpsige) and
delay and jitter requirements could still hold, eeging on the protocol split choice.

Finally, Centralized-RAN (C-RAN) solutions [5] aexpected to be introduced in 5G to increase thebeurof
coordinated cells, improve their interaction, ebg. means of local X2 interfaces, and reduce thexOpe an
extreme implementation, C-RAN could evolve towardclaud based infrastructure (i.e., Cloud RANs) and
Virtualized RAN (i.e., V-RAN) where BBUs based orirtdal Machines (VM) can be activated in generalpose
servers. Centralization has deep consequencehdotransport network: longer link distances (altjfiodatency
limits the achievable distance to a few tens dbrkiéters), higher aggregate capacity per fiber (fseweral tens to
several hundreds of Gbps, depending on the netwedment and aggregation strategy) and, especiaiy,
converge of fronthaul and backhaul in the same otwto actually exploit the Opex reduction origied by the
reduction of points of presences and the possiltditseamlessly provision end-to-end services beirayvare of the
deployed infrastructure. Hereinafter we will referthis new unified network segment as Xhaul [6].

3. Programmable Xhaul optical transport networks

A possible implementation of an Xhaul network ispidéed in Figure 2. The depicted switches and the link
interconnecting them represent generic elementfonpeing switching and transport functions. Indedbe
aggregation of backhaul and fronthaul data can difopned at different layers. For example, a pueger 1
aggregation strategy could assign and route sepamatelengths dedicated to fronthaul and backhatfia data,
with some flexibility guaranteed by wavelength gasient and path computation algorithms. Howevés,strategy
is bandwidth inefficient when the backhaul trafficgenerated by many, low bit rate sources, ashegpen in the
case of small cells and Wi-Fi terminals. Aggregatas sub-wavelength level can be envisaged to oweecthis
issue, providing the possibility to reconfigure ambof Ethernet and CPRI data carried by a shapéidad channel,
according to the actual traffic load. Sub-wavetbngggregation can follow two guidelines. A firsetiod, e.g.
followed at IEEE 802.1 TSN, extends the Ethernatfng protocols “packetizing” the fronthaul traffiatroducing
an additional toolset (scheduling, pre-emptionfémirig) to bound the latency, limit the packet gelariation and
distribute synchronization information to the netw@lements. An alternative method is the protcaghostic
multiplexing of constant bit rate client signallyieg on accurate synchronization mechanisms toidayitter
degradation and ensure deterministic latency. &pigsroach is adopted by ITU-T G.709 but simpler amate
performing framing protocol implementations are gible by considering that distances are quite échitn a
fronthaul network (about 20 km), which also limisimber of crossed network nodes and network togolog
complexity.

In a centralized network scenario, where a singlgell processing node (hub) serves several clustdR&KRUs,
multi-layer switches, capable to aggregate andertnaiffic at both wavelength and sub-wavelengtlelgvcan be
placed at the hub and at each cluster to dynamiedibicate bandwidth resources. The switches witipd one of
the aforementioned multiplexing strategies.

A Xhaul Control Unit (CU) will be in charge of diig all the switches involved to provision the ceations at the
different supported granularities, in order to pdavthe best grooming and routing of fronthaul Aadkhaul data in
the optical signal. The CU may receive inputs fremiernal radio control or management systems toreef
policies and rules devoted to BBU power consumptiptimization and load balancing. The CU can alandfe
recovery schemes at different granularities.

Assuming the hub hosts a pool of co-located BBWsperation of BBUs shall be supported for load ibeileg
purposes and to enable the switch-off of BBUs fogrgy consumption savings. Cooperation may alsexpited



for CoMP purposes. For example, turning off of BBtéaild be advisable when small cells, associatea rtitacro
cell, are switched off in low traffic conditionkn this case, the traffic handled by such smalscghall be rerouted
to the BBU of the associated macro cell. It shibde possible to dynamically swap the BBU whicbcpsses the
traffic of an RRU; re-association can be pre-plahree un-predicted and driven by traffic forecasts o
measurements. Finally, multi-tenant and multi-opmrascenarios can be deployed by segregationbath
computational and connectivity resources. This iregucoordination between radio control and Xhaul that
might be implemented by a hierarchical SDN architex[7][8], where radio control and Xhaul CU resdao a
common radio/Xhaul SDN orchestrator. Northboundeeond, upper level, orchestrator might be usqurdwide
visibility and control of the end-to-end connectfoom the access to the core, across multiple dasnai
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Figure 2 — Possible Xhaul network architecture

4. Conclusions

This study reviewed some of the key challenges élilar systems will pose to the underlying tramspetwork.
Some of them are providing large capacity, lowrlateand reconfigurability. An optical transportwerk can play
a key role in providing such 5G transport if it Wile made programmable, that is, capable of progidhe
necessary resources where needed and when needed.
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