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From the Chair of the Program
Committee
The “Encoding Cultures” conference brought together, for the first time, the Music
Encoding Initiative (MEI) and Text Encoding Initiative (TEI) communities, both of
which are involved in the digitization and encoding of cultural heritage artifacts.

This conference served both as the 23rd annual meeting of the TEI community and

the 11th annual Music Encoding Conference. While there are fundamental
differences between these communities’ objects of study—musical versus textual
artifacts—on a closer look one can find overlapping approaches in regards to data
modeling, encoding theory, and digital publication that reveal the kinship of these
two distinct cultures of encoding.

This kind of homecoming was an opportunity for taking a broader perspective on
encoding practice. The Call for Proposals invited reflections on the complexities of
encoding different cultures, encouraging contributions that engaged with
multilingual and multicultural aspects of text and music encoding, such as
multilingual metadata, support for non-Latin scripts and non-Western music
notation, support for right-to-left languages, and interface internationalization. In
other words, “Encoding Cultures” provided a space to acknowledge—within the
encoding communities of practice—the important role that digital humanities
scholars play in the “construction of the digital cultural record”, as emphasized by
Roopika Risam in her book New Digital Worlds (2019). In her postcolonial critique of
the digital humanities, Risam highlights how “cultural canons are being reproduced
and amplified not only in the visibility and discoverability of knowledge, but in
epistemologies of digital knowledge production as well”. The awareness of this risk
must inform our work as we as digital humanities scholars apply encoding as an
epistemic and rhetorical practice, a point also echoed by the conference keynote
speakers.

Till Grallert, in his keynote “Mind the <gap/>s! Digital editing in a world in crisis,”
explained how digital editing is entangled in cultural practices of what constitutes
cultural heritage and invited us to consider “who is encoding cultures?” and “whose
encoding cultures?”. Pinned against the backdrop of his work on early Arabic
periodicals, Grallert offered “a practical critique of the epistemic violence exercised
by digitisation efforts”. Anna Kijas, in her keynote “Preserving Cultural Heritage
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Raff Viglianti, Program Committee Chair

through Digital Activism and Community,” showed us the impact that digital
preservation can have on today’s lives by addressing urgent needs and shaping
current events. Kijas co-leads Saving Ukrainian Cultural Heritage Online (SUCHO).
“Russia’s invasion of Ukraine on February 24th was a wake-up call for cultural
heritage professionals worldwide. [...] (SUCHO) is a global grassroots initiative of
more than 1,500 volunteers which formed as a response to the invasion to support
the digital preservation of Ukrainian cultural heritage”. Her keynote showed how
digital activism and community drive digital preservation, but also revealed the
fragility of our collective digital cultural record and how important it is to plan for a
more resilient future for digital cultural heritage protection.

The conference contributions covered a broad scope of disciplines, methods, and
techniques across text and music encoding. As the Program Committee had hoped,
there were several contributions that dealt specifically with overlaps between the
two practices, from shared technological stacks to primary sources and corpora
combining music and text. Contributions also reflected the communities’
multicultural focus and composition with papers on non-Western music notation
such as Japanese ryukyuan music, encoding of right-to-left script systems, notation
systems for Indian classical music, and more. This year’s review process was fully
open, giving the opportunity to authors and reviewers alike to participate honestly
and critically in the process. I found this to be particularly beneficial as two distinct
but related communities came together. The 35-member Program Committee was
evenly composed of music and text encoding experts and I thank them for all their
work in shaping the conference and diligently reviewing proposals. In total, the
Committee accepted 20 short papers, 35 long papers, 6 panels, 23 posters, and 8
pre-conference workshops.

The local organizers made the event comfortable and accessible to all participants
and deserve the highest praise, particularly Johannes Kepper and Peter Stadler, who
were supported by a large and truly dedicated team. Their commitment to a fully
hybrid conference was a remarkable success, by bringing in remote attendees as
much as possible, including through a dedicated projection of the virtual audience
for all of the main conference sessions. I thank the conference’s multiple sponsors,
particularly for making available student travel bursaries. Last but not least, thanks
are due to all the contributors, who took to heart the challenges and opportunities
posed by this interdisciplinary event and its Call for Proposals.
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From the Local Organizers
Fifteen years ago, we attended the TEI Conference at King's College London. At
that conference, the TEI's Special Interest Group on Music met and discussed
whether that group should become the home for music encoding. Because the
community for music encoding had significant intersections with the TEI
community, but also other relevant parts not represented by the TEI, eventually a
separate Music Encoding Initiative evolved in the years to follow. Many relations
were maintained between both communities, mostly on the level of individuals and
shared technologies. It was a great pleasure for us that both communities accepted
our invitation to meet for their first joint conference in Paderborn. Being actively
involved in both TEI and MEI, we were quite confident that combining both events
would be a stellar opportunity for interchange and mutual inspiration. However, it
was absolutely clear that this required a great deal of flexibility on the part of all
parties involved, beginning already with the time of year when the conference could
take place. There were many more concerns like this, but the TEI Board and
Council, the MEI Board and everyone else involved were very considerate, trying to
find good compromises that were widely agreeable. We thank them for their trust
and giving us the opportunity to host this conference.

With his experience in both communities, Raff Viglianti proved to be the ideal
Program Committee chair that we expected him to be. Together with a very
engaged program committee made up of members from both communities, he
helped to shape this conference as a truly joint one, where music and text sessions
would not sit side by side, but would instead provide a space where overarching
questions would help bring together different perspectives, giving a much better
overview of our different encoding cultures and highlight commonalities and
diverging practices. We are very grateful for all the work that Raff and the Program
Committee has invested.

We would also like to thank all the contributors who really brought this concept to
life and gave the conference the thematic breadth we had hoped for. The book of
abstracts at hand clearly shows how boundaries between scholarly disciplines are
sometimes rather artificial, and that many seemingly marginal topics actually build
bridges to other fields and thus represent a great enrichment for research. The
same is certainly true for culture in general, which encourages us to take different
perspectives on our topics. In that sense, the opening and ending keynotes from
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Johannes Kepper and Peter Stadler

Anna Kijas and Till Grallert proved to be an ideal combination, showing us the
applicability of the data modelling expertise from digital humanists in real-world
scenarios like the Russian invasion of the Ukraine, and how privileged our use of
computing resources and biased our methods and workflows are, giving us all
inspiration for how to improve our future work.

We would like to thank our sponsors, the German Research Foundation, the Stiftung
Westfalen, and Bielefeld University Press. Finally, we would like to thank Paderborn
University and its Musicological Seminar for their continued support. But, without
the wonderful team of volunteers from the "Virtueller Forschungsverbund Edirom",
it wouldn't have been possible to host this joint conference – something that we
couldn't have dreamed of fifteen years ago.
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Opening Keynote: Anna Kijas, “Preserving
Cultural Heritage through Digital Activism
and Community”
Anna Kijas, Tufts University

Opening Keynote

Russia’s invasion of Ukraine on February 24th was a wake-up call for cultural heritage
professionals worldwide. For several decades, cultural institutions have engaged in
digitization of cultural artifacts, in light of the invasion, however, it became clear
that the servers on which these digital objects are stored are as vulnerable as the
buildings which house the analog originals. Saving Ukrainian Cultural Heritage
Online (SUCHO) is a global grassroots initiative of more than 1,500 volunteers
which formed as a response to the invasion to support the digital preservation of
Ukrainian cultural heritage. SUCHO began as an emergency web-archiving effort,
preserving more than 50TB of cultural data from over 5,000 websites of Ukrainian
museums, libraries, and archives. Since August of 2022, SUCHO, has expanded its
efforts to donating digitization equipment to Ukrainian institutions, providing
training, and supporting storage of and access to digitized and born-digital heritage.

In this keynote, Anna Kijas, co-founder of SUCHO, will share the story of SUCHO
and explore how this initiative drew together a community of digital activists with a
shared vision of ensuring that digitized and born-digital cultural heritage is pre-
emptively protected in the future. She will discuss how SUCHO has promoted an
ethos of community, collaboration, and open knowledge/resources amongst the
volunteers, and in the relationships created with Ukrainian institutions and cultural
heritage professionals. Much as World War II laid the groundwork for robust cultural
heritage protection organizations that still operate today, the global cultural
heritage community can learn from the invasion of Ukraine to plan for a more
resilient future for digital cultural heritage protection.
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Closing Keynote: Till Grallert, “Mind the
<gap/>s! Digital editing in a world in crisis”
Till Grallert, Humboldt-Universität zu Berlin

Closing Keynote

Digital editing is a well-established craft with a decades-long history, widely-agreed
upon sets of techniques and tools, with technical infrastructures, governing bodies,
and striving communities of practice such as the TEI and MEI. At the core of the
computational turn in the humanities, they provide access to the cultural record at
an unprecedented scale. Yet, digital editing is entangled in cultural practices and
much older politics of archives and preservation, of what constitutes cultural
heritage and, ultimately, the politics of representation: "Who is encoding cultures?"
and "whose encoding cultures?". Digital editing and its affordances depend on
socio-technical infrastructures that are deeply rooted in capitalism and histories of
exploitation of both human and natural resources. Such infrastructures of
networked computational mediation range from standards of character encoding, to
protocols of data exchange, legal regimes, and corporate ownership over vast
swaths of the public sphere, thus reinforcing planetary power relations and reifying
the cultural hegemony of the Global North and, more specifically, its American and
anglophone constituents. Access to the digital means of production or rather the
means of digital production is severely restricted for the societies and communities
of the Global South. Even more, these societies and communities bear a
disproportionate share of the high environmental and social costs and are often the
first to suffer catastrophic consequences.

The keynote will explore these multi-layered digital divides embodied in the
infrastructural underpinnings of modern scholarship against the backdrop of my
work on early Arabic periodicals between the mid-nineteenth century and the end
of World War I. Instead of a theoretical essay, I will offer a practical critique of the
epistemic violence exercised by digitisation efforts through an account of two
research projects, Jarāʾid and Open Arabic Periodical Editions rooted in minimal
computing and pirate care and focus on the always concrete affordances of the
digital. Arabic—one of only six official languages of the United Nations with more
than 420 million active speakers and the liturgic language of almost two billion
Muslims as well as the world's second most important script after Latin—is a

https://projectjaraid.github.io/
https://openarabicpe.github.io/
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(scandalous) prime example for under-resourced languages and systems of
knowledge production. The textual record of Arabic periodicals from South-West
Asia and North Africa as well as the global diasporas thus forces us to acknowledge
and address the (not just linguistic) imperialism of global networked knowledge
production.
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for Non-Western Scripts <ܬ݂ܸ>
Christian Lück, University of Münster, Germany

Short Paper Keywords: TEI, non-western scripts,
internationalization, ODD

Abstract

Encoding right-to-left script in TEI-XML is a hassle unless one uses an editor that
hides away the tags. The problem arises when element names in Latin script
interrupt the right-to-left rendering on the editor screen by the Unicode
Bidirectional Algorithm. (Davis et al. 2022) However, hiding the tags is not the only
solution. With <altIdent> TEI offers a means for declaring alternative names for
elements and attributes: names in another language and even in another script.
Thus, we can have valid right-to-left-only TEI documents in XML version 1.1, which
are readable and editable while tags are visible.

However, using <altIdent> quickly feels like introducing entropy to the schema.
Therefore, the paper suggests not to translate, but to transliterate identifiers.
Compared to translation, transliteration is a mechanical process. The coding effort

is low. An implementation is at hand in the Unicode ICU library,[1] and there is even

an XPath binding for this library,[2] so that transliteration is available in XSLT and
XQuery. Thus, generating a full ODD with element and attribute aliases in Arabic,

Syriac, Hebrew, etc. script becomes simple and fast.[3] It can be pre-built so that
the hurdle for encoding non-western script in TEI becomes much lower. The < <ܬܸ݂
from the paper's title is a <TEI> tag transliterated to Syriac script: <altIdent
xml:lang='en_Syrc'> .<altIdent/>ܬܸ݂

Transforming a TEI document with alternative names to its equivalent with names in
Latin script is always possible through the mapping of identifiers and alternative
identifiers deposited in the ODD. Direct re-transliteration of alternative names is
only possible under certain preconditions.

The paper will first analyze the problem when bidirectional text is displayed on a
screen. It will show how well-formed tags look in a right-to-left script. It will then
introduce the transliteration of XML names in documents and ODDs. It will discuss
challenges regarding attributes in the XML namespace, especially @xml:id.
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Notes

�. https://icu.unicode.org/home. ↩

�. https://github.com/SCDH/icu-xpath-bindings, implemented by one of the
authors of this paper. ↩

�. First stylesheets for transliterating documents and ODDs are in the repository
of this paper: https://github.com/lueck/tei2023. ↩

https://www.unicode.org/reports/tr9/
https://www.unicode.org/reports/tr9/tr9-46.html
https://icu.unicode.org/home
https://github.com/SCDH/icu-xpath-bindings
https://github.com/lueck/tei2023
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3D Text Encoding and TEI: Text, Editions,
and Spatiality
Jun Ogawa, ROIS-DS Center for Open Data in the Humanities, Japan
Kiyonori Nagasaki, International Institute for Digital Humanities
Asanobu Kitamoto, ROIS-DS Center for Open Data in the Humanities, Japan

Poster Keywords: TEI, 3D, sourceDoc, Linked Data,
visualization

Abstract

The incorporation of 3D technologies within the realm of digital humanities has
emerged as a captivating subject for numerous scholars. A significant challenge lies
in determining the most effective representation of interconnected information,
encompassing meta- and para-data of 3D models, images, movies, and textual

content, within this innovative multi-dimensional environment[1].

To address this, we designed a conceptual model for a 3D knowledge network (Fig.
1), ensuring more accurate utilization of 3D information in terms of academic
credibility, multiple interpretations, and data usability. While preceding studies like

ADS Data Model[2], SCOTCH[3], or HBIM[4] have touched on similar discussions for
3D information description, the specific challenge of 3D text representation and
the interplay between textuality and spatiality remain insufficiently explored even in
those works. How can we effectively encode text inscribed on 3D objects or
positioned within 3D space, preserving its spatial context while maintaining a well-
structured text edition? This crucial aspect warrants further investigation to
enhance the integration of textual content within the 3D landscape.
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Fig. 1: Conceptual model for the 3D information

In this poster, we present an enhanced method for representing text in a 3D
context, building upon our previous discussions at TEI 2022 where we suggested

the use of the <sourceDoc>[5]. Our newly developed approach allows for a more
refined mapping of text data and 3D spatial information, down to the character
level, by leveraging the <c>. Additionally, we have extended this method to
automatically render detailed textual features encoded in existing TEI tag sets, such
as <corr>, <expan>, or <del>, into the 3D space. Through these advancements,
we achieve a more practical and elaborate representation, bridging the gap between
textual content and the 3D environment effectively.

Fig. 2: Example of 3D text encoding

Fig. 2 represents a fragment of sample EpiDoc markup, focusing on a single word
within a specific inscription: “L(ucio).” The word “L(ucio)” is unequivocally identified
as an ablative form of a Latin personal name, and it is accompanied by an
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abbreviation. This abbreviation is systematically encoded using the <expan>,
following the specification of the EpiDoc schema. Interestingly, a discrepancy
emerges between our model and the EpiDoc schema concerning the placement of
the aforementioned text. While the EpiDoc schema traditionally locates such text
within the <text> block, our model takes a different approach. In our proposed
framework, the text is encoded within the <surface>, incorporating an attribute of
@type="text", which serves as a grandchild element of the <sourceDoc>.

To identify the letter ‘L’ within the text, we utilize a <c> tag, augmented with an
@facs value corresponding to the <zone> in another <surface> block with
@type="position". This strategic linkage enables the explicit representation of
spatial information, encompassing X-Y-Z coordinate and rotation. As a
consequence, the encoded text can be seamlessly rendered into the 3D space. As
our model also permits the connection of lines to the <zone> information, entire
lines within the inscription can be displayed in the 3D realm.

In our research, we not only propose novel encoding methods for representing 3D
textuality but also take a step further by transforming TEI-encoded data into a
Linked Open Data (LOD) resource. By doing so, we establish valuable connections
within a vast network of 3D knowledge, transcending the boundaries of individual
texts or objects. The concept of this interconnected network is visually depicted in
Fig. 1. Specifically, we model TEI/XML data as an instance of the :TextualData
class, showcasing its importance in preserving textual information. This textual data
is then linked to an :Object instance through the :hasTextualData property,
establishing a meaningful relationship between the represented object and its
associated textual content.

Besides suggesting the new encoding methods for 3D textuality, we decided to
make a TEI-encoded data function as a LOD resource, linking it to the wider
network of 3D knowledge not limited to any single text or object. Such a network
has already been shown in Fig. 1, where TEI/XML data is represented as an instance
of :TextualData class connected to an :Object instance by :hasTextualData
property. We have developed a 3D visualization system (Fig. 3) that enables the
visualization of such a knowledge cloud, capturing the intricate connections and
relationships within a vast repository of knowledge.
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Fig. 3: A 3D viewer displaying the text encoded in TEI/XML, Transcription cited from
I.L.N. [6]

Through this approach, we bridge the gap between textual information and 3D
representations, enabling seamless integration and accessibility of data within the
broader 3D knowledge landscape. This interconnectedness not only enhances the
understanding of individual texts and objects but also fosters a more
comprehensive and interconnected understanding of 3D textuality as a whole.

Notes

�. Susan Schreibman & Costas Papadopoulos (2019), ‘Textuality in 3D: three-
dimensional (re)constructions as digital scholarly editions,’ International
Journal of Digital Humanities, vol. 1, pp. 221-233. ↩

�. Martina Trognitz, Kieron Niven and Valentijn Gilissen (2016), “3D Models in
Archaeology: A Guide to Good Practice.” In Guides to Good Practice, by
Archaeology Data Service / Digital Antiquity. University of York, UK:
Archaeological Data Service. ↩

�. Valeria Vitale (2017), ‘Rethinking 3D digital visualization: from photorealistic
visual aid to multivocal environment to study and communicate cultural
heritage,’ PhD Thesis, King’s College London. ↩
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Abstract

The Text Encoding Initiative (TEI) community is replete with wonderful encoded
documents and images of manuscripts. Given the number of such projects and the
effort that has gone into the TEI itself, there are many frameworks, tools, and
workflows that can be used to meaningfully encode and digitally present manuscript
sources. In this presentation, we reflect on our experiences working on two
contrasting manuscripts in an institutional environment where TEI has little uptake.
In particular, we explore some of the challenges and tradeoffs we encountered
creating digital editions with only limited institutional support for sustainable Digital
Humanities research software infrastructure and training.

We are humanities technologists (DR, RT) and humanities researchers (BL, NT) at
the University of Melbourne in Australia. The first manuscript we worked with is a
handwritten German text (BL) of some 100,000 words in 391 pages, to which we
added a transcript, notes, facsimiles, and a translation. We used the Text Encoding
Initiative to richly capture a German and English version of this manuscript,
encoding in the TEI people, places, bibliographical references, and fictional
characters. This was published online using TEI Publisher Web Components and
required the team (DR, RT) to create a virtual machine, build a Django interface,
provision a IIIF server, provision storage for images, and maintain the site over time,
all of which incurs significant technical debt and requires specialised skills.

The second manuscript (NT) comprises 8,000 words of ethnographic notes from
Vanuatu in 1914. Multiple versions of the same text were combined to make a single
diplomatic edition that allows a reader to follow the content in a way that was not
possible with the original documents. An HTML version built by NT presents the
text and images of the manuscript originals, sometimes up to eleven different page
images corresponding to the same text, with decisions required to arrive at a
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consensus document. It is housed on a site controlled by NT, and is picked up by the
Internet Archive, as it is a simple HTML page. It requires no maintenance and has no
dependencies, and NT was able to build the site himself.

We will discuss some of the following questions based on our experience at the
University of Melbourne. How can we scope projects, understand the workload
implications, and manage the expectations of academics who become excited after
seeing completed TEI projects and want to apply the technology in their work? How
can non-technical Humanities scholars use these technologies, and how can they
ensure longevity of their work beyond their interaction with technical colleagues?
What kind of ongoing support is required to keep a site like this going? This includes
basic necessities like a domain name and site, but also encompasses the
dependencies of the selected tools.

While some institutions have TEI support services that can guarantee ongoing
access to encoded texts, what is the best strategy for an academic who does not
have access to local TEI support services that can guarantee ongoing access to
encoded texts?
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Athonite text types: Gospel of Matthew
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Abstract

The paper aims to present the results of the ongoing research project “Digital
edition of an annotated parallel corpus of Giorgi Athonite's recension of the Gospel
of Matthew” (2021-2023) funded by Shota Rustaveli National Science Foundation
(YS-21-1562). The project is carried out on the technical base of the host institution:
Ilia State University (Tbilisi, Georgia).

The translation of the New Testament and generally biblical texts into Georgian is
supposed to have been made since the 4th-5th centuries. The Georgian translation
of the four Gospels takes into consideration different traditions. Hence, the
manuscripts of the four Gospels that have come down to us preserve non-
homogeneous, diverse texts, namely: Pre-Athonite text types (Adishi, Opiza (the
same Jrutchi-Parkali) and mixed); Athonite text types (so-called Ekvtimiseuli
(belonging to Euthymius) and Giorgi Athonite’s recension) and the Hellenophilic
text type.

Within the project, we are in the process of preparing a parallel digital edition of
Athonite text types of Matthew Gospel: a) the final recension of George the
Athonite (1009-1065); b) the text reflecting the intermediate stage of George the
Athonite’s work; c) and the text of the Gospel preserved in John Chrysostom’s
Commentary of the Gospel of Matthew translated by Euthymius the Athonite (955-
1028), as well as the English and Greek (Byzantine type) texts. Among the Athonite
text types Giorgi the Athonite’s final recension has the most significance, as it is
established in the Georgian Church up to these days. Due to this reason, within the
current project this text was chosen for annotation. A digital annotated parallel
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corpus of Athonite text types is based on the theoretical research provided within

my doctoral thesis.[1]

The digital edition of Georgian medieval manuscripts based on the TEI has been an
ongoing project at Ilia State University since 2009. Dr. Irina Lobzhanidze has been
instrumental in digitizing Georgian medieval manuscripts, particularly the Typicon
of the Georgian Monastery of the Holy Cross Near Jerusalem, which was published

using eXist-db and TEI Publisher (Lobzhanidze 2021)[2], employing IIIf manifests of
the manuscripts.

The technical team of the current project experimented with exist-DB, but due to
limited time and funds from a young researcher grant, they decided to create a
flexible platform with a graphical interface for annotating texts. The main goal was
to reflect the findings of the doctoral research and publish texts online. The
platform (http://ogb.iliauni.edu.ge/) features a user-friendly annotation tool built
using standard HTML, CSS, and Javascript, connected to a PostgreSQL database.
Researchers can annotate specific manuscript texts, with updates simultaneously
reflected in the database and displayed on the OGB webpage alongside parallel
annotated texts. Hovering over the texts reveals the annotation records. The
platform also allows users to download annotated texts in XML format, with an eye
on future collaboration for reusing TEI XMLs of Georgian medieval texts and
creating a TEI schema.

Here is the result of the annotation for one of the files:

</teiHeader>

    <text>

        <body>

            <div type="edition" xml:space="preserve">

            <div type="chapter" xml:id="cha.1">

                <l n="cha.1.1">

                    <seg xml:lang="ka">

                        წიგნი შობისა იესუ ქრისტესი, ძისა დავითისი,

                        ძისა აბრაჰამისი.

                    </seg>

                    <seg xml:lang="grc">

                        Βίβλος γενέσεως Ἰησοῦ χριστοῦ,

                        υἱοῦ Δαυίδ, υἱοῦ Ἀβραάμ.

                    </seg>

                </l>
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                <entry xml:id="w.0.cha.1.1">

                    <form type="lemma">წიგნ

                        <lbl xml:lang="grc">βίβλος</lbl>

                        <lbl xml:lang="arm">Գիրք</lbl>

                        <lbl xml:lang="en">book</lbl>

                    </form>

                    <gramGrp>

                        <gram type="pos">N.Nom.Sg</gram>

                    </gramGrp>

                </entry>

                <entry xml:id="w.1.cha.1.1">

                    <form type="lemma">შობა

                        <lbl xml:lang="grc">γενέσεως</lbl>

                        <lbl xml:lang="arm">ծննդեան</lbl>

                        <lbl xml:lang="en">birth</lbl>

                    </form>

                    <gramGrp>

                        <gram type="pos">N.Gen.Sg</gram>

                    </gramGrp>

                </entry>

The aim of the project is to create a high-quality digital edition that will serve as a
model for the digital publication of other Gospels (of Mark, Luke, and John), as well
as other books of the New and Old Testaments based on textological research.
Regretfully, however, we do not yet have either a Scholarly edition of the Georgian
translations of the four Gospels or an annotated parallel corpus of a digital edition,
due to which various text types of Georgian translations of the four Gospels remain
inaccessible to foreign scholars. For this reason, the Georgian text is not included in
any digital editions of the Greek Gospels and their translations. In such
circumstances, an annotated parallel corpus of the Gospel of Matthew has special
importance for further research.

About the authors

Dr Eka Kvirkvelia – Research Associate at the Centre for the Study of Manuscript
Cultures (CSMC), the University of Hamburg, team member of the project “The
Development of Literacy in the Caucasian Territories (DeLiCaTe)” led by Prof. Dr.
Jost Gippert. https://www.csmc.uni-hamburg.de/research/current-
projects/delicate.html

https://www.csmc.uni-hamburg.de/research/current-projects/delicate.html
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Eka Kvirkvelia defended a PhD thesis titled “Codicological and Textological Analysis
of 11th-Century Georgian Manuscripts of the Gospel and the History of Formation
of Giorgi Athonite’s Recension of the Four Gospels” at Tbilisi State University
(Georgia). The research aimed to conduct a palaeographical, codicological, and
textual analysis of 11th-century manuscripts containing the Georgian translation of
the Gospels which reflect the editorial work of George the Athonite.

Eka Kvirkvelia is a head of the ongoing research project for young scientists “Digital
edition of an annotated parallel corpus of Giorgi Athonite's recension of the Gospel
of Matthew” (2021-2023), funded by Shota Rustaveli National Science Foundation
(Georgia). The project is carried out on the technical base of the host institution: Ilia
State University (Tbilisi, Georgia), under the guidance of Prof. Nino Doborjginidze,
and by consulting Prof. Darejan Tvaltvadze (Ivane Javakhishvili Tbilisi State
University).

Eka Kvirkvelia was a team member of the Project “The Epigraphic Corpus of
Georgia (Standardized digital edition)” (2017-2020), which implied preparing a
standardized bilingual digital edition of the rich epigraphic evidence discovered or
preserved in Georgia (Georgian, Greek, Armenian, Aramaic, Hebrew), encoding
inscriptions according to the standards of EpiDoc. Her responsibility in this project
was encoding the Georgian inscriptions, and preparing XML files in Oxygen XML
Editor. For the online publication of inscription’s texts is used EpiDoc Front-End
Services (EFES) platform. https://epigraphy.iliauni.edu.ge/en/

Eka Kvirkvelia’s research areas are Georgian Palaeography and Codicology, Old
Georgian Language, History of the Georgian Literary Language, Georgian
Epigraphy, Digital Epigraphy, Textual criticism of the Georgian Four Gospels, Digital
edition of biblical texts, Georgian Hymnography.

Dr Tamar Kalkhitashvili – Researcher at The Institute of Linguistic Studies of Ilia
State University.

Tamar Kalkhitashvili was the coordinator of the “The Epigraphic Corpus of Georgia
(Standardized digital edition)” (2017-2020) funded by Shota Rustaveli National
Science Foundation, her main responsibility, besides managing the project, was
editing XMLs of multilingual inscriptions according to EpiDoc guidelines and
building the corpus in EFES.

Tamar Kalkhitashvili was a team member of the projects “Multilingual Parallel
Corpus of the Book of Tobit” (books.tobit.iliauni.edu.ge, the paper “Multilingual

https://epigraphy.iliauni.edu.ge/en/
http://books.tobit.iliauni.edu.ge/home
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Annotated Electronic Parallel Corpus-based Edition of the Georgian translation of
the Book of Tobit” has been accepted for publishing in the journal Le Muséon
(2023)) and “Digital edition of an annotated parallel corpus of Giorgi Athonite's
recension of the Gospel of Matthew” (http://ogb.iliauni.edu.ge/), where she was
responsible for coordinating the technical team.

Main research interest areas of Tamar Kalkhitashvili are Digital Humanities, Digital
Epigraphy, Corpus Linguistics and digital publication of literary and historical texts
in underdescribed languages.

Notes

�. Eka Kvirkvelia defended the doctoral thesis titled “Codicological and
Textological Analysis of 11th-Century Georgian Manuscripts of the Gospel and
the History of Formation of George the Athonite’s Recension of the Four
Gospels” for Ph.D. in Philology at the Ivane Javakhishvili Tbilisi State
University (Tbilisi, 2019), link: http://press.tsu.ge/data/image_db_innova/Eka
Kvirkvelia.pdf. ↩

�. Irina Lobzhanidze. 2021, Georgian Medieval Manuscripts and the Digital
Edition of the Typicon of the Georgian Monastery of the Holy Cross near
Jerusalem. In: Le Muséon: 134, pp. 325-352 (3-4). ↩
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Natsuko Nakagawa, National Institute for Japanese Language and Linguistics,
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Abstract

Recently, the authors and their colleagues have published several digital as well as
printed dictionaries of Ryukyuan languages spoken in Okinawa and Kagoshima
Prefectures, Japan. Ryukyuan languages are endangered, as only the grandparent
generation speaks them in everyday conversation. Younger generations mainly use
Japanese; some of them understand but do not use the languages, while others
neither understand nor use them (Hanmine 2020). Searchable digital dictionaries
with audio information help potential Ryukyuan speakers to learn their local
languages.

Currently, we are building a digital dictionary of Hatoma, a Yaeyama Ryukyuan
language, in the TEI Lex-0 format (Romary and Tasovac 2018). The original
dictionary was written by Shinichi Kajiku, a native speaker of Hatoma Ryukyuan and
a linguist. He spent more than 50 years compiling the dictionary, which was
structured in a spreadsheet format by one of the authors in 2019 (Kajiku and
Nakagawa 2020). The structured dictionary with audio files for each entry is now
available online.

The dictionary contains some elements that TEI Lex-0 does not assume yet. For
example, the guideline does not mention how to encode audio files. We decided to
use the media element to provide the information on audio files. Additionally, the
guideline does not provide elements related to tones and accents, while it does
provide the stress element. We decided to use the <pron> element with the
attribute @notation="accent" to provide accent information in Hatoma
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Ryukyuan. Finally, the original dictionary provides information on the pronunciation
of example sentences in addition to entries. The example sentences and entries are
written in kana, a Japanese writing system, which is a reader-friendly writing system
but does not perfectly provide information on how to pronounce each expression.
We decided to use the <pron> element with @notation="ipa" for example
sentences although it is currently meant for only entries.
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Abstract

Recently, digital scholarly editing has been discussed in the research on modern

autograph manuscripts[1], such as archives in which documentary texts are the main

focus of editing[2], and attempts to enable an intuitive understanding of the process

of writing and creation[3]. On the other hand, in the research on modern Japanese
autograph manuscripts, digital scholarly editing has yet to be conducted because, in
Japan, digital images and paper publications with transcriptions and images are
used as surrogates of autograph manuscripts. We have already discussed the

application of the TEI guidelines to modern Japanese autograph manuscripts[4] [5].
Therefore, we discuss digital scholarly editing that uses TEI, pointing out research
questions on how to provide its surrogates in Japan.

Three questions currently exist in the research on modern Japanese autograph
manuscripts in Japan: usability, representation of vatiants, and transcription. In
modern Japanese autograph manuscripts, authors used kuzushi-ji (figure 1), which
profoundly differs from contemporary Japanese handwriting and is difficult even
for modern Japanese researchers to read.
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Fig. 1: On the left is the kuzushi-ji form of 喜 from Nisen-doka manuscript, on the right is
the contemporary Japanese handwriting form of 喜.

Thus, it is inconvenient to use them for research if only digital images are provided.
Furthermore, paper publications with transcriptions and images are difficult to
present variants within a manuscript since only the "final form" becomes the text.
When indicating the writing process, it becomes complicated and hard to
understand. In addition, in some cases, it is impossible to represent the scribal
scripts of kuzushi-ji in the paper edition, and accuracy is sacrificed for the sake of
readability. Because of these questions, research on modern manuscripts is
unfavorable in Japan.

To resolve these questions, we propose to markup autograph manuscripts of the
works by Edogawa Rampo, one of Japan's earliest writers of detective stories, based
on a document-oriented markup method. In his works it is often observed that he
writes on the blank pages of his diary, which is atypical considering that writers of
modern Japanese literature typically use manuscript paper. However, given the
complexity of his writing process and the abundance of examples utilizing cursive
script, this case is deemed appropriate for study.

About the authors

Sachiko Shioi is a Ph.D. student at Faculty of Letters, Arts and Sciences, Graduate
school of Waseda University. She researches autograph manuscripts of works by
Edogawa Rampo, one of Japan's earliest writers of detective fiction. Her project is a
digital scholarly editing that uses modern Japanese autograph manuscripts.

Kiyonori Nagasaki, Ph.D., is a senior fellow at the International Institute for Digital
Humanities in Tokyo. His main research interest is developing digital frameworks for
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collaboration in Buddhist studies. He is also investigating the significance of digital
methodology in the Humanities and promoting DH activities in Japan.
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Abstract

Among the lute tablature systems that were in use during the Western lute’s
lifespan (ca. 1450-1800), German lute tablature, which was only used in German-
speaking countries and fell out of fashion after 1600, takes a special place. It stands
apart from the other main systems—French, Italian, and Spanish lute (or vihuela)
tablature—in that it does not provide a visual representation of the instrument. That
is: rather than using a set of letters or numbers (indicating frets) on horizontal lines
(indicating courses), showing the lutenist where to place their fingers on the
fretboard and which courses to pluck, German lute tablature ‘encodes’ all course-
fret intersections with unique symbols (letters, numbers, and other). This renders
the notation more abstract and less intuitive – even for lutenists.

While modelling the ‘staff-based’ French, Italian, and Spanish lute tablature systems
in MEI is relatively straightforward (work on this is ongoing and already in advanced
state), modelling German lute tablature brings along a number of specific
challenges. In collaboration with the MEI Tablature Interest Group, an MEI model for
German lute tablature is currently being developed. This is done as part of E-
LAUTE, an international Weave (FWF/DFG/SNSF)-funded project that aims to
investigate and unlock a corpus of music that is almost exclusively notated in
German lute tablature, and for which such a model is indispensable.
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In this paper, we report on the progress on this task, discussing the specific
challenges we encounter, as well as our proposed solutions. Among these
challenges are (i) the multitude of and variety in symbols used in the different
sources; (ii) the absence of a staff, and, related to this, the issue of vertical
positioning of the symbols; (iii) further development of the music notation
engraving library Verovio to support and render German lute tablature, and the
issues associated with this; (iv) automatic conversion of existing file formats for
encoding (German) lute tablature into MEI, and how existing tools (Fronimo,
luteconv, mei-friend) can be used in this process; and (v) the similarity of German
lute tablature to keyboard tablatures, a substantial repertory, for which as of yet no
MEI model exists, but whose implementation must be anticipated.



38

Alaine Locke’s New Negro Anthology in
TEI and MEI: A DEFCON Teaching
Collaboration across Two Universities
Elisa Eileen Beshero-Bondar, Penn State Erie, The Behrend College, United States
of America
Bartholomew Brinkman, Framingham State University, United States of America

Short Paper Keywords: digital humanities, pedagogy

Abstract

In 2021-2022 the Digital Ethnic Futures Consortium (DEFCON) organized a
mentorship program for professors to enhance their teaching of Digital

Humanities.[1] The coauthors are a DEFCON mentor and mentee whose regular
conversations inspired pedagogical experiments. One of us specializes in teaching
an undergraduate DH curriculum, while the other is introducing DH in the context
of a literature course on the Harlem Renaissance. We each recognized that our
teaching lacked something. The literature professor wanted to introduce students
to TEI but did not have more than two or three weeks in a semester to attempt it.
The coding professor had a semester to teach markup technologies but lacked time
to explore poetry intensively. What if we could supply something the other lacked?

Four students from the DH coding class formed a project team that agreed to work
for the co-author’s Harlem Renaissance literature class as their “clients” to create a

new digital resource from Alaine Locke’s New Negro Anthology.[2] We wanted the
literature students to learn XML markup and see their markup visualized in an
interactive website. We sought for the coding students to gain awareness of the
complexities of poetic language and music, even as they programmed XSLT to
make a static HTML-based web edition. The coding team learned MEI to digitize
short bars of music in the anthology and make them playable on their website.
Hosted freely on GitHub (https://newtfire.github.io/locke-anthology/), this digital
teaching edition has room to grow and continue engaging students with poetry,
music, and code.

https://newtfire.github.io/locke-anthology/
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facsimile shared on the Internet Archive
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Abstract

In recent years, IIIF-compatible images of several xylographic Daizokyos (DZK,
Series of Buddhist scriptures) have become available, mainly from Japanese
research institutions and temples. Each DZK consists of approximately 5,000 to
6,000 scrolls converted into 150,000 to 190,000 digital images, and some used as
a witness for the modern letterpress DZK and others not. In addition, printed
materials that are fragments of them, as well as manuscripts that precede them,
have been made available with IIIF by cultural institutions around the world. The
situation has made authors build a Buddhist text database (Nagasaki, Tomabechi &
Shimoda 2013) aggregating the IIIF images from various institutions. It enables
researchers to have an opportunity to re-edit the existing critical edition, which is
sometimes noted as needing re-editing due to errors or oversights. However,
although the current system has made it possible to compare the page images of
the witnesses with each other, the only way to check variants in the texts on the
witnesses is to check each letter manually, which was time-consuming.

One way to solve this problem is to automatically contrast an OCRed text with the
digital transcriptions of the existing edition if highly accurate OCR is available.
However, until last year, although the development of OCR has long been
undertaken, it has been challenging to find a suitable solution because many of the
documents are manuscripts or woodblocks, which are not stable in character form,
and because there are many different types of characters.

Under these circumstances, last year, the Next Generation Lab at the National Diet
Library in Japan released an open-source OCR software (NDL OCR 2023) with
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deep learning technology for East Asian classics, which is more accurate than the
previous ones, enabling automatic comparison between each OCRed diplomatic
text (Text-D) and our text data digitized from a critical edition (Text-CE). The
system detects variants between Text-D and Text-CE using the difflib module in
Python.

Users of the system see the place of variants as yellow-marked texts on the
windows of Text-CE (left window) and Text-D (center window). Users can see the
variants on text data and an area shaded in red on the OCRed digital facsimile in IIIF,
including the place of the variant characters. In Fig.1, a variant noted in the footnote
of the critical edition has been confirmed via the OCRed text with the
corresponding IIIF image. The system also allows users to find errors or oversights
similarly. That is, if a yellow-marked character is different between both texts, a
variant is not noted in the footnote, and the accuracy of the character in the OCRed
text is confirmed with the IIIF image, it should be an oversight in the existing
edition. Occasionally, textual errors may occur due to misidentification by the OCR
software. Even in such cases, automatic contrast with Text-CE can significantly
increase the likelihood of detecting errors.

Moreover, determining whether or not a mistake has been made is also easy to
perform, as the IIIF image of the corresponding part can be easily focused with a
single click. After checking the texts, authorized users can revise such errors in both
texts in the system. As our project adopts TEI guidelines with double-endpoint-
attached method, the system can include various witnesses without overlapping.

This means that the scholarly editing system using OCR text has finally become a
realistic possibility in East Asian Buddhist studies.

Fig. 1: A typical interface of the system
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Abstract

Appropriate citation of software plays an important role in academic publications to
make research results reproducible and reusable. There are several
recommendations and guidelines on how to deal with research software (Anzt et al.
2021; Smith et al. 2016; Lamprecht et al. 2020) and how to cite software that is
used in the research process (Jackson n.d.; Chue Hong et al. 2019a, 2019b; Druskat
2021a, 2021b).

To find out if these recommendations (e.g. consistent versioning, persistent
identification, appropriate credit to developers) are actually reflected in practice,
we examined conference abstracts of the DHd (Henny-Krahmer/Jettka 2022) and
ADHO conferences (Jettka et al., to appear). Apparently, there is great potential
(and need) for improving the current situation. In our software citation studies, an
annotation model was formulated in the form of a TEI taxonomy. Initially, a
document-centered approach was pursued, i.e., software mentions were semi-
automatically identified and directly annotated with citation information that could
be located somewhere else in the document, for instance, in the bibliographies of
the abstracts.

We now propose a revised TEI annotation model, which aims at a more precise
annotation to differentiate between pure software mentions (names) and other
parts of citation information (such as URLs, developers, or bibliography entries) and
linking these parts together. In our new approach, we use pointers (<ptr>) to an
externally defined list of software entities and reference these pointers from the
annotation instances of corresponding citation information. Thus we still aim at
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examining the current situation of software citation (this time in articles of the
Journal of the Text Encoding Initiative), but at the same time, we provide and use a
model and create a data basis of software mentions and citations which could be
used for training of automatic methods to identify software mentions and
corresponding citation information in academic texts.
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Abstract

With his 1854 publication Die Wagnerfrage ("The Wagner Question") and the music
drama Samson, the composer, music writer, and pedagogue Joachim Raff, who
worked in Weimar as Franz Liszt's assistant, sought to place himself on an equal
footing with his two more famous colleagues. The result is a multifaceted and
erudite, but also controversially received book that bundles digressions into music
history, music theory, contemporary aesthetics, and drama theory and dissects
Wagner's Lohengrin with a sharp, scholarly eye. In parallel to the author's
dissertation project on Raff's reception of Wagner in the 1850s, an index of writings
with the available metadata on numerous newly discovered texts (and the possibility
for the later additions of editions) as well as the historical-critical edition of the
Wagnerfrage (with commentaries) as a prototype in TEI are to be published in the
online portal of the Joachim Raff Archive. On the one hand, the digital
infrastructure of the portal, which has been created on the model of the Carl Maria
von Weber Complete Edition (indexes of persons, institutions, correspondence, and
works), is to be reused and expanded in order to access the new content from a
wide variety of angles. The rich source material and the digital format also make it
possible to link the edited text in the most diverse directions (e.g., to the digital
copies of the literature used by Raff, which are often already created according to
IIIF standards, to the corresponding excerpts, or to Wagner's scores and piano
reductions). In particular, the possibilities offered by IIIF annotations will be
evaluated during the course of the project. The poster contains basic considerations
on data models for the index of writings and the editions as well as a first concept
for the re-use of sources available in third party repositories in order to make Raff's
intellectual world visual.
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Abstract

In traditional music editions, printed sources often are underrepresented. Especially
few attention is drawn on single printed copies, which, however, seems to be crucial
for the aim of transparency, namely because copies that at a first glance seem to be
identical, in reality are not. In our ongoing project, Das Handwerk des Verlegers –
Untersuchungen zu Entstehungsprozessen von Beethoven-Originalausgaben,
financed by the Fritz Thyssen Stiftung für Wissenschaftsförderung, we therefore
focus on historical music prints. They were foremost presented in parts, and not in
score format.

Our detailed study of up to now 15 authorized part editions of chamber music and
symphonic works by Ludwig van Beethoven (201 copies altogether) has the
following results: in 66 % (10 editions), the number of correction processes differ
from part to part. To give two examples: In the Piano Trios op. 1, in the piano part we
can trace three stages of the plates, whereas the violin and violoncello each have
four. In the Sextet op. 81b, violin I has three stages of the plates, violin II five, the
viola and horns only a single one, and the violoncello two. Moreover, in
bibliographical entities, i.e., the single copy in a library, the combination of the parts
is not always chronologically consistent; one part of it can be of a late stage of the
plates whereas the other one can be of an early stage.

The paper will discuss the framework developed mainly by Till Reininghaus, Kristina
Richts-Matthaei, and Daniel Röwenstrunk to describe these sources. On a first level,
the framework combines MEI files for the printed editions themselves with TEI files
for related data: biographical information on persons (composers and authors of
texts, dedicatees etc.), institutions (e.g., publishing houses), places and
bibliographical information. The files can easily be linked via automatically
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generated IDs. Every file can be, of course, and is enriched with new editions
included in the dataset. With this information, we are able to build a growing
network around the prints in consideration.

A special challenge was to construct an adequate file structure to encode
heterogeneous sets of parts. For the work entries, we could use the structure which
the MEI header provides as a standard, itself indebted to the FRBR model. As usual,
every edition is considered a <manifestation> (encoded in a
<manifestationList>) where we can provide detailed information of the
genesis of the print, its manufactioring process etc. Each <manifestation> has
(or can have) different <items> (single copies, encoded in an <itemList>) with
their individual characteristics as handwritten additions, stamps etc. The different
stages of the plates with a detailed description of the changes, have, however, to be
documented separately for the reasons mentioned above. For this purpose, we use
again the <manifestation> element, encoded in a <componentList>. The
single copies and their separate parts are then linked with <relations> of a
<relationList>. The user has therefore access to the different copies as well as
to the different stages of the plates. With this structure, we hope to contribute to a
more detailed consideration of music prints in digital as well as traditional music
philology.
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Abstract

Bellini Digital Correspondence (BDC) is the digital scholarly edition constituted by
the 40 autograph letters of Vincenzo Bellini (1801-1835) held at the Museo
Belliniano in Catania, Italy. The project was conceived and developed by the
National Research Council of Italy and it aims at providing a web platform
(http://bellinicorrespondence.cnr.it) for digital philology of Bellini’s texts. At the
same time, it is addressed both to specialists and to occasional museum visitors,
who can consult the edition by means of a touchscreen located within the museum
tour. BDC is a completely open source and open access project and it is the result
of a multidisciplinary initiative which implements a distributed, collaborative and
cooperative editing model.

The digital edition is an image-based one and it has been implemented following
the TEI guidelines. The web-based presentation of the edition has been achieved
through EVT software (http://evt.labcd.unipi.it/) (Figure 1). Particular attention was
paid to the management of metadata concerning the description of the
correspondence, which were encoded through the <correspDesc> tagset within
the profileDesc section of the teiHeader. The TEI Manuscript Description module
and the <facsimile> tagset also provided an encoding mechanism for describing
the primary source and linking the facsimile regions of interest with the
corresponding text. The editorial process went through several phases, including
one dedicated to the harmonisation and standardisation of TEI encoding, during
which a number of tools – reusable in similar encoding initiatives – were developed
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with the aim of ensuring the highest level of uniformity and consistency within the
edition. The edition provides both diplomatic and interpretive levels based on the
recent work made by Seminara (2017).

In addition to a large corpus of correspondence, the Museum safeguards numerous
musical documents: these include 58 manuscripts (41 autographs) containing music
by Bellini (2100 sheets ca.). These documents provide significant evidences of
different genetic stages concerning all of the Catanian composer’s operas, from
‘Adelson and Salvini’ (1824) to ‘I Puritani’ (1834). In addition to their location in the
Museo Belliniano in Catania, letters and manuscript scores share several points
(references to names of persons, entities and places, references to operas and
some arias in particular, references to specific compositional processes reflected in
the drafts of the manuscript scores, etc.) but, unlike the correspondence, most of
the Museum’s musical resources lack a scholarly digital edition.

The MEI encoding of some of these documents can be an important advancement
towards the investigation of Bellini’s oeuvre, especially in relation to the ongoing
philological studies and formal ontologies. In particular, the encoded musical
documents can be further exploited to analyse the composer’s creative process,
according to the approach successfully used in other similar projects
(https://beethovens-werkstatt.de/). Moreover, thanks to the MEI encoding, the
BDC project would provide an interactive and functional digital representation of
different editorial stages made by Bellini to produce his text, such as, for example,
the so-called ‘Studi giornalieri’ (Figure 2) catalogued as ‘MM.B.36’: sketches of
melodies, textual annotations, and first draft of musical motifs partly included in the
‘Puritani’ and already covered in recent studies (Mantica 2020). Module 11
(Scholarly Editing with MEI) and Module 8 (Lyrics and Performance Directions) of
MEI Guidelines will be particularly valuable for primary source encoding.

In our opinion, the edition of these musical texts and the digital representation of
their primary sources are an interesting case study to investigate Bellini's working
method, as described in various letters written by the composer. The short-term
objective is to combine the edition of the letters (published in May 2023 by CNR
Edizioni) with a web-visualisation proposal focused on a selection of fragments
derived from this musical material, in order to formulate a working hypothesis that,
by considering an integration of the museum's different artifacts, may be of interest
and usefulness to Bellini scholars. The future prospects of the project will,
therefore, be oriented towards a more comprehensive integration between text and

https://beethovens-werkstatt.de/
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music within the edition, with a view to a potential extension of the visualisation tool
to include musical content as well.

Fig. 1: BDC digital edition, first *recto* leaf of LL1.16 letter

Fig. 2: ‘Studi giornalieri’, first leaf (MM.B.36, Museo Belliniano, Catania, Italy)
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Abstract

Perhaps one of the least appreciated and most definitive challenges of working with
the TEI Guidelines is their requirement that scholars interpret and adapt them to
the bespoke requirements of their text scholarship. It is particularly challenging to
explicate overlapping hierarchies with TEI, for example:

surface and page vs. chapter, stanza, margin notes spanning pages,

sentence or clause vs. verse line,

structural divisions that do not align in different versions of a text.

The TEI Guidelines' Chapter 20 about Non-Hierarchical Structures perhaps best
exemplifies the challenges and possibilities of our attempts to reconcile different
ideas of hierarchy in the texts that we study and curate (in our case a page-by-page

encoding of a manuscript with structurally encoded print editions).[1] Our primary
interest in studying these texts may be to investigate how their conflicting
hierarchies were expressed at different manifestations—perhaps in alternate
manuscripts or in the publication history.

The TEI Guidelines' Chapter 20 comments on the challenges to processing when
we attempt to model multiple hierarchies, especially when they attempt this in
inline ways. But the Guidelines largely (and purposefully) leave scholars to their own
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devices for processing. We determine for ourselves, based on our available
resources, what processing we can apply to express our text data modeling. Yet the
processing methods we apply can either extend or limit the expressiveness of our
scholarly projects in the data visualizations and digital edition interfaces we can
design. The processing decisions we make will determine whether and how we can
share the meaningful conflict points in multiple structures, versions, or ways of
interpreting a text.

Based on our efforts with the Frankenstein Variorum project since 2017, we
understand conflicting hierarchies to pose a challenge whose resolution should
reflect our research questions and our scholarly document data modeling. In the
context of our research questions, we will review our processing and production
pipeline, including:

Document analysis of multiple digital editions of Frankenstein to locate points
of alignment and determine normalization strategies,

XSLT required to process conflicting hierarchies by first flattening all versions
and then "raising" edition files with marked variants,

The recognition of the document data structure and its normalization in the
interface processing,

The design of a static interface that displays and foregrounds variation across
conflicting hierarchies.

The pipeline processing that we devised to design the interface has changed from
our first proof-of-concept launch of the website to our current effort. The decisions
to work with JavaScript frameworks (React with Astro's CETEIcean plugin)
determine how we visualize data from our stand-off TEI "spine," which stores
information about our edition files across their conflicting structures. Our pipeline is
certainly "bespoke"—custom-fit to the distinct points of comparison across multiple
encoded versions. The step-by-step implementation of this bespoke production
pipeline is something we need to revisit, correct, update, reflect on as the basis of

the important work of interchange that mediates across distinct data models.[2]

While the interface too often represents a compromise with available tooling,[3] a
production pipeline designed for interchange may open up possibilities to express
the TEI in the interface.
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Abstract

Interrogating any source philologically requires first the collection or creation and
curation of data, whether analogue or digital. This praxis requires increasingly
interdisciplinary methodologies as musicology continues its digital turn—
methodologies that are most quickly applied to a project through collaboration. A
natural output of such projects undertaken at the scale of collected works is a
catalogue documenting metadata, which account for an author’s or composer’s
output. These catalogues can also establish intellectual histories of these corpora
and, for major figures, (i.e. – those with voluminous works and expressions or
manifestations thereof), they establish paradigms of what constitutes “Big Data” in
these fields.

Moreover, they invite examination of the terminology used. Is it simply “Data” and
“Metadata” that researchers can enrich through authority data? Does it expand to
some other qualifier such as “Big Data,” “Deep Data,” or “Broad Data,” even with
the various challenges inherent to each? However one qualifies these datasets can
understandably affect the ways in which creators, curators, and users interact with
them. Considerations in this regard, combined with assessment of the nature of the
dataset in question, whether extant or projected, and design thinking practices of
end-user/stakeholder input lead to individually tailored solutions.

Two collaboratively born datasets are currently in progress in the context of
NFDI4Culture, the national Consortium for Research Data on Material and
Immaterial Cultural Heritage in Germany. Each one focuses on (research) data
management, metadata, documentation, and digital transformation. One
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collaboration in early stages is creating conceptual and digital infrastructures for the
transformation of metadata for the works of Georg Philipp Telemann. A unique
challenge in this interdisciplinary cooperation is how to handle, at a fundamental
level, a myriad of idiosyncrasies unique 18th-century compositional praxis as they
emerge in Telemann’s c. 5,000 works. This project establishes the digital
infrastructure through the Metadata editor and repository for MEI data (MerMEId)
for the online Telemann catalogue, which will soon be published in phases by the
Telemann-Zentrum Magdeburg. Another dataset, nearing publication in
Radar4Culture, contains approximately 33,000 files (c. 3,000 work files and c.
30,000 source files) resulting from the Joseph Haydn Werke. Collaboration was
essential in this project to preserve data contents while transforming from a single-
use schema into MEI.

These datasets, primarily comprised of metadata, constitute two contributions of
value for musicologists and the MEI and TEI communities. The poster presents a
collaborative approach to data transformation into MEI from previous formats,
addresses specific challenges associated therewith, and highlights a cooperation
model that actively contributes to broader digital philology communities of text and
music.
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Abstract

The effort to encode neumatic notations has primarily focused on Western
European repertories, with little attention given to the neumes employed in the
East. To address this gap, we propose to apply our knowledge of the MEI Neumes
Module and Eastern notations to raise awareness on some methodological issues
that have hindered modern scholars from encoding Eastern neumes. Our case study
is the Middle Byzantine notation, employed from the mid-12th-century to about
1815 across a large geographical area encompassing mainly Eastern Europe and part
of the Middle East. This notation has been chosen since it has many points of
contacts with Western notations but, at the same time, its basics differ radically
from what we encounter in the West.

In the East, music scripts are of the ‘articulatory’ type, serving as a guide on how to
make music, almost similar to a tablature style of notation. In Western notation the
performance is captured mostly within the neume. In the East notation is context
sensitive and its interpretation depends on different factors, such as the genre and
style of melopoeia, the mode, the melodic formula, the place within the musical
phrase, the poetic text, and the liturgical frame. This fundamental difference has
also an impact on the kind and number of signs employed in the notations. Middle-
Byzantine notation offers an impressive number of combinations and positioning of
signs including neumes that provide specific interval information and subsidiary or
cheironomic signs indicating the musical ‘Gestaltung’, which implies rhythmical
properties, grouping, and phrasing of the interval signs, dynamics, ethos of the
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formulas, as well as different levels of ornamentation and melodic expansion,
according to the context. Possibly, the most difficult feature to be captured in the
encoding of Middle-Byzantine notation is the relative position of the signs in the
notational space; indeed, their relative positioning (above, below, next) can change
the overall interpretation of all the related signs.

When considering the graphical appearance and semantic of neumes, we should
adopt both approaches to the encoding of Middle-Byzantine notation. It is crucial to
be able to capture in the encoding even the finest details because this notation is
very precise and conveys musical meaning through the tiniest graphical feature. On
the other hand, encoding the semantic of the neumes should remain possible and
open since, besides the basic intervallic structure of the pieces, the other
dimensions of the music have to be interpreted in the light of oral tradition.
Therefore, it would be desirable to include information on historically informed
practice, which is available through musical treatises, manuscripts, and the oral
tradition of Byzantine Chant. Middle-Byzantine neumes are therefore rich in
metadata and their encoding should also include the names of the neumes in
Greek, possibly with transliteration, translation, and etymology.

We hope that our presentation can actively contribute to the ongoing discussions on
encoding of non-Western early notations, particularly the Middle-Byzantine
notation, and encourage a collaborative effort to find the most effective way to
encode Eastern neumes.
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Abstract

While the long term preservation and availability of research data has already seen
some discussion and solutions, the sustainability of research software and research
infrastructures is still less discussed. It mostly depends on individual institutions and
people that bring together the technical, social, and economic (i.e. funding)
requirements. The paper discusses the development of the TEIGarage/MEIGarage
and its service availability as a model for sustainable infrastructure in scholarly
communities, especially highlighting the need of building communities for and
collaborating on maintaining research software infrastructures and the advantages
of virtualisation and central deployment.

The popular term of sustainability often means the environmental factor, but there
is also economic and social sustainability (see Sverdrup and Svensson 2005 and
Venters et al. 2014). Ecological sustainability for research software and
infrastructure (e.g. green computing) is recently discussed in the context of Digital
Humanities (see Baillot et al.), and while we will not focus on this aspect here, we
consider it a crucial aspect. In the context of research software and infrastructure
technical sustainability is the most widely discussed factor, but economic/financial
and organizational sustainability and funding also play a crucial role. The practical
question we want to discuss in this abstract is how the “Garage” infrastructure can
be sustained in the best way.

TEIGarage[1] and MEIGarage[2] (formerly OxGarage) is a long-living software
project used in various contexts (see e.g. Stadler et al. 2022). The software offers a
framework for community specific data processing.
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Allowing for collaboration on the framework as well as on its maintenance and
deployment as a service are crucial for tackling the workload in small research
communities such as the TEI and MEI communities. With their open and general

framework the Garages offer infrastructure for scholarly communities.[3] While the
Text Encoding Initiative constituted itself as an infrastructure (see Burnard 2013),
the Garage framework represents a technical form of infrastructure.

A central deployment of research software offers multiple benefits as opposed to
local installations, especially in the light of sustainable and reproducible research. A
central low-threshold interface enables scholars without technical expertise to
exploit the functionality, e.g. students. By offering a reliable API endpoint further

tools can easily build on the services (see e.g. Roma[4]). One central deployment of
the software also ensures the reproducibility of the e. g. conversion which increases
the traceability of the research. In the case of TEIGarage and MEIGarage this also
means the utilized Guidelines and Stylesheets can be retraced.

But these benefits don’t come without costs. Resources such as hardware and basic
software infrastructure are needed for container orchestration and virtualisation, as
well as maintainers for the infrastructure. This also means work on the software
apart from the code base, but on its virtualisation and containerisation.

To be able to cover these costs as small research communities, forces need to be
joined. In the example of the TEIGarage and MEIGarage not only the underlying
framework can be reworked collaboratively, also the centralized deployment and
virtualisation can be combined. A facilitating factor is the technical sustainability of
the code the software is based on. Sustainable code and software does ideally need
less resources for maintenance. Measures have been taken for the Garage
framework to become more sustainable and FAIR in the sense of Hasselbring et al.
(2020), Anzt et al. (2021) and Hong et al. (2022).

In conclusion and from our practical experience, costs (working hours as well as
software and hardware costs) need to be shared between small research
communities for software to be sustained over a long period of time.
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be further Garages by further research communities. ↩

�. Both “Romaantiqua” (https://romaantiqua.tei-c.org/) and the new “Roma” at
https://roma.tei-c.org/ (also known as “RomaJS” or “Romabeta”) use
TEIGarage (formerly OxGarage) as backend. ↩
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Abstract

At the TEI2022 conference, we introduced the Evolving Hands project which was
undertaking three case studies ranging across document forms to demonstrate how
HTR-based workflows to develop TEI resources can be iteratively incorporated into
curation. The case studies cover a wide range of textual forms, from handwritten
work from the 19th-20th century UNESCO-recognised Gertrude Bell Archive of
letters and diaries, or 20th century artistically-printed feminist zines, to highly
structured and scholarly edited legacy printed material of the Records of Early
English Drama (REED) project. The printed material used as samples are all in
categories where using traditional OCR would result in a substantial loss of
intellectual content. By covering a wide variety of periods and document forms the
project wants to explore how best cultural institutions might use HTR to convert
their collections into TEI files and then further approaches for up-conversion and
enhancement of these into data-rich TEI editions.

Across the varying case studies different approaches have been used, such as those
who attempted to do as much tagging as possible in Transkribus’ online app, those
who used LEAF-Writer to add enhancements liked named entity LOD, or those who
processed the output with XSLT to preserve or enhance structured information
before editing it further.
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This short paper will present some of the interim results of developing these
workflows for converting HTR-processed text into TEI P5 XML and its further
enhancement. Our goal in doing so is to pass on some of the insights and lessons
learned during the development phase of the project, as well as to provide a starting
point for further discussions and future collaborations in the field of HTR-based
workflows for TEI curation. Ultimately, the project hopes to contribute to the
ongoing development of best practices for using HTR for the creation of TEI
editions.
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Abstract

In digital musicology, the widely adopted de facto standard for creating digital
critical editions is the encoding format defined by the Music Encoding Initiative.
However, the usual workflow to arrive at the desired encoding involves the use of
well-established WYSIWYG music notation software.

Scores are mostly prepared in the conventional way and then exported to
MusicXML format to be converted to MEI afterwards. While all programs handle the
export of basic features like notes, measures, clefs and key signatures quite well,
there are decided differences when it comes to more complex notational features
like ornaments.

We have thoroughly investigated which of the most popular programs in the latest
versions offers the best export under the condition of the least manual XML post-
processing effort.

We think that for upcoming edition projects this could have an impact on the
workflow that might be planned.
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Abstract

This project features a computational approach for analysing and rendering musical
similarity between sketch and score of Beethoven’s ‘Gut, Söhnchen, gut’ trio from
the first act of the 1805 Leonore version of his opera. Initially, both the relevant
music from the sketch and the score are encoded in MEI. Using Python, information
for each musical event—be it a note, a tied note, or a rest—from these XML files is
extracted before further data is added to the retrieved characteristics thereby
enabling these events to be mapped onto a time-axis. Subsequently, an algorithm
aligns the music from the sketch and score as well as possible with the lyrics serving
as checkpoints. The result of this step is a collection of coordinate pairs containing
corresponding positions from both data sets. The Python program consequently
calculates a similarity value for each of these coordinate pairs with regard to their
pitch, octave, duration and metrical position within the bar as a Hamming distance,
yielding a value between 0 and 4. This data is then plotted in the form of a
heatmap-histogram-combination with the width of each data point reflecting the
duration of the corresponding musical event. Finally, making use of LilyPond’s
unique proportional duration notation feature, these plots are then directly
embedded into a LilyPond file containing the encoded sketch transcription. This
visualisation allows for an overlayed evaluation and interpretation of the relationship
between the two different stages in composition. At the same time, it offers an
intuitive and unbiased wide-angle perspective on the same aspect and thereby
enhances not only the accessibility of a certain component of a particular musical
analysis but also of the underlying primary source itself. The modular structure of
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this approach provides a framework with a high degree of flexibility that could be
expanded upon in future applications.
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Abstract

W. H. Auden (1907-1973), a prominent figure in the English-language literary
landscape of the twentieth century. Despite extensive scholarly exploration of
Auden's English and American periods, his life and artistic contributions in Austria
remain comparatively under-explored. It was not until the early 2000s that this
aspect of the poet's life began to garner scholarly attention, as evidenced by the
works of Mendelson (2004) and Smith (2004). A new project at the Austrian
Centre for Digital Humanities provides an open-access scholarly digital edition
(SDE) that renders accessible the hitherto unattainable "working correspondence"
between Auden and Stella Musulin, a writer of Welsh-Austrian origin, dating from
1959-1973 exchanged.

The decision to employ TEI for encoding the materials was predicated on its
provision of conventions that facilitate the description of a text's physical and
semantic structure (Burnard, 2014; Pierazzo, 2015b). Within the TEI language, the
<correspDesc> tag affords comprehensive guidelines for encoding
correspondence by specifying various types of correspondence actions (i.e., sent,
received, forwarded, redirected). We aimed at making these communicative
activities explicit in formal representations of the information extracted from the
materials; nonetheless, in some of the documents making clear distinctions
between the categories proved challenging. While our objective was to classify our
data within these four categories, we released the need to supplement the existing
list of <correspAction> types with a new type, "composed". Our analysis has
revealed that the location and date of letter composition may differ from the
location and date of its dispatch, which cannot be accommodated by the current
encoding standards. Bibliographic resources (such as Stadler, Illetschko and Seifert
2016,12) acknowledge this peculiarity but fail, at least to our knowledge, to highlight
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and include this necessary information in the metadata. The solution we propose
not only addresses the specific requirements of our project but also satisfies the
broader academic imperative of encoding correspondence, particularly in relation to
letters from earlier historical periods which may include additional postal
specificities such as postal service, stamps, etc.
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Abstract

EditionCrafter is a new open source tool for the creation of digital critical editions
encoded in TEI XML. It can generate sophisticated diplomatic renderings of text
side-by-side with a deep zoom window of the original folios. The editor can provide
multiple layers of text, such as a transcription and a translation. There are also built
in functions for display of editorial notes and a glossary. In this presentation, we will
demonstrate EditionCrafter and how to use it.

EditionCrafter has three parts: a command line tool, a Javascript library, and a Hugo
CMS theme. The command line tool converts a TEI Document into a IIIF Manifest
and a collection of XML and HTML partials. The IIIF Manifest can then be provided
to the EditionCrafter Javascript library to display the edition. The example Hugo
theme makes it simple, you just put the files in the right place and link to them in
your page's frontmatter.

TEI Documents used by EditionCrafter obey a few simple rules. First, they contain a
facsimile element that links to the folio images. Each surface has an XML ID which
is then referenced in one more more text or sourceDoc elements via facsimile
attributes. EditionCrafter uses this information to construct the manifest and the
text partials for each page.

The EditionCrafter Javascript library is a React component and can be easily added
to any React based website. Additionally, we provide a version that can be included
in any website with a script tag.

EditionCrafter is a generalization of code from the digital critical edition Secrets of
Craft and Nature in Renaissance France published by the Making and Knowing
Project at the Center for Science and Society at Columbia University.
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Abstract

Mikalojus Konstantinas Čiurlionis (1875-1911) is a pivotal figure in modern Lithuanian
music. The process of editing and publishing his music has spanned over a hundred
years, resulting in as many as five different cataloging systems and up to ten
different editorial versions of the same piece. However, a critical text and a
canonical version of the works that fulfill the needs of the modern music
community are not yet available at both national and international levels.

In 2022, a project funded by the Lithuanian Research Council began to create a
digital critical edition of Čiurlionis's piano pieces. This includes approximately 200
piano pieces from 1894-1910, composed half in a romantic style and half using a
proto-serial compositional technique. The main aim of this project is to establish a
canonical text for each piano piece and develop a tool for further research—an
integrated database with the ability to search and analyze various musical aspects of
the scores, such as rhythmic, melodic, harmonic, and structural features.

The canonical text will have a direct comparison with all manuscripts at the bar level
and all previous editions at the page level. For this reason, all scanned manuscripts
have been divided into bars (about 14,000 bars) and linked with scores online.

An algorithm for analyzing the main musical aspects will be created. The primary
purpose of this tool is to enable searches and analyses of the score within one
separate piece as well as across the entire database (about 350,000 notes).

The digital critical text of piano scores will be accompanied by detailed annotations
and comments, as well as links to other sources and literature.
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The database will be presented as an integrated online catalog, providing the ability
to search for music based on primary bibliographical aspects and conduct analytical
research according to main musical criteria.
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Abstract

Waka poem, a type of Japanese poetry, is sometimes published simply as a
collection of poems, but they often appear in various contexts. The Mushi-awase,
which is the subject of this presentation, was an event held in the 18th century as
part of the revival of the medieval vogue, in which dioramas were created and
brought together with the theme of insects that made sounds and chirped, and
waka poems were added to the dioramas to compete for the contest. It was a typical
example of the restoration of dynastic culture that was popular then. A beautiful
picture scroll of this Mushi-awase has been recorded and preserved today, along
with its diorama. The authors decided to encode this picture scroll in accordance
with TEI as part of their research on this fashion.

The diorama images, wakas, and their respective ratings and wins/losses were
encoded to have a reference related to each other with ID-refs. In addition,
<persName> elements are embedded in each poet appearing in the scroll, and IDs
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are assigned in anticipation of the future construction of a waka poet's name
authority.

In addition, we developed a JavaScript viewer for vertical writing and the image with
OpenSeadragon and jQuery.

In this structure, each <l> has a different poet, currently represented by @resp. In
Japanese waka poetry, in general, it is often necessary to have a poet or author for
each waka, and such a structure is generally necessary. We are currently considering
if it is appropriate to use @resp here or if a new dedicated attribute is needed.

In this representation, we also plan to create and provide an English translation. We
hope that the world will be able to enjoy this expression even more widely.
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Abstract

Ryukyuan music originated in the Ryukyu Archipelago (southwest of Japan) and is
an important aspect of East Asian music history (Thompson 2008). Ryukyuan
music, from classical Ryukyuan music to contemporary popular music, uses a unique
tablature called kunkunshi. It is used as the musical notation for the sanshin, the
three-stringed instrument central to Ryukyuan music. Despite its cultural
importance, kunkunshi sheet music faces challenges in digital preservation and
accessibility. This paper proposes to use the Music Encoding Initiative (MEI) to
digitize and disseminate kunkunshi notation to ensure its survival and continued
appreciation.

MEI is an XML-based encoding standard that provides a robust framework for
complex musical notation and enables accurate encoding of kunkunshi notation.
This study outlines the adaptation of the MEI schema to the unique features of a
kunkunshi score, including vertical writing structure, seven major characters
representing tones, rhythmic values, and articulations. Also considered is the
representation of microtones unique to sanshin music.

The sanshin is a three-stringed plectrum instrument and a representative
instrument of Ryukyuan music, characterized by its snakeskin-covered body and
distinctive tone. The kunkunshi notation, which effectively expresses the nuances
of sanshin playing, is an essential element of the Ryukyuan music tradition.

To demonstrate the potential of MEI in Ryukyuan music, we are digitizing a
collection of kunkunshi scores, based on MEI for lute tablature (Lewis 2014).
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Transcription challenges such as interpreting handwritten manuscripts, deciphering
obscure symbols, and reconciling different readings will be discussed.

Digitization using MEI has the advantages of digital preservation, facilitating
collaboration and data sharing, and creating new opportunities for analysis and
research. This paper demonstrates the potential of MEI as a powerful tool for the
preservation and dissemination of didactic scores in Ryukyuan classical and
contemporary popular music, facilitating the continued appreciation and study of
this important cultural heritage.
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Abstract

In this study, we embarked on the task of digitizing the "Kyōmyo-chō" using the Text
Encoding Initiative (TEI) markup language. The "Kyōmyo-chō" is a pivotal register of
the disciples of Shinran, who was the founder of the Jōdo Shinshū sect of Japanese
Buddhism. It chronicles the disciples' names, residences, and their master-disciple
relationships, offering a myriad of unique personal names absent from other
sources. This makes it an indispensable foundation for Shinshū studies and for the
digitization of materials related to Shinshū Buddhism.

The "Kyōmyo-chō" adopts a genealogical format that traces the lineage from
Shinran to his disciples and grand-disciples. This lineage is depicted in the figure
below.

Fig. 1: From the edition of Yamada Bunsho in 1917 (https://dl. ndl.go.jp/pid/932139/1/7).
Three manuscripts are contrasted in the upper, middle and lower sections, with later
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additions enclosed in dotted lines.

Six old manuscripts of "Kyōmyo-chō" exist, raising the question of the optimal text
for digitization. We addressed this by encoding the version compiled by Yamada
Bunsho in 1917, which integrates three key manuscripts commonly cited in
contemporary studies.

We selected Yamada's 1917 edition due to its absence of copyright restrictions, and
its frequent citation in related literature. Although there are other noteworthy
editions, their accessibility is limited due to copyright constraints. The three
manuscripts incorporated into Yamada's 1917 edition present various distinct
assertions. The primary source of these differences is the later additions by the
scribes, who were attempting to tie their own traditions to Shinran. Additionally,
minor discrepancies due to scribal errors also contribute to the variations among
the manuscripts. Yamada's 1917 edition demarcates these later insertions with
dotted lines, and provides proposed corrections to the scribal inaccuracies found in
the manuscripts.

During the markup process of the three texts in Yamada's 1917 edition, we created
separate files for each text. This approach ensured the preservation of their unique
interpretations of disciple relationships, influenced in part by various additions. To
maintain these unique perspectives, we avoided the use of the parallel-
segmentation method.

We adhered to a basic approach in marking up personal names using the
<listPerson> and <persName> tags and each master-disciple relationship using
the <listRelation> and <relation> tags. These <listRelations>,
convertible into RDF format, can then be visualized as a knowledge graph. When a
disciple's geographical activity was mentioned, we utilized the <listPlace>,
<placeName>, <location>, and geo tags to register the location information. In
ambiguous cases, for instance, when the place name is too broad or the current
location of the place name cannot be identified, we used the @cert attribute for
provisional adjustments. Additionally, we structured the additional content
contained in the manuscripts using <div> tags. By doing so, we can determine
whether a certain name included in these sections was added at a later time.
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Fig. 2, 3: On the left is a file marked up with listPerson and listRelation tags. The right
figure shows an example of a knowledge graph. For Shinran (親鸞上⼈), we refer to the ID
(TP732) of the digital Hobogirin data (https://tripitaka.l.u-tokyo.ac.jp/hbgrn/Resources)

Simultaneously, we created a unified file for cross-referencing individual names
during the markup process of the three files. This file incorporates all the names
from the three manuscripts. The person names in the unified file are referenced to
the same person in the three aforementioned files by <@corresp> attribute as
follows.

Fig. 4.

Whenever a disciple's name appears in other documents (e.g., Shinran's letters), we
can annotate it and link it to the xml:id in this unified file. This approach allows us
to reference the mentor-disciple relationships and geographical activities denoted
by each manuscript. Manuscripts not included in Yamada's edition can be similarly
marked up and added to this unified file at a later stage.

It is noteworthy that many names featured in the "Kyōmyo-chō" lack external
resources such as Wikidata. Future endeavors could involve creating Wikidata
entries for these significant names and linking them to the unified reference file
used in this research. Such a step would significantly enhance the accessibility and
visibility of this crucial historical data.
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In its current version, the portal VASE (Visual Archive Southeastern Europe, VASE
2012-2023) gathers historical and contemporary visual material from Southeastern
Europe in four region-related sub-projects, focusing on the image as a primary
source (Derler 2020). The project has been implemented since 2012 at the Centre
for Information Modelling of the University of Graz in collaboration with the Centre
for South-Eastern European Studies at the University of Graz and with the
University of Basel. Since spring 2022, the portal has been undergoing a
comprehensive redesign in cooperation with the Austrian Academy of Sciences and
the Center for the Study of Balkan Societies and Cultures. The redesign covers the
data model, the data curation and the interface.

This paper deals with the question of appropriate modelling of visual material (e.g.
postcards and photographs), which is provided with extensive metadata and textual
descriptions and can also be a text carrier itself. From the beginning of the project,
the development of the data model was characterized by this dichotomy of visual
material and text-based descriptions, which ultimately led to the consideration of
both the TEI (Text Encoding Initiative) standard and LIDO (Lightweight Information
Describing Objects) – an XML schema for encoding museum and collection objects
(ICOM 2010) – for data modelling. Three of the portal’s projects have been
implemented with TEI to allow for deeper indexing of textual descriptions and
commentaries, which is not possible in LIDO.

With the introduction of the <object> element in TEI, this shortcoming could now
be addressed: In the course of the redesign, the previously semantically weak TEI
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model, which consisted primarily of typified <ab> elements, was replaced by the
semantically more expressive <object> structure. The newly developed data
model is based on the TEI element <object>, which was introduced in version
3.5.0 of the TEI P5 Guidelines to describe a “single identifiable physical object” (TEI
Consortium 2019). So far, the element basically contains the same content that is
available for manuscript description within <msDesc>. Thus, within
<objectIdentifier>, country (<country>), place (<placeName>), repository
(<repository>) and inventory number (<idno>) are specified. In <physDesc>,
the object type (<objectType>) and material (<material>) are encoded within
<p> elements. The <objectDesc> contains information on the form (@form, e. g.
“Carte de visite”) and dimensions (<supportDesc>) of the visual material.

However, the elements permitted so far within <object> do not yet reflect all our
needs. For example, the <objectContents> element (analogous to
<msContents>) was defined within the project and contains text-based object
descriptions or comments within <ab>.

On the one hand, the paper presents a proposal for an extension of the
<objectContents> element beyond mirroring elements from the <msDesc>
element, which – drawing on the experience with modelling visual sources gained in
this project – will be submitted to the TEI Technical Council for review. This
proposal also considers Nelson’s (2017) assessment of the potential for generalizing
existing TEI elements describing manuscripts, e.g. <material>, <desc>,
<dimensions>, or <objectType>, to make them applicable to objects of any kind.
On the other hand, it shows the possibilities of linking text-centric TEI-based
modelling with concepts of the object-centric XML standard LIDO in order to
establish compatibility with this standard for subject-specific use cases such as the
modelling of text-bearing visual sources in continuation of efforts to map the TEI
with conceptual models (e.g CIDOC CRM) from the domain of cultural heritage
(Ore and Eide 2009).

Bibliography

Derler, Barbara. 2020. “Südosteuropaforschung delokalisiert & digital. Das Visuelle
Archiv Südöstliches Europa (VASE)”. In From the Highlands to Hollywood, edited by
Siegfried Gruber, Dominik Gutmeyr, Sabine Jesner, Elife Krasniqi, Robert Pichler,
Christian Promitzer, 163-180. Wien: LIT.



89

ICOM. International Committee for Documentation. 2010. “Lightweight
Information Describing Objects – LIDO.”
http://network.icom.museum/cidoc/working-groups/lido/lido-
technical/specificati%C2%ADon/ http://network.icom.museum/cidoc/working-
groups/lido/lido-technical/specification/.

Nelson, Brent. 2017. “Curating Object-Oriented Collections Using the TEI.” Journal
of the Text Encoding Initiative, Issue 9 (September 2016 - December 2017).
https://doi.org/10.4000/jtei.1680.

Ore, Christian-Emil, and Øyvind Eide. 2009. “TEI and cultural heritage ontologies:
Exchange of information?” Literary & Linguistic Computings 24 (2): 161–72.
https://doi.org/10.1093/llc/fqp010.

TEI Consortium, eds. 2019. “<object>” TEI P5: Guidelines for Electronic Text
Encoding and Interchange. Version 3.5.0. https://tei-c.org/Vault/P5/3.5.0/doc/tei-
p5-doc/en/html/ref-object.html.

VASE. Visual Archive Southeastern Europe. 2012-2023. https://gams.uni-
graz.at/vase.

http://network.icom.museum/cidoc/working-groups/lido/lido-technical/specificati%C2%ADon/
https://doi.org/10.4000/jtei.1680
https://doi.org/10.1093/llc/fqp010
https://tei-c.org/Vault/P5/3.5.0/doc/tei-p5-doc/en/html/ref-object.html
https://gams.uni-graz.at/vase


90

Encoding in human centered machine
learning workflows: case study on
mensural ligature recognition
David Rizo, Universidad de Alicante, Spain; Instituto Superior de Enseñanzas
Artísticas de la Comunidad Valenciana (ISEA.CV), Spain
Jorge Calvo-Zaragoza, Universidad de Alicante, Spain
Juan Carlos Martínez Sevilla, Universidad de Alicante, Spain
Antonio Madueño, Universidad de Alicante, Spain
Patricia García-Iasci, Universidad de Alicante, Spain; Universidad de Salamanca,
Spain
Teresa Delgado-Sánchez, Biblioteca Nacional de España (BNE), Spain

Short Paper Keywords: OMR, encoding, UX, machine
learning, transcription

Abstract

This work presents a case study on the human-centered design of machine learning
workflows for Optical Music Recognition (OMR). The study specifically targets
mensural ligature recognition, which presents unique challenges for OMR due to its
complex notation and variations in shapes. The case study is conducted within the
context of a larger project that aims to encode all books of mensural notation held

by the National Library of Spain (BNE)[1] using the online version (Rizo et al. 2023)
of the Music Recognition, Encoding, and Transcription Tool (MuRET) (Rizo et al.
2018).

The study employs an incremental approach that builds on a seed model created
from an existing training collection (Parada-Cabaleiro et al. 2019). The output of
the OMR is post-edited to obtain a high-quality encoding, and the corrected
sources are used to create new models that improve OMR accuracy and reduce
post-editing time.

In (Calvo-Zaragoza and Rizo, 2018), the differentiation between agnostic and
semantic content was introduced to reduce the variability of symbols the
recognition systems had to detect, and to allow automatic transcriptions to be
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corrected by non expert editors who should only be able to identify graphical
symbols. This approach has been extensively used in the work that has enabled to
build a big enough corpus to train high quality OMR deep learning models.

In the transcription process assisted by OMR, the most difficult challenge has been
the transcription of ligatures in which this paper will focus. Initially, the models were
unable to learn how to recognize ligatures because of their scarce occurrence, so
they had to be represented graphically as a generic “ligature” symbol, and
semantically encoded in **mens (Rizo et al. 2019). This manual process significantly
slowed down the whole post-editing process, making it more time-consuming and
labor-intensive.

A synthetic corpus was built to experiment with different agnostic encodings in
order to select those ones with the best trade off between training corpus size and
performance. Among those encodings, experiments with real end users were
carried out to find out the more user-friendly agnostic representation in terms of
user experience (UX) for the process of fixing classification errors.

Once a considerable number of manually encoded ligatures were obtained in all the
real corpora in MuRET using the generic ligature symbol for the agnostic
representation, and semantically encoded using **mens, they were converted to the
new agnostic encoding using a state machine transducer to obtain the final
representation, from which new models were created that correctly recognized the
ligature in the sources.

Thanks to this approach, the recognition and post-editing effort were reduced by a
factor of 10, allowing the end user to obtain a complete and correct encoding of a
standard book page in under one minute per page.
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Abstract

In my paper, I will present a concept for encoding historical mathematical texts. As
this work is part of an investigation of possibilities to expand the use of digital
methods in the Leibniz Edition, it is based on passages from mathematical writings
of G.W. Leibniz ([LSB1923ff]).

In 17th centuries’ European mathematics, a notation system for writing down
mathematical content developed. Nevertheless, specific notations and spatial
arrangements are also used in procedures such as long division, or they provide
means that aim on establishing new knowledge. By this, notations are an essential
part of “doing mathematics”. As notations and their specific characteristics vary
between scholars and over time, they are object of investigation themselves, and
preserving them in text editions is crucial for research in the history of mathematics
([Unguru1975]).

However, [TEI P5] proposes to use markup languages which do not “tag” the text
according to the actual structures of historical notations―if they can represent
them at all. Since an adequate encoding is missing, digital editions of such texts are
rare, and existing specimen can scarcely be evaluated digitally in a way that is
meaningful for historians of mathematics ([Briefportal], [Görmar2023], [Newton]).
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The encoding is indeed challenging: the data model needs to be capable to
represent deviations from linear text flow as well as complex and multiple spatial
relationships between text elements. In complex spatial arrangements, even the
meaning of a single letter can depend on its context if it is part of several
interwoven text elements. This illustrates that mathematical notations exceed the
limits of today's manifestation of TEI in [TEI P5] (cf. e.g. [Sahle2013] p. 374). In
addition, some passages prove to be multi-modal, in that in one case it is the text
strings, and in others rather the spatial arrangements from which meaning is
derived ([Rinner2023], section “Résumé und Ausblick”).

The core idea of the proposed approach is to regard mathematical notations as a
sign system in the sense of Ch.S. Peirce’s semiotics (so the signs are characterized,
among others, by their meaning and their visual representation), and to individuate
their structure elements accordingly. A documentation of the signs can be a
resource for research on its own. In order to connect several digital editions, a
collaboratively established “Dictionary of mathematical notations” seems to be a
desideratum for the history of mathematics.

Representing the semiotic signs as nodes in a graph-based approach leads to an
appropriate encoding of the complexities of mathematical notation. By separating
the “bits” of mathematical notations such as short text strings (often, they will
comprise only single characters) and additional graphical elements from the
encoding of structure elements, re-interpretations as they can be observed within
and across historical mathematical texts as well as additional research-specific
perspectives of mathematical notation can be added to an already existing digital
edition. By capturing different modes such as textual or diagrammatic aspects the
text is represented in full depth, and options for searching it can be expanded.

A useful and well-adjusted set of components for an implementation is still to be
established. Due to the character of this approach, this should be preceded by
discussions in the history of mathematics.
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Abstract

The encoding of 13th-century vocal music, known as Notre Dame (ND) polyphony,
presents novel challenges for music encoding. Beyond the peculiarities of its
notation, including unwritten notes, diverging variation in sources, and a subtle
interplay of musical reuse between the two types of notations for organa and motet,
this paper argues that the main challenges facing a satisfactory encoding of ND
polyphony are: a) the representation of modal rhythm, and b) a lack of academic
consensus concerning certain basic aspects of the notation.

Unlike unmeasured monophony such as plainchant or fully rhythmically-specified
polyphony such as mensural notation or CWMN, an encoding of ND polyphony
cannot be structured by voice leading or duration. The highly idiosyncratic and
contextual ligature patterns of ND notation can seldom be interpreted using the
system of rhythmic modes: it requires the rules to be bent or broken or, in most
cases, left to the discretion of a performer. As a result, the alignment of voices
becomes difficult to encode and there are numerous “correct” answers. The only
clues are in the differing graphical layouts of the scribes.

Moreover, despite a century of musicological research into the ND repertory, the
academic community has yet to reach a common consensus on some of its most
fundamental issues. This is due, in part, to the paucity of surviving sources and
contemporary writing, the influence of oral traditions on the transmission of
sources, and the repertory's exploitation by the shifting narratives of music history
as the so-called “crucible” of Western art music. Typical approaches to encoding ND
polyphony must therefore shoehorn a transitional style into either a “neumatic” or
“mensural” context when it in fact belongs to neither.
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To address these challenges, this paper proposes a new approach to encoding ND
polyphony as part of the “Clausula Archive of the Notre Dame Repertory”
(CANDR). The approach is based on a two-layer directed graph that avoids
neumatic or mensural structures. By expanding the graph into a complete graph
using a simple distance metric, this paper demonstrates the building of node
embeddings and continuous-bag-of-words embeddings to vectorize sections of
music, as well as the training of a support vector machine (SVM) to extract passages
of interest. This approach offers a viable solution for addressing the challenges
presented by this unique repertory.
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Abstract

It is common engraving practice for “two or more players – or a divided string
section with only single notes per division” (Gould 2011) to share a staff in an
orchestral score, such as clarinet I and clarinet II. This practice addresses issues such
as stemming, sharing musical content, placement of ties and slurs, and more. With
respect to these engraving conventions, a comprehensive music encoding should
also capture the semantic independence of the parts, which is essential for parts
extraction or performing automated analysis.

Currently, there are no exhaustive encoding guidelines that adequately address this
topic. MEI provides a few examples and general recommendations, but there is no
dedicated section such as Stave sharing (cp. Gould 2011). Additionally, there are no
encoding guidelines from other projects or relevant publications. Only a few related
MEI encodings are available in open access, but they tend to have a bias towards the
visual domain.

The proposed encoding guidelines were developed in the context of the Digital
Interactive Mozart Edition for the encoding of the symphonic repertoire. The
guidelines establish general rules and offer case-based solutions, as well extending
MEI. The fundamental ideas of the guidelines are as follows: 1) consistent separation
of Events onto layers, 2) usage of the @sameas attribute for shared Events, and 3)
usage of the @layer attribute for an unambiguous assignment of ControlEvents to
Events. These rules, along with extensions for specific notation cases, will be
explained in detail in the paper. For MEI rendering, the Verovio engraving library is
utilized, benefiting from suggestions and improvements made during the creation
of the guidelines.

https://dme.mozarteum.at/en/music/edition
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As a proof-of-concept, a basic parts extraction tool has been developed with the
potential to evolve into a full-fledged MEI parts creation tool. Extract Parts has
been published on GitHub (https://github.com/ism-dme/DIME-tools) and is
available for use by any project, provided that the MEI data adheres to the encoding
guidelines proposed in this paper.
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Abstract

The Forager Folklore Database (FFDB) assembles a large corpus of hunter-
gatherer oral literature in English translation. It is designed as an empirical basis for
the systematic study of narrative universals and the evolutionary origin of
storytelling, as well as for (comparative) folklore studies.

The folktales in question were originally recorded by anthropologists and others
(clergy, explorers, etc.) during the past 150 years. The FFDB, aside from generating
rich metadata for each narrative indicating its provenance as well as selected
textual features, will provide a corpus of narratives as digital texts encoded in TEI
XML. The encoding preserves spelling and page beginnings of the original source,
thus making the oftentimes hard to access material available in a citable format.
Furthermore, semantic annotation is set up for animals and plants (semi-
automatically through WordNet synsets), colors, person and place names as well as
for narrative categories such as ana- and epimythia. This will offer researchers a
more fine-grained method of text retrieval, e.g., finding all texts containing birds,
and allow for richer computerized approaches in the growing field of computational
folktale and narrative studies.

The form of previously transcribed orality that the folktales take comes with its own
set of challenges. Though they are transmitted to us in writing, many of the relevant
features of the narratives derive from their origin in oral storytelling.
Conversational framings, explanatory comments, personal asides, remarks and
questions from the audience, the use of gestures, onomatopoeia, and songs go
beyond the generally more bookish approaches of the TEI. They require new tools,
new tags, and a new understanding of textuality and authorship.
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The general project infrastructure is set up dynamically in the form of a work-in-
progress relational database. We use Python to generate the TEI header
automatically from the data stored in the database, before combining the headers
with the pre-annotated texts. Unless more restrictive copyright prohibits this, the
files will be published under a CC BY-NC-SA license. The metadata for the encoded
narratives are enriched further by the motif assignments in Stith Thompson’s Motif-
Index of Folk-Literature (1950-58), together with additional motif assignments, e.g.,
by Johannes Wilbert and Karin Simoneau (Folk Literature of the South American
Indians, 1970-1992) and Sigrid Schmidt (Catalogue of the Khoisan Folktales of
Southern Africa, 2013). A small selection of roughly 70 narratives has been encoded
already to showcase the direction and possible scope of the FFDB.
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Abstract

Gagaku, a comprehensive art form encompassing instrumental music, vocal music,
and dance, originated during the mid-Heian period (around the 10th century) and
has been transmitted in its fundamental form to the present. In addition to its role
as court music, gagaku offers numerous performance opportunities at shrines and
temples. Its repertoire not only includes ancient Japanese music but also embraces
the musical cultures of Mainland China and the Korean Peninsula. Consequently,
gagaku occupies a significant position in the overall musical culture of East Asia,

preserving some of the music that has been lost in China and Korea[1].

Like other non-Western musical cultures, gagaku faces significant challenges

related to digital archiving, encoding, and accessibility[2]. The dissipation of original
documents poses a critical problem, endangering valuable resources. Moreover, the
limited number of sheet music users hampers the digitization of materials. This
paper aims to preserve richer information and enhance the accessibility of gagaku
scores by encoding them in machine-readable form using the Music Encoding
Initiative (MEI).

Gagaku scores are typically written vertically in Kanji, Katakana, and other special
symbols prepared for gagaku scores, making it challenging to transcribe them into
Western staff notation, commonly used in music informatics and music information
retrieval. While previous studies have attempted to convert gagaku notation into
staff notation, most have focused solely on converting actual gagaku performances
into staff notation, neglecting the structure of gagaku notation. Consequently,
these studies concentrate on gagaku performances rather than gagaku scores.
Furthermore, gagaku scores primarily serve to support the performer's memory and
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are not intended to facilitate the dissemination of unknown music, as staff notation
does. Thus, many descriptions in gagaku scores are ambiguous, assuming that the
musician has learned the piece through lessons.

Fig. 1: Examples of Gagaku Score for Shō (Available at
https://kokusho.nijl.ac.jp/biblio/100376839/717)

One of the main features of gagaku scores is the presence of “shōga.” Shōga
consists of words specifically prepared for learning the melodic phrases, enabling
learners to acquire the correct melody and rhythm of a piece of music by
repeatedly singing shōga after the teacher. Although it can be considered a
mnemonic, shōga itself lacks any linguistic meaning and is purely intended for
memorizing the melody. As such information does not exist in other notation
systems, including staff notation, it is essential to consider appropriate encoding
methods.

MEI, an XML-based music encoding guideline, offers a flexible descriptive
framework for non-Western music scores, allowing accurate encoding of gagaku
scores that often contain abstract oral descriptions based on oral traditions. This
paper will discuss the transcription of three main instruments (Shō, Hichiriki, and
Ryūteki) in gagaku ensembles using MEI. gagaku encompasses instrumental, vocal,
and dance music, each described using a different notation system. The study will
focus on music belonging to the genre called “tōgaku,” comprising pieces derived
from the Tang Dynasty. Tōgaku exhibits a relatively well-defined cyclic rhythm
among gagaku pieces, making its structure closer to Western music. Therefore,
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Tōgaku serves as an appropriate target for an initial test of gagaku score encoding,
with a focus on the special description system of gagaku scores.

Additionally, this paper explores the possibility of new Japanese music research that
effectively leverages research findings from computer science and digital
humanities, applying the results of digital musicology and music information
retrieval to East Asian musical score culture.
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Abstract

This project centers on data modeling and encoding of early modern Chinese
Christian literature. It demonstrates the effectiveness of structuring and encoding
these texts in TEI-XML for accumulating and analyzing Chinese Christian text data,
as well as contributes to the discussion on developing models for encoding and
linking transcultural texts.

Over 1,050 works were co-produced by European missionaries and Chinese
converts between 1582 and the mid-19th century. These texts, including religious
manuals and translations of Scholastic philosophy, document various aspects of the
transcultural encounters between Europe and China during the early modern
period. Consequently, they serve as essential source materials for research on,
among other topics, the Catholic Church's global mission and global knowledge
circulation in the early modern era. In the past few decades, bibliographic databases
and large-scale digitization and reprint projects of collections in European and
Chinese libraries and archives have made a major part of the texts available to the
research community. Thanks to these publications, a series of print-based
transcriptions have been published, further improving the accessibility of the texts.

However, digital versions with searchable full-text are not yet available; moreover,
no efforts have been made to provide the text data in structured machine-readable
formats, such as TEI-XML. Drawing from experiences of encoding text in East Asian
languages in TEI-XML, especially Buddhist texts, this project applies TEI encoding
to Chinese Christian texts, exploring possibilities of making the texts available in
more economical, sustainable ways and to a wider community.
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As an initial effort, this project encoded a collection of texts known as "Dottrina
Christiana," which consists of fundamental Christian tenets that converts need to
learn before receiving baptism and recite in religious practices afterwards. Often
anonymous, this genre contains dozens of variants that differ in length and specific
word usage, which previously made comprehensive analysis challenging and
unsuccessful. The critical apparatus framework of the TEI guidelines proved to be
effective in recording the variants in an efficient and precise manner while allowing
future additions when a new variant is identified. The project adopts the parallel
segmentation method and encodes according to the neutral style (Figure 1), as the
purpose of the project is to provide an overall understanding of the fluidity of the
texts and evidence for grouping and dating each variant. Besides the <app>
element, the encoding also utilizes a set of structural tags, including <front>,
<body>, <back>, and under the <body> element, <div>, <head>, <p> to show
the basic structure of the text.

Fig. 1.

At this point, the project has encoded seven primary variants and utilized existing
visualization tools such as Versioning Machine and Critical Apparatus Toolbox
alongside to revise and improve the encoding. Based on the encoded data and
visualizations, this project managed to provide the first systematic analysis of this
genre, grouping and dating the variants. This enables mapping the gradual
development of translations of key theological terminologies and contents to teach
the catechumens and converts at different time periods. Although both the
encoding guidelines and visualization tools generally worked well with these early
modern Chinese Christian texts, several issues remain unresolved. Among the
challenges are how to encode and visualize warigaki 割書 (shuanghang xiaozhu 双⾏
⼩注 in Chinese, i.e. texts written in smaller size in two equally split lines,
functioning as annotations to the main text, Figure 2), and how to present and
compare each section encoded as <div>, that varies in length, in a parallel fashion,
which the project couldn't realize using existing visualization tools.
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Fig. 2.

Chinese Christian texts are transcultural in nature. Some are direct translations
from works in European languages, and others are free adaptations. They are also
part of the multilingual body of works produced in the early modern global mission
of the Catholic Church, whose activities ranged from Asia, the Americas, through
Africa. Drawing from previous studies of parallel corpora of Buddhist texts and
multilingual Bibles, this project is exploring ways to link Chinese Christian texts with
their European origins and early modern Japanese Christian texts that are
translated from the same European originals. In addition to paragraph or sentence-
level parallel corpus, the project also plans to encode key theological terminologies
that are rendered into Chinese and Japanese according to either pronunciation or
meaning. Encoding Chinese Christian literature as transcultural texts shares general
practices and common challenges with multilingual corpus building in Buddhist
studies and Biblical studies. The shared practice may serve as the gateway through
which researchers of the History of Christianity in Asia can connect with broader
research communities.
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Abstract

A common task in humanities is to explore the genesis of textual or musical works.
While the creative processes behind a composition are usually not directly
accessible to our investigation, we can sometimes deduce them by traces left on
scrap paper. For genetic editions, these traces are crucial to understanding the
original material relating to a composition, and to identifying as many intermediate
steps in the creation of the work(s) in question as possible. Sketchbooks are
challenging for a number of reasons. Sketchbooks are personal documents, that
normally are not intended for any audience other than the writer. The writing is
therefore often rather untidy. This is seconded by the fact that sketches in music
are often incomplete as they do not specify all musical parameters found in
traditional music notation. For instance, a series of noteheads with stems would
usually be interpreted as a sequence of quarter notes. In sketch material, however,
the very same scripture could just indicate a series of pitches, without making
statements about the rhythm of that series of "notes". In addition, musical sketches
often compile music material differently compared to the way in which it is
implemented later in the compositional process. For instance, an idea for the
section of a full-orchestral work might be sketched in one or two staves only. The
visual appearance of such sketches compared to their final implementation in such
cases is significantly different, which, as a result, requires an intimate knowledge of
the final work to be able to relate the sketch to a corresponding passage in the final
work. This is often complicated by the fact that musical sketchbooks may contain
material and ideas for multiple works composed more or less simultaneously. Since
not every sketch is actually taken up and eventually included in the final
composition, this introduces a significant amount of uncertainty, making the
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determination of a sketch a task that is far from trivial and requires interpretation
on many different levels.

Modelling such material together with its editorial treatment for a digital edition
results in significant complexity. Following the basic approach of the TEI's original

proposal for an encoding model for genetic editions[1], such a model for music
documents makes use of multiple encodings of the same content, gradually moving
from the description of the visual appearance of shapes on pages, through their
interpretation as musical symbols, the editorial supplement of context to turn such
sketches into musically valid texts, and eventually to the relation to finished works.
While such a model will help to ensure transparency of editorial work, creation and
maintenance of data conforming to this model poses notable challenges because of
an inevitably large number of elements linked with each other across multiple
encodings.

Our paper will introduce a prototype software called FacsimileExplorer, which
assists in creating encodings for digital genetic editions of music sketchbooks. It
implements a data model based on the combination of SVG and multiple variants of
MEI.

Notes

�. c.f. https://tei-c.org/Vault/TC/tcw19.html ↩
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Abstract

In this proposal, we present several options for encoding data derived from
copyrighted texts in TEI. We argue for the benefits that TEI can bring to the FAIR
status of the different types of data (text, textual structure, metadata, annotation),
and present each option in five corpora which cover different languages, genres and
periods.

Proposal

Text and data mining using copyrighted texts faces restrictions on publication and
re-use. One solution to this problem is to transform the original files to derived data
(see e.g. Sánchez Sánchez and Domínguez Cintas 2007, Lin et al. 2012,
Bhattacharyya et al. 2015, Jett et al. 2020, Schöch et al. 2020). By removing the
primarily copyright-relevant features from the original documents, it is possible to
publish this derived data.

Until now, the derived data was expressed using formats and vocabularies based on
each project’s preferences. The transformation to derived data has considered
mainly the textual information, giving less attention to other data (textual structure,
metadata, or annotation). Many formats struggle modelling these kinds of data,
which deteriorates their FAIR status (Wilkinson et al. 2016).

The German consortium Text+ is currently exploring derived data. We argue for the
use of TEI as a format for derived data from texts, including different kinds of data
into a single file. In contrast to other formats which are used only in specific
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disciplines, TEI is known in many communities. While the conversion from TEI to
these formats is possible, the inverse workflow is in many cases impossible. TEI
allows fulfilling the FAIR criteria better than other formats, because it:

offers elements to identify (F1) and describe (F2) the document,
is an open format (A1.1), data and metadata are in a single file (A2),
offers a rich vocabulary (I1) which follows FAIR criteria (I2), for the
documentation of changes (I3),
decisions (R1), licenses (R1.1), and origin of the data (R1.2).

To show our implementation, we use documents in five languages from already
existing corpora:

Gutenberg.de, the German clone of Project Gutenberg
American drama on CD-ROM, a corpus of English plays (18th-20th centuries)
The Spanish CoNSSA corpus (Calvo Tello 2021)
A French corpus with 320 copyright protected novels
A Chinese corpus with 158 texts by Lu Xun

In the talk, we will show several options of how researchers could model in TEI files
transformed data from the original copyrighted texts. First, bag-of-words models
can be expressed as measure elements and these can relate to different textual
levels, such as volumes, chapters, paragraphs or even sentences. Second, the TEI
elements within the body element could be understood as other kind of
transformed data that can be used by researchers. The third option combines
frequency of tokens and textual structure expressed through TEI elements by
sorting the tokens randomly within a certain TEI element, such as paragraphs.
However, this randomization spoils almost any calculation of n-grams or
collocations, which are at the core of many current distributional NLP methods.
Thus, our final solution is to create n-grams maintaining the original order of the
tokens, and place them into a container (seg) which are randomly shuffled. These
TEI files could be used with standard tools and still contain text (unreadable for
humans), metadata, annotation, textual structure, and partly, the original
distribution of the tokens.
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prepared the technical part of several TEI-based editions utilizing larger
infrastructure provided by DARIAH-DE and TextGrid.

Nanette Rißler-Pipka is a digital humanist, literary scholar, specialist in French and
Spanish literature. She is National Coordinator of Germany for DARIAH-ERIC. She
works at the central office of the Max Weber Foundation-German Humanities
Institutes Abroad.
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Five Aspects of ViFE
Martin Albrecht-Hohmaier, Paderborn University, Germany
Irmlind Capelle, Universität Paderborn, Germany
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Johannes Kepper, Beethovens Werkstatt, Germany
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Poster Keywords: Music Philology, Digital Humanities,
Music Encoding, Text Encoding

Abstract

The Virtual Research Group Edirom (Virtueller Forschungsverbund Edirom, ViFE) is
an association of current and former staff of the Detmold/Paderborn Department
of Musicology involved in projects advancing digital methods in musicology. With
more than 25 researchers currently involved in around a dozen different projects,
ViFE is a major player in musicological Digital Humanities.

A Knowledge Sharing Group

The fundamental idea of ViFE is to be a group of experts in constant collaboration.
Together, the expertise of ViFE members adds up to over 100 years of experience
in digital music editions, ranging from computer science to philology and music
history, from project management to Digital Humanities and information science –
shared through weekly meetings and regular workshops within our group.

Research Projects

ViFE is named after the Edirom project, funded from 2006 to 2012. ViFE is
involved in long-term projects, including Carl Maria von Weber Gesamtausgabe and
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Beethovens Werkstatt, but also has completed, or currently works on, several short-
term projects and is constantly developing new project proposals.
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Standards

ViFE has been deeply involved in both the TEI and MEI communities for many
years. We continue to actively connect our research with others and apply our
findings to the development of these encoding standards.

Education and Training

Since 2010, ViFE has organized the annual Edirom Summer School, one of the most
important venues for learning MEI. Members of ViFE are also involved in Master's
programs on Digital Music Philology and on Digital Humanities at Paderborn
University and supervise doctoral dissertations.

Cooperation

Our group is a vital part of NFDI4Culture and partners with many other institutions,
such as Mainz Academy of Science and Literature, cemfi, CDMD, RISM,
Beethoven-Haus Bonn, SLUB Dresden, Staatsbibliothek zu Berlin, BSB Munich,
University of Oxford e-Research Centre, Gesellschaft für Musikforschung, and
several German universities.
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From TEI to CIDOC-CRM with LINCS
XTriples: Preserving Meaning across
formats?
Constance Crompton, University of Ottawa
Alice Defoure, University of Ottawa, Canada

Short Paper Keywords: linked data, tool development,
CIDOC-CRM, infrastructure

Abstract

This demonstration paper will introduce the Linked Infrastructure for Networked
Cultural Scholarship (LINCS) project’s beta XTriples tool. LINCS XTriples converts
TEI to CIDOC-CRM. The original XTriples, developed by Torsten Schrader from the
Academy of Sciences and Literature, Mainz, was designed to convert XML to RDF
(both ttl and XML), provided that users could create configuration files that
describe the mapping between their input files and desired output. A complement
to more sophisticated mapping tools, such as FORTH’s 3M Editor, our version of
XTriples has been redesigned for TEI users who are unlikely to have a deep
knowledge of CIDOC-CRM but who would like to contribute their data to LINCS or
who would like CIDOC-CRM for their own projects. We have stripped out the
mapping functionality, but offer a series of XSLTs that do the mapping work, pulling
in URIs from TEI created in LINCS’ LEAF-Writer to produce CIDOC-CRM that
conforms to LINCS’ application profiles (Jakacki and Brown).

LINCS XTriples follows on a long tradition of work to create RDF from TEI (Eide et
al., Tomasi et al., Šimek). The challenge in this work comes from RDF’s flatness
relative to TEI-encoded documents. The meaning of TEI-encoded text comes from
the hierarchical nature of the language. Any one element in TEI may be drawing its
meaning from its relationship to a grandparent well up the XML tree. RDF, by
comparison is fairly flat, and when working with a reasonably tight ontology, it offers
usefully narrow sets of meaning for each element and attribute value. In addition to
our demonstration of the conversion of TEI to CIDOC-CRM, we will discuss the
challenge of moving from TEI’s relatively simple ISO encoding of time to CIDOC-
CRM’s rich, nuanced, and URI-dependant approach to time.
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Half-day tutorial: Music Encoding with
mei-friend
David M. Weigl, mdw – University of Music and Performing Arts Vienna, Austria
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Workshop Keywords: MEI, mei-friend, introduction,
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Abstract

Topic

The Music Encoding Initiative’s MEI XML schema supports the comprehensive,
machine-readable, semantic capture of a large range of music documents in a
variety of notation formats. However, the learning curve may be steep, particularly
for users lacking prior expertise with XML – and an absence of prior exposure to
such technologies is not unusual among the audience most likely to benefit from
music encodings, that is, music librarians, scholars, and performers. Unlike text,
music suffers from the additional complication that its encodings necessarily
abstract far away from the source; while a text-encoded paragraph (e.g., a TEI <p>
element) contains recognisable textual content, the <note> elements within an
MEI <measure> look nothing like their notated equivalents in music scores.

Typical workflows incorporating MEI have involved frequent iterations of: XML
editing (in an editor such as Oxygen); running the MEI through the Verovio
engraving tool to visually inspect the encoded notation; and returning to the XML
editor for fixing, refinement, and continued encoding. The mei-friend Web
application, available via https://mei-friend.mdw.ac.at, is a tool developed to simplify
this traditional workflow. It exposes two tightly-coupled panels that respectively
incorporate an XML editor (provided by CodeMirror) and a digital music score
(rendered by Verovio), supporting synchronised interaction, navigation, and editing
in either modality. It also integrates important infrastructural conveniences,

https://mei-friend.mdw.ac.at/
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including schema-based MEI validation and autocompletion; Git cloud-service
integration with GitHub and Git Lab for collaborative encoding; Solid (RDF)
integration for distributed score annotation; a built-in MIDI player, for sonification
and auditory validation of the encoding; and, a direct interface to the MEI
Guidelines to look up documentation for selected elements. A dedicated ‘Help’
website offers extensive documentation of mei-friend’s basic and advanced
features. The application aims to lower the barriers to entry to the world of music
encoding, while providing a wealth of features and optimisations to facilitate and
speed up the encoding process for experienced music editors.

In this tutorial, we will provide a gentle introduction to encoding music with mei-
friend, walking participants through the task of encoding a simple melody from
scratch using MEI, before opening up to a broader consideration of ‘real-world’
music encoding workflows. Tuition will be based around ‘hands-on’ exercises, with
experienced co-conveners available to assist participants when help is required.

Audience

This tutorial primarily caters to participants who are new to the world of music
encoding, and will be well-suited both to experienced users of TEI, as well as to
those new to XML-based encodings. In addition, the tutorial will be of interest to
experienced users of MEI who are curious about the affordances of mei-friend.

Requirements

Participants

Participants will be required to bring their own laptops (Windows / Linux / Mac),
optionally with headphones. No software installation will be required.

Room set-up

We will require a projector and A/V set-up that permits plugging in a presenter
laptop (HDMI or USB-C). Participants will require tables and some shared power
sockets for their laptops, and seating should be arranged to allow tutorial conveners
access to assist individual participants during the hands-on sessions. All participants
should be able to view a presentation screen, to allow them to follow along.
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Schedule and topics

The tutorial’s content will fit a half-day (3 hour) session scheduled as follows:

15 min: Introduction to music encoding formats and workflows 1 h 15 min: Hands-on:
Guided walk-through of a simple music encoding task

20 min: Break

15 min: Whistlestop tour of mei-friend and its documentation 10 min: Real-world
encoding workflows (OMR, MusicXML conversion, etc) 25 min: Hands-on: Real-
world encoding task – Cleaning up Beethoven’s Op. 76 20 min: Questions and open
discussion

About the authors

David M. Weigl is a postdoctoral research associate at the IWK – mdw with a focus
on applications of semantic Web technologies in digital music research. He co-
develops the mei-friend Web application, and has been involved in teaching MEI
using mei-friend in conference tutorial and class-room contexts.

Werner Goebl is a music researcher with background in musicology, psychology, and
computer science, and head of the Department of Music Acoustics – Wiener
Klangstil (IWK) at mdw – University of Music and Performing Arts Vienna. He
originated mei-friend in its first incarnation as an Atom plug-in, and continues its
development as a Web application.

Anna Plaksin is a postdoctoral research associate at the Institute of Art History and
Musicology (IKM) at Johannes Gutenberg University Mainz. She currently works on
support for editorial markup in the mei-friend Web application.

Stefan Münnich is a research associate at the Anton Webern Gesamtausgabe, Basel,
where he explores ways to apply RDF-based semantic models for the purpose of a
scholarly digital music edition. He was recently appointed technical co-chair of the
MEI and co-developed the MEI tutorials.

Mark Saccomano is a music theorist at Paderborn University. He previously taught
music history and music theory at Columbia University and was adjunct professor of
music at Montclair University in New Jersey. He is currently working as a digital
musicologist on the Beethoven in the House project.
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“Herzlichst in Eile Ihr Mahler” – Indexing
the letters of Gustav Mahler
Clemens Gubsch, Austrian Academy of Scienes (ÖAW), Austria
Raphaela Quass, ÖAW, Austria

Poster Keywords: correspondence, indexing, metadata

Abstract

Compared to other composers’ extant letter exchanges, Gustav Mahler’s
correspondence with approximately 5000 letters is one of the most extensive

letter collections of the 19th and 20th centuries. In addition to family mail, written
exchanges with friends, artists, publishers, artistic directors and institutions, the
correspondence also includes intellectual dialogues with other composers such as
Richard Strauss or conductors such as Felix Weingartner. The resulting network of
letter correspondents locates, on the one hand, Mahler’s influence in the historical
context while simultaneously making his sociocultural position as well as the
accompanying period-specific variance recognizable. On the other hand, the
number and content of the letters characterize Mahler as a person in a syncrisis
between the composer’s external image and the perception of his contemporaries.

The project therefore aims to create a basis for an edition of letters by recording
and indexing all of Gustav Mahler's letters that have so far appeared in print as well
as the existing counter-letters, which means only metadata of the letters and
bibliographic records of the printed editions are recorded but no full texts. The
encoding scheme of the TEI is used for the recording. Particular difficulties lie, on
the one hand, in the harmonisation of the data collected within the various letter
editions, i.e. classification of the letter formats (postcards, telegrams, contracts,
etc.) or the reference to the place where the letters are kept (persistent library
information) and, on the other hand, in Mahler’s habit of not dating letters or, in
some cases, dating them incorrectly as well as the small stock of counter letters.
The poster will present the results of the project as well as the difficulties that have
arisen in the recording, evaluation and presentation of the index of letters.
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Hybrid music editions – challenges at the
Reger-Werkausgabe in retrospective.
Nikolaos Beer, University of Paderborn; Max-Reger-Institut/Elsa-Reger-Stiftung,
Karlsruhe

Long Paper Keywords: Digital music edition, workflows,
project definitions, challenges

Abstract

After almost 16 years of hybrid scholarly music edition work at the Reger-

Werkausgabe[1] (RWA) at the Max-Reger-Institute[2] (MRI) and two years ahead of
the project’s completion, this paper provides retrospective insights concerning the
initial ideas about the type, scope, and content dependency of the edition’s digital
part to the rather traditional edition work that materializes itself in its printed
volume(s). It will outline that the situation today is at most different from the
situation at the beginning where the printed part was seen as a “parent” to its new
little “digital” companion.

The RWA (2008–2025) – funded by the German “Union of the Academies”[3]

within the “Academies Program”[4] – was one of the first long-term scholarly music
edition projects to merge and essentially integrate digital research and publication

workflows based on MEI and TEI data facilitated in the Edirom[5] Tools, with a
predominantly print-based project definition. The project has since evolved from a
community-counseled “user” within^ the digital turn to a “self-supporter” and “self-
producer” of digital workflows, data sets and publications.^

Initially, the project’s focus on its digital part was lying on questions about digital or
digitizing transformation, presentation, and contextualization of print-based edition
work. After a thorough phase of defining workflows and software tools, a similarly
streamlined and economized publication process should have been emerged as was
already the case with printed editions for decades. But trying to simply digitize
working and publishing conventions from printed editions proved to be a fallacy.
The main reasons were:
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Content creation and ways of digital research dissemination: The change of
medium not only opened an infinite space for simply more content but
exposed some rather media-dependent than content-related conventions of
addressing and (over-)compressed presentation of music edition problems.

Technological progress: Technological decisions made at one point in the
project’s development had to be continuously retuned and reevaluated, often
causing inevitable delays.

Embedding and long-term preservation/availability of data and publications:
Being located at the MRI, the RWA not only reuses and works on decades of
musicology research stored within the institute’s archives, collections, and
library. In fact, it leads to challenging digital feedbacks within the MRI’s
infrastructure and its near and intermediate future.

Human resources: Since its beginning the project has managed to extend its
digital human resources from a student assistant to a full-time “digital edition
research engineer”. But mastering the interplay of the vast amount of
research content and its digital presentation, communication and preservation
remains one of the project’s main challenges to date.

The paper will not only name and describe the challenges but try to filter and
propose some “lessons learned” concerning possible consecutive projects. The
author has been responsible part of the RWA and responsible for its digital parts
throughout its entire run.

Notes

�. Reger-Werkausgabe, project page and publication portal „RWA Online“:
https://www.reger-werkausgabe.de; last seen 30.4.2023. ↩

�. Max-Reger-Institut/Elsa-Reger-Stiftung, https://www.max-reger-institut.de;
last seen 30.4.2023. ↩

�. Union der Deutschen Akademien der Wissenschaften,
https://www.akademienunion.de/; last seen 30.4.2023. ↩

�. Akademienprogramm der Union der Deutschen Akademien der
Wissenschaften,

ttps://www.reger-werkausgabe.de
https://www.max-reger-institut.de/
https://www.akademienunion.de/
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https://www.akademienunion.de/forschung/akademienprogramm; last seen
30.4.2023. ↩

�. Edirom – Digitale Musikedition, project description, https://edirom.de/edirom-
projekt/; last seen 30.4.2023. ↩

https://www.akademienunion.de/forschung/akademienprogramm
https://edirom.de/edirom-projekt/
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Integrating TEI and MEI
Agnes Seipelt, Paderborn University, Germany
Kristin Herold, Paderborn University, Germany
Ran Mo, Paderborn University, Germany
Dennis Friedl, Paderborn University, Germany

Workshop Keywords: MEI, TEI, ODD

Abstract

It is a common situation to find music included in otherwise textual documents.
These inclusions may range from individual musical symbols like single notes to full
scores, bound as separate pages into a larger book. While these extreme cases are
relatively straightforward to handle in an encoding, thanks to the availability of
music fonts based on the SMuFL standard on one end, and the use of different files
for the other, the middle ground seems much harder: a small melody sketched into
a letter, a four-measure example printed into a book on music, etc. While the TEI
offers the <tei:notatedMusic> element, by default it treats such music
inclusions like images, providing a caption and links to images. In addition, the TEI
Guidelines for this element also contain a note concluding with the remark that “it
is also recommended, when useful, to embed XML-based music notation formats,
such as the Music Encoding Initiative format as content of notatedMusic. This must
be done by means of customization.” However, no example is given for such a
customization, leaving the user alone with this task.

In this workshop, we will introduce examples of documents with mixed music/text
content. We will encode these examples using a combination of MEI and TEI and will
learn about how to validate this with a custom schema based on an ODD
customization integrating both standards. Finally, we set up a small demo website
that will render both TEI and MEI to HTML. Participants are expected to have some
familiarity with at least one of TEI or MEI; the examples used will be simple enough
to understand the encoding model of the other standard at sight. Some familiarity
with the idea of ODD is certainly helpful, but intimate acknowledge of the technical
details is not necessary.

This will be full day hands-on workshop, and the participants are expected to bring
their own device, running a validating XML editor. In the workshop, XSLT
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stylesheets will be applied to XML documents. Instructors will use the Oxygen XML
editor for this, which has a free evaluation period. Assistance on other products
cannot be guaranteed.

About the authors

Dennis Friedl (dennis.friedl@uni-paderborn.de) studied history and digital
humanities at Paderborn University (UPB), where he specialised in digital scholarly
editions. He now works in research data management at UPB and is responsible for
the digital edition of the Erich Wolfgang Korngold Werkausgabe. He is a local
organizer of the conference.

Kristin Herold (herold@beethovens-werkstatt.de) studied musicology with minors in
philosophy and economics at the TU Berlin. Research assistant at the
Musikwissenschaftliches Seminar Detmold/Paderborn 2011-2016 in the DARIAH-DE
project, 2012 freelancer for the digital Carl-Maria-von-Weber-Gesamtausgabe and
2016 research assistant in the Hoftheater Project. 2013-2016 Research assistant in
the Sarti project at the UdK Berlin. 2016-2018 research assistant at the B. A.
Zimmermann-Gesamtausgabe. Research assistant at the Musikwissenschaftliches
Seminar Detmold/Paderborn 2018-2020 in the project Pasticcio. Ways of arranging
attractive operas and since 2018 in the project Beethovens Werkstatt.

Ran Mo (mo@beethovens-werkstatt.de) studied musicology at the
Musikwissenschaftliches Seminar Detmold/Paderborn and the Paderborn
University. She completed the master’s program in 2017 with a thesis on materiality
issues in music editing using the example of engraving tools from the Schlesinger
publishing house and developed methods and tools for dating and interpretation
questions. From 2017 to 2019 she worked as a research assistant in the projects
Beethovens Werkstatt, Carl Maria von Weber Gesamtausgabe, and Detmolder
Hoftheater. Since 2019 she works at Beethovens Werkstatt.

Agnes Seipelt (seipelt@beethovens-werkstatt.de) studied Musicology at the
Musikwissenschaftliches Seminar Detmold/Paderborn and the Paderborn
University. She completed the master’s program in 2017. From 2017 to 2019 she
worked as a research assistant in the project Digital music analysis with MEI using
the example of composition studies by Anton Bruckner in cooperation with the
Austrian academy of sciences. Since 2019 she works as a research assistant at
Beethovens Werkstatt.
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Interactive music encoding with Verovio
Laurent Pugin, RISM Digital Center
Andrew Hankinson, RISM Digital Center, Switzerland

Workshop Keywords: Music encoding, interactive
applications, MEI, Python,
JavaScript

Abstract

Verovio (https://verovio.org) is an open-source software library for engraving music
scores encoded in MEI. It is a flexible tool that can be used in a wide range of
applications. Projects use Verovio in the context of digital critical editions, genetic
editions, early music, audio alignment, online editing, music addressability,
visualization, performance, and even composition via artificial intelligence. Verovio
is written in C++, but it can also be used in diverse programming ecosystems,
including as a JavaScript toolkit in web-pages, or as a module in Python
environments.

One of the unique features of Verovio is that it renders music notation into SVG
where the original structure of the MEI is preserved as much as possible. Not only is
the original XML tree structure of the MEI preserved in the SVG, but also element
XML IDs and element names through corresponding SVG class names. Verovio
features a set of methods for retrieving information about MEI elements in the
rendering context, including time-related information in MIDI sound files—another
output format that Verovio can produce. This design allows the SVG music notation
to serve as an interaction layer for building dynamic applications of various kinds.

In this full-day workshop, participants will be provided with an overview of the
Verovio project and its philosophy. The overview will cover different use-cases and
explain how Verovio can be integrated in an application. You will also learn about the
current development status and about the latest additions. Most importantly, you
will follow a step-by-step introduction on how to integrate Verovio in a JavaScript
web environment, from the most basic use case to more advanced, interactive, and
project specific ones. A similar approach will be provided for Python integration,
with some examples on how music encoding data can be processed in scripting
environments.

https://verovio.org/
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There are no specific prerequisites for attending the workshop. However, we
believe it would be more interesting for people having at least one of the following:
some understanding of MEI (or another music encoding scheme), some knowledge
of music notation, or some minimal programming skills (JavaScript or Python).
Participants are expected to bring their own laptop. No specific tool is required
since we will be using online tools.

The learning outcomes for the workshop will be:

to understand the overall architecture of Verovio and the ways it can be used.
to know how to create a minimal webpage integrating Verovio rendering.
to understand how the SVG output in Verovio acts as an interaction layer.
to know how to interact with the music notation in the webpage with
JavaScript and CSS.
to understand how to load Verovio in Python scripting environments.
to know how to write a minimal script that processes music encoding files with
Verovio.

About the authors

Laurent Pugin is co-director of the RISM Digital Center and is the lead developer of
Verovio. Previously, he was a postdoctoral researcher at McGill University and a
visiting scholar at Stanford University. He is also co-applicant of LinkedMusic, a
research project based at McGill University. Laurent Pugin has been a member of
the MEI board and co-chair of its technical team since 2014. In 2019, he completed
a habilitation in both musicology and digital humanities at the University of Bern
where he has been teaching for many years.

Andrew Hankinson is senior software developer at the RISM Digital Center where
he leads the development of RISM Online. He was a postdoctoral researcher at the
University of Oxford and senior software engineer for Digital Collections Discovery
at the Bodleian Libraries. Andrew specializes in web technologies for building
scalable and usable search and retrieval systems. He has held positions on the MEI
board and with the Executive of the IIIF Consortium. He has been an active
contributor to MEI for many years.
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Interoperability of Text and Image in the
Digital Edition of the Wenceslas Bible
Linda Beutel-Thurow, University of Salzburg
Julia Hintersteiner, University of Salzburg
Manfred Kern, University of Salzburg
Oleksii Sapov-Erlinger, Mozarteum Foundation Salzburg, Austria

Poster Keywords: digital edition, cultural history, text-
image-correlation, TEI,
ICONCLASS

Abstract

The Wenceslas Bible, created for the Bohemian King Wenceslas IV. around 1390-
1400, is the first largely complete German-language translation of the Hebrew
Bible after the Latin Vulgate, combined with elaborate and highly valuable
illustrations. Therefore, it is one of the most precious cultural heritage objects of
the Austrian National Library. The Bible contains six codices (Cod. 2759-2764) with
1214 parchment leaves featuring 654 main and countless marginal miniatures. The
text of the Bible translation is of the highest interest for philologist and eminently
significant in terms of cultural history, as it is integrated into the religious reform
movements of the 14th century and must be seen in connection with the so-called
Austrian Bible translator, the work of Jan Hus but also the English Wycliffite
translation.

The Wenceslas Bible – Digital Edition and Analysis is a joint project of the University
of Salzburg and the Austrian National Library, financed by the Federal State of
Salzburg. It aims to create a TEI based edition with a focus on the investigation of
the text-image correlations. As a first step, the project has launched a prototype for
the book Genesis in June offering a synoptic view for transcription and the
facsimile. Further parts will be published continuously, including a revised text with
editorial comments as well as a description and analysis of the illustrations including
their relation to the text.

The poster will delineate the primary goals of the project as well as the significant
difficulties related to the process and compatibility of text modification and digital

https://edition.onb.ac.at/wenzelsbibel
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picture encoding. A section of the display will exhibit the TEI model implemented to
connect the two edition tiers and the necessary connections that must be
established throughout. It underscores the cross-disciplinary nature of the edition,
encompassing methodologies from philology, art history, and Digital Humanities,
with a particular emphasis on the methodical correlation between text and image,
and its digital portrayal.
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Abstract

Scope of the workshop

This half-day workshop will introduce strategies for handling XML when publishing
with static site generators and front-end technologies. The workshop will focus on
isomorphic approaches to publishing XML data on the web or, in other words,
publishing XML data with little or no transformation, or with a structure-preserving
mapping that allows working with the output as if it were the initial data source.

In particular, attendees will be introduced to CETEIcean as a way of publishing TEI
with minimal (or no) transformation (Cayless and Viglianti 2018), and Verovio, a
rendering engine for MEI that produces isomorphic SVG output (Pugin 2016). The
main focus of the workshop will be learning how this approach can be used in
conjunction with static site generators and will work on examples in “vanilla”
JavaScript, React, and Gatsby. This workshop is aimed at attendees who already
have some experience with programming (including XSLT) and the command line;
however, all are welcome and will be supported as much as possible throughout the
workshop.

Motivation

Digital humanities projects that result in the creation of digital output—typically a
website—are prone to what Smithies et al. call the “digital entropy of software and
digital infrastructure” (2019). Static sites have become a common choice for
archiving legacy projects that risk going offline (Smithies et al. 2019, Summers
2016) because they only require the absolute minimum from hosting infrastructure:
a server to distribute documents at a given address. The sites themselves, once
created, require no active maintenance and can be easily moved and transferred



136

like any other collection of files. However, static sites cannot support features that
would require an active server, such as large scale text search and user
management; these features, therefore, are removed when projects are archived
into static sites. Deriving static sites from an end-of-life project is the clear choice
when access to infrastructure becomes limited. But this workshop addresses the
question: What would it take to adopt static sites from the start?

Schedule and requirements

After a brief introduction on static sites and the motivations for using them, the
workshop will introduce:

Exploring isomorphic approaches: CETEIcean and Verovio in “vanilla”
JavaScript.

How to extend CETEIcean with React.

Optional collaborative work: experiment with other frameworks that
attendees may be familiar with (e.g. Vue, Angular, etc).

Optionally, if attendees are interested in music notation: using Verovio in
React for interactivity.

Using the static site generator Gatsby and its TEI plugins.

Keeping within a single stack: applying optional transformations to TEI
documents in NodeJS (using JavaScript / TypeScript or XSLT via SaxonJS).

Example TEI and MEI documents to integrate into the website will be provided, but
attendees are encouraged to bring their own.

Participants must bring their own laptop and be able to install (free) software on it.
Internet access will be required. The tutor will require a projector.
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Abstract

The representation of the musical message has varied according to the period, the
media, the musical genre and the method of composition or at least the context of
notation. These systems of musical representation are based on a code composed
of several symbols, letters and numbers that represent something, in this case it has
a musical meaning. In order to understand the relationship between musical
meaning and code, an interpretation is necessary and this interpretation must have
its rules.

In Jazz, the American, Anglo-Saxon, English or modern cipher is used as the
reduction to the minimum expression with meaning; a "musical common minimum".
Roughly speaking, it consists of capital letters, which are used to represent the root
note. The absence or not of certain numbers accompanying this letter provides
information about the type of chord, and symbols such as -, +, b, or # and
dimensions such as aug, min, dim, give more information about the types of chords
(Peñalver Vilar. J.M, 2010).

Each cipher is oriented to certain objectives: the American cipher provides the
minimum musical information for a performance based on improvisation. The
functional cipher provides harmonic information for compositions and chord
progressions and tonal centres for compositional purposes. Both ciphers are
represented by alphanumeric characters and have a musical meaning without the
need to be located on staves, as is the case with notes.

By combining TEI and MEI, we could make a multi-purpose musical representation.
With TEI, the more "literary" part of the American and functional cipher can be
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encoded. With MEI, we can make a complete musical representation of the
harmonic notes of Jazz on the staff with melody and rhythm. This results in a
representation composed of a Standards representation of the RealBook,
FakeBooks, or lead-sheet and annotations for interpretation and functional analysis
annotations that can be very useful for questions of adaptations in interpretation or
beneficial information for improvisation and composition (Young. H, 2017).

In order to carry out this research, use has been made of selected works from the
University of Alicante to train an OMR tool. These are selected Jazz Standards by
authors such as Django Reinhardt, Ella Fitzgerald, George Gershwin, Fats Waller,
Duke Ellington, Thelonious Monk, Dizzy Gillespie, John Coltrane, Miles Davis, etc...
There are a total of 226 examples that we hope will be enough to create an
effective sample.

The purpose of this idea is a larger project that aims firstly to recognize handwritten
jazz standards by means of the OMR, and secondly to extract semantic information
about how these chords work. (Calvo-Zaragoza et al. 2020) Thirdly, to use this
information to create music, practice it and study it for educational purposes. This
paper focuses on the second part mentioned above, on the search for the
extraction of this semantic information and its representation (Harte et al. 2005).

In this way, together with functional analysis, we would approach the possibility of
creating a grammar for multiple applications, such as harmonic progressions,
melody creation and accompaniment (Steedmann, 1984). These applications would
then be placed in the educational field, in order to integrate coding and digital
media into the pedagogical practices of musicians and musicologists (Duguid,
2020).
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Abstract

Many Data Science and Computer Science students today are familiar with JSON,
and may even have worked with APIs to extract data from the web. Ask about XML,
however, let alone TEI or MEI, and you are often met with quizzical looks. Yet XML
files contain much information that can be productively analyzed with modern Data
Science tools, so training students to leverage these materials is a worthwhile
endeavor. Our work on Citations: The Renaissance Imitation Mass (CRIM;
crimproject.org) has demonstrated the value of using MEI as the basis for
representing a digital score (with the help of Verovio) and performing sophisticated
queries over large corpora. Encodings can thus be created with these dual uses in
mind.

In this presentation, we reflect on our experience teaching XML concepts in the
Data Science classroom with—for largely practical reasons—Python tools already
familiar to students, and talk through an indicative analysis. A novel approach we
used to explain the hierarchical structure of XML was through colorful and
interactive network visualizations. This helped students to quickly grasp not just the
tree-like structure of XML, but the scale and complexity of an encoded text, as well
as the diversity of the elements used and where they appear, with some elements
frequently “leaf” nodes and others structuring much broader sections.

Once armed with this understanding, they could begin to analyze the attributes
contained within these elements in ways that reveal new insights, from the
distributions of features, to patterns of similarity; with one caveat: all their
wrangling, analysis, machine learning and visualization tools expect data in a tabular
format.

https://crimproject.org/
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Students were then asked to extract select information into tables with
BeautifulSoup, while thinking about the implications of representing the same
knowledge in different ways, in this case through varied data structures. What was
lost in translation when going from one structure to another? How did the way the
XML was originally created affect this process and the final results of analysis? How
does hand-coded XML differ from machine-generated? What would they do
differently when creating their own XML if they knew it would be used for analysis?
What, if anything, can we learn from these questions about the varied means of
encoding knowledge and culture more broadly, from text (ink), to music (sound), to
art (paint)?

In answering these questions, we will retrace some of the key steps of our pedagogy,
moving between macro- and micro-level views of MEI documents and the encoding
practices they embody. We will begin by viewing the hierarchy of an XML document
as a network of nodes and edges—a representation that gives students a vivid
understanding of both the complexity and the logical structure that otherwise
appears to them as just another text document in an editor. From here we will zoom
in on some key nodes in the network, showing how students began to traverse the
XML files intelligently in order to answer various kinds of queries about these texts,
the musical concepts they encode, and how the structured XML encoding compares
with scores in staff notation.

One productive point of inquiry centers on accidentals—chromatic inflections that
happen from time in European music as pieces move between different diatonic
pitch spaces. In Early Music in particular, the original sources were often less than
explicit. Composers, scribes, and printers often assumed that competent singers
and instrumentalists would simply know to add a sharp, flat, or natural before some
given note depending on its melodic and contrapuntal context. In modern
transcriptions these unwritten accidentals (typically called musica ficta ) are often
made explicit. Graphical editions do so by putting these symbols above the staff, or
by surrounding them with parenthesis. But in the case of MEI encodings we can be
still more precise, since <supplied> elements can convey all sorts of detail about
the meaning, intention, and ultimate responsibility for such work. Comparing the
notated and supplied accidentals in a given piece can tell us something about the
explicitness of that particular edition; doing so across a corpus can reveal biases of
editorial practice. And these kinds of lessons in turn, prompted interesting
reflections on the part of students about the biases and values implicit in all
editorial work, and the technologies that represent the perishable art of music.
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All materials will be available as public Jupyter notebooks for reuse in classrooms
and laboratories.
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Abstract

The Winnifred Eaton Archive is an accessible, fully searchable, digital scholarly
edition of the collected works of Winnifred Eaton Babcock Reeve, an early Chinese
Canadian author now best known for the popular Japanese romances she signed
“Onoto Watanna” in the early twentieth century. She is less frequently recognized,
however, as an important contributor to Hollywood’s “Golden Age,” during which
she served as a scenarist and editor for Universal and MGM Studios (Chapman and
Lines, 2023). Though Eaton’s involvement with the film industry has received some
acknowledgment (such as her role in Universal’s Undertow (1930) and Young Desire
(1930), both starring Mary Nolan), the WEA has recently recovered numerous
screenplays, scenarios, adaptations, and other cinematic texts written by Eaton in
the 1920s and 1930s, which the project has been working to encode, alongside the
rest of Eaton’s corpus, in TEI P5 (4.6.0).

Screenplays are complex literary, textual, and bibliographic artifacts that follow
strict structural rules and formatting conventions, which began to emerge in Eaton’s
era and became formalized by the 1950s through the Writers Guild of America
(Price 2013; Johnson 2019). However, while the TEI’s “drama” module (and
described in “Performance Texts”) offer a handful of elements for encoding “Other
Types of Performance Text” (7.3), there is little sustained attention to the forms and
features unique to screenplays and their antecedents (such as scenarios and
treatments), and, as such, the project has struggled to capture not only the esoteric
textual features of Eaton’s early film manuscripts, but also many of the features
now standard to the genre of the screenplay.
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This paper will outline some of the standard language and bibliographic features
that define the screenplay, its prototypes (such as the photoplay, the continuity, and
the scenario), and the various proprietary standards now employed by the
screenwriting industry (such as Final Draft XML, Celtx, Adobe Story XML, Fountain,
and FadeIn). As we will suggest, Eaton’s various texts—such as continuity scripts,
scenarios, and screenplays—serve as a rich example of the complex textual history
of the screenplay as a distinct genre that require more nuanced encoding
mechanisms than the format-centric proprietary ones listed above can offer, but
which the TEI, in its current state, cannot accommodate. Drawing on our work in
encoding Eaton’s film texts, we will describe the project’s customizations for
encoding screenplays and outline possibilities for refining the TEI’s Performance
module to better capture the nature of screenplays as a complex genre of dramatic
text in its own right.
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Abstract

Introduction

Long before the 20th century, reading the newspaper was already a very popular
activity and the newspaper was established as a mass medium, leading to its huge
impact in various areas, as e.g. language usage and change. Notwithstanding, the
Deutsches Textarchiv project (DTA, since 2007) did not have newspapers on the
primary list when creating a TEI corpus to document the development of the New
High German language between 1600 and 1900. While the project’s focus was on
printed books from various domains (Geyken, Haaf 2018) the ambitious schedule
did not allow for newspapers to be considered for the time being. These hence
became important when the DTA started to include digital data from other sources.
Then, with the support of many partners a handsome historical TEI newspaper
corpus was assembled, which shall be presented as a poster here.

Aggregated Corpora

The DTA by now comprises 2.039 issues of different historical newspapers dating
back to a time period of more than years, from 1609 to 1929, the most voluminous
corpora being the Mannheim Corpus of Historical Newspapers (Haaf, Schulz 2014;

Fiechter et al. 2019), the Neue Rheinische Zeitung (New Rhenish Newspaper)[1], the

Hamburgischer Correspondent (Hamburg Correspondent; Schuster, Wille 2017)[2],

the Aviso of 1609[3], and a corpus of issues of the Allgemeine Zeitung from two

different sources[4]. In addition, several journal corpora have been aggregated by
the DTA.
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Coding Cultures

The motto of Coding Cultures suits the historical newspaper corpora of the DTA in
different ways:

�. Similar to all data curation for the DTA (Geyken et al. 2018), one challenge was
to convert from diverse source formats (following different coding cultures)
into one common TEI format, the DTA Base Format (DTABf, since 2011; Haaf,
Geyken, Wiegand 2014).

�. Where newspapers were newly digitized (Georgi, Haaf: appearing; Haaf, Schulz
2014; Schuster, Wille 2017), annotations had to suit individual project rules and
interests while preserving homogeneity of the corpus.

�. Over the centuries, newspapers had developed increasingly complex layout
specifics, following different traditions and resulting in complexity for
annotation.

Hence, the challenge was nothing less than to ensure homogeneous TEI annotation
in a newspaper corpus that spans several centuries and gathers material from
various sources. This was only possible because of a community effort (including
willingness to share, help, compromise, and follow standards) in order to create a
research resource for everyone. The poster will present the corpus and the
challenges of its creation, also raising detailed questions about TEI newspaper
markup itself.
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http://www.zdl.org/
https://deutschestextarchiv.de/nrhz/
https://www.deutschestextarchiv.de/doku/textquellen#correspondent
https://www.deutschestextarchiv.de/anonym_aviso_1609
https://www.deutschestextarchiv.de/doku/textquellen#augsburgerallgemeine
https://www.deutschestextarchiv.de/sammlungen/tevo/
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Abstract

Introduction

Around the mid of the 19th century, new technologies emerged that revolutionised
the writing and dispatching of postal documents – the invention of the telegraph or
the prevalence of typewriters and copying machines, to name just a few. This
shifting media landscape is characterised by a diversity that peaks in the 20th
century. Consequently, letter editions are confronted with manifold appearances
and manifestations: postcards, letter cards, telegrams, aerogrammes, handwritten
letters with pre-printed passages, typescript letters, and many more – all of which
might contain handwritten corrections or additions.

The diversity of carrier and writing media, technologies and techniques is a massive
challenge for critical editions, not only regarding the contents – the actual message
– but also the document itself – the carrier medium. But what is the state of the art
when dealing with such material? Does the medium influence the content? How do
we adequately handle its materiality? What challenges arise in the process?

The current TEI model for encoding correspondence implements a solid,
prototypical content model for a letter body (<opener>, <content>, <closer>).
However, the diverging forms of 20th-century correspondence push this model
towards its limits, especially when they neglect parts of this prototype (<opener>
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or <closer>) or add to it (address blocks, other content such as poems, drawings
or written music in extensive postscripts) or are entirely free-form compositions. It
is nevertheless desirable to semantically differentiate between formal aspects and
the actual content of a letter. While thinking of opener and closer as the disposable
parts of a letter might be perfectly true for, e.g., a corpus analysis, informally
addressing a friend with his nickname or leading with an austere subject line also
transport appreciation, emotion or professional distance.

Moreover, business letterheads, postcards and telegrams introduce new formal
(pre-printed) structures, i.e., defined areas for specific information. For example,
telegraph forms do not only contain fields for origin, destination and the actual
message but also for the documentation of dispatch, transmission and reception of
the telegraph message. On the one hand, these constitute an additional layer that
might cause structural conflicts with existing TEI models. On the other hand, they
constrain the authors when writing their message, thus provoking creativity when
available space gets scarce: not only by maximising the density of a message within
a limited number of characters (even resulting in a specific ‘telegram style’ of
language) but also by exceeding across the spatial boundaries of a postcard, where
text on the illustrated side or on the margins are no rarities.

But what should be considered the primary structure of a corresponding encoding:
the logical text sequence or the spatial distribution and the description of the
carrier, i.e., the materiality of the document? Is it not the interference of textual
layers – the pre-printed text parts, handwritten additions, patched elements (e.g.,
glued in), stamps etc. – that needs to be addressed and calls for concepts of
transcription or even edition of the carrier medium instead of banning its
particularities to abstract descriptions?

How the panel will be structured

This panel brings together editors of correspondence from different disciplines.
The following projects have stated their active participation:

Auden Musulin Papers. A Digital Edition of W. H. Auden's Letters to Stella
Musulin
https://amp.acdh.oeaw.ac.at/

The Correspondence between Arnold Schönberg and his Publishers Universal-
Edition and Verlag Dreililien. A Critical Hybrid Edition
https://www.mdw.ac.at/imi/?PageId=4284

https://amp.acdh.oeaw.ac.at/
https://www.mdw.ac.at/imi/?PageId=4284
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Bernd Alois Zimmermann-Gesamtausgabe. Historisch-kritische Ausgabe
seiner Werke, Schriften und Briefe
https://www.zimmermann-gesamtausgabe.de

Henze-Digital – Hans Werner Henze’s network of artists
https://henze-digital.zenmem.de

Buber-Korrespondenzen Digital. Das Dialogische Prinzip in Martin Bubers
Gelehrten- und Intellektuellennetzwerken im 20. Jahrhundert
https://www.adwmainz.de/projekte/buber-korrespondenzen-
digital/informationen.html

After a short general introduction to the discussed field, the intention is to motivate
discussion by the panellists and the audience as soon as possible. In order to guide
the discussion, the panellists will give short impulse presentations on aspects of the
topics described above that will be interleaved by time for general discussion.

We plan to document the event and present the outcomes to facilitate further
discussion, e.g., within the SIG Correspondence or the wider TEI community.

About the authors

Benjamin W. Bohl – Goethe University Frankfurt

Dennis Ried – University of Paderborn

Patrick Dziurla – Goethe University Frankfurt

Philipp Kehrer – Universität für Musik und darstellende Kunst Wien

Katharina Bleier – Universität für Musik und darstellende Kunst Wien

Jannik Franz – Universität für Musik und darstellende Kunst Wien
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MEI Basics
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Abstract

This virtual workshop will proceed similarly to that of the previous two years, and is
intended to give absolute beginners extended explanations of and practice with
XML basics and rudimentary MEI encoding. The content will include, but not be
limited to that of the MEI online tutorials, in order to maximize comprehension and
retention of information through repetition and the gradual addition of new
information in successive exercises. This workshop will allow for participation by
those who are interested in MEI, but cannot travel to Paderborn at this time, and it
offers both a smoother transition for users into the content of other conference
workshops, as well as a recruiting tool for prospective users who don't know where
to begin.
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MEI encoding and analysis of “airs
connus” across multiple genres
David A. Day, Brigham Young University, United States of America
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Abstract

The term air connu may have multiple interpretations in different contexts of 19th-
century French music. In its strictest sense it can refer to known melodies that were
easily recognizable to audiences of dramatic music including, opera-comique,
ballet-pantomime, and comédie-vaudeville. These melodies may have originated in
the popular vernacular or could have achieved recognition as an aria in a successful
opera. These airs connus were subsequently reintroduced in different genres to
recall the original text or meaning to help convey a dramatic plot (as in the case of
ballet-pantomime where there are no lyrics) or order to establish elements of
parody and satire by juxtaposing the original meaning in an altered dramatic
context. The term is also used in the context of numerous anthologies that codify
the most most popular tunes that were regularly reintroduced in multiple musical-
dramatical contexts. Furthermore, the term appears frequently in the context of
adaptations of popular melodies arranged for various instruments for amateur
consumption.

A better understanding of the extent of air connu use across multiple genres will
enable a revised assessment of the importance of popular music in 19th-century
France. The interconnectivity between the canon of French opera and the more
ephemeral productions of the Parisian boulevard theaters is a popular theme in
current research. The air connu is an essential aspect of this relationship.
Furthermore, the use of these same tunes in the vast repertory of amateur
arrangements for salon performances is key to understanding the interdependence
of all these genres. Arrangement’s intended for domestic consumption were no
doubt driven by the popularity of successful operas, but also helped reinforce the
broad recognition of the same tunes when they appeared in contexts of parody.
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The current project aims to build an extensive corpus of MEI encoded airs connus
and adapt the analytical tools of the CRIM Intervals project
(https://sites.google.com/haverford.edu/crim-project/home) to identify uses of
these melodies across multiple genres including opera, ballet, French vaudeville,
amateur arrangements, and recueil of popular airs. The corpus is being developed
through MuseScore input and conversion to MEI. OMR using SmartScore is also
being tested. The initial production focus is the sixth edition of the La clé du caveau
and aria melodies found in the répétiteur or chant parts from the ballet-pantomime
and comédie-vaudeville repertoire of the Théâtre de la Monnaie housed at the
Archives de la Ville de Bruxelles. A project to photograph all of the orchestral
material for comédie-vaudeville (including répétiteur and chant parts) from this
important collection was completed July 2023. Melodic incipits for the most
important opéra-comique found in RISM are also being exported as MEI files. To
these corpora will be added an existing substantial body of more than 5,000 MEI
encoded melodies from popular tunes arranged for the harp and drawn from BYU’s
extensive International Harp Archives.

This presentation will review the methodology and goals of the project. A report on
the current number of files created and use of the CRIM Intervals analysis tools will
also be provided. Future work on the texts of airs connus using TEI will be assessed.

About the author

David A. Day has worked as Curator of Music Special Collections at Brigham Young
University since 1986. He is an adjunct professor and teaches the graduate research
methodology course at the BYU School of Music. He was awarded the PhD in
musicology from New York University in 2008. He is currently building a MEI corpus
of French airs connus or known melodies.
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Abstract

Just as Franz Schubert is responsible for the mature development of the song
cycle, so too is Dietrich Fischer-Dieskau for enhancing the genre’s popularity from
the mid-twentieth century onward. In addition to numerous recorded performances,
Fischer-Dieskau also collaborated on a critical edition of Die Winterreise, situating
the cycle as unified, complete ‘work.’ As Natasha Loges has shown, however,
performing this cycle in its complete form was not nineteenth-century convention.
Moreover, recordings as late as 1943 eliminate strophes of some songs to
accommodate limitations of recording technologies. While these reasons for the
cycle’s incompleteness differ, the fact remains that presenting it in truncated form
was common practice until the mid-1940s.

Dietrich Fischer-Dieskau’s longstanding relationship with Franz Schubert’s Die
Winterreise resulted in no fewer than fifteen recordings in the period 1948–1990.
So many recordings over such a long time is exceptionally rare for any singer, given
the effects of age upon a singer’s choice of repertoire. Fischer-Dieskau’s reputation
as a singer emphasizes his ability to communicate text and music effectively, as
both individual and fused elements, as Alan Blyth summarized his singing for Oxford
Music Online. “His interpretations set standards by which other performances were
judged. They were based on command of rhythm, a perfect marriage of tone and
words, an almost flawless technique and an unerring ability to impart the right color
and nuance to a phrase.” Given Fischer-Dieskau’s importance in performance
practice history, and the reverence in which singers, pedagogues, and performance
studies scholars hold him, understanding how his performances of Die Winterreise
evolved is imperative for understanding the cycle’s ongoing creative history.

Such an expansive body of recordings, paired together with such a distinctive
status, invites a musicologically-oriented corpus study focused on audio data in



157

relationship to both music and text, and to/with which interdisciplinary audiences
can interact. Two extant projects offer a foundation upon which such an
interdisciplinary analysis is possible: the Schubert Winterreise Dataset, and the
Music Performance Markup toolkit. The Winterreise dataset is a notable and
valuable contribution to open science for engaging with this musical content, even
as it requires further transformation for use within the MEI environment. Processing
the XML requires data quality review and schema transformation into MEI. This
workflow will produce diplomatic editions based on the sources used in compiling
the Winterreise dataset. Having this song cycle in MEI will enable its use with the
Musical Performance Markup infrastructure.

This poster overviews this transformation, situating it in relationship to storing audio
markup data along three axes: tempo, dynamics, and timbre in relationship to
musical and textual content. Doing so also sets out a technological workflow for
responding to the broader musicological questions surrounding the relationship
Dietrich Fischer-Dieskau had with Die Winterreise over a half century. Such a
workflow can in turn be useful for future MEI-based considerations of musical
performance and its resulting audio data.
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Abstract

Music encoding is an inherently interdisciplinary endeavour, bridging technological
and musical scholarly perspectives, usually through collaboration of individuals from
distinct and divergent academic backgrounds. We present mei-friend, a Web
application that smooths the ground for such collaboration by simplifying and
speeding up music encoding workflows, while flattening the difficulty curve
experienced by those newly entering the field.

Originally developed as a plug-in for the Atom text editor, mei-friend has been
redesigned and extended as an open-source, Web-native browser application,
written in vanilla JavaScript. Verovio provides its music engraving engine, and
CodeMirror its XML text editor. The application integrates important community
resources, including the MEI schemas for autocompletion and validation, the MEI
Guidelines for documentation, GitHub and Git Lab for collaborative encoding, and
Solid for decentralised annotation sharing. Various music encoding formats may be
imported into the application, from the local file system (optionally by drag-n-drop),
from a Web location specified via URL, or through the Git cloud service integration.
Edited encodings may be exported as rendered SVG, PDF, or MIDI. External sources
– e.g., community tutorials, Git issues, Web discussion boards, or scholarly articles –
may use hyperlinks with specified parameters to link into mei-friend, directing it to
fork a given Git repository, open a specified encoding, flip to a particular page, or to
select a set of musical elements, enhancing the application’s support for shared
discussion and collaborative editing. Stand-off annotations employing the W3C Web
Annotation Data Model and associated vocabularies may be authored and shared,
supporting data-level integration with other Web applications.
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Though guided by practical encoding requirements of the digital music research
projects that have funded its development, the application has been designed with a
firm eye on pedagogy, lowering barriers to entry and providing ease-of-use.
Considerations include the removal of any installation or specific system
requirements – all that is needed is a Web browser. Each editing function is available
through graphical menus available in a growing number of languages, as well as via
keyboard shortcuts, reducing language barriers and aiding discoverability while
supporting optimised workflows for more experienced users. A dedicated ‘mei-
friend Help’ website provides documentation of all basic and advanced
functionalities, and describes how to contribute to mei-friend’s development.
Beside the immediate visual feedback provided by the tightly-coupled integration
of XML text and rendered notation, auditory feedback is provided by a built-in MIDI
player, further facilitating the verification of encodings by novice users.

In this paper, we describe the application’s implementation and its functionalities,
detailing design considerations and surfacing optimizations and extensions
compared to the original Atom plugin described at the Music Encoding Conference
2021. We provide a practical evaluation reporting on experiences using mei-friend
within a number of music-edition and research projects, and as a pedagogical tool
used in MEI tutorials at conferences, project meetings, and in class-room use at
different institutions. We conclude with an overview of current limitations, plans for
future development, and a call for contributions to mei-friend’s development by
community members.
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Abstract

The fundamental analysis by Lepper (2021) shows that for precisely defining any
music notation or encoding system (a) a clean separation of the syntactic sphere
from the semantic sphere is necessary, based on which (b) mathematical quadrupels
must be defined which cover the structures of both spheres plus the mappings
between them, in both directions. But each practical notation/encoding system has
turned out (c) as a pipeline or even as a branching network between multiple such
spheres.

When choosing the data for digital encoding, often we cut somewhere into the
middle of some larger evaluation pipeline. For instance, explicitly storing spelled
pitches ("SPCs" according to Hentschel (2021), like "e flat" and "e natural") skips
non-trivial steps of traditional reading, namely computing the combined effect of
key signature, sequences of "white key" note heads ("GPCs"), local accidentals, and
rules for scoping and priority.

In computer science, encoded objects are often called models. Their type definition
is called a meta-model. The interpretation of any model is only sensible based on its
meta-model, which gives the rules for its syntactic and semantic interpretation.
Therefore modeling music requires the construction of an appropriate meta-model.

At first glance, this seems a tedious obligation, which in practice often is replaced by
"common sense" or "obvious obviousness". But it also is a chance: Making the meta-
model explicit for a family of models allows

(a) to check syntax and semantics right from the beginning of the construction,
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(b) to reduce all input, edit, and control efforts to the really necessary,

(c) to disambiguate the interpretation of the applied notation,

(d) to re-use the encoded data with a different focus of modeling, by switching the
meta-model,

(e) to extend any notation as needed into a new meta-model without conflicts with
other authors and styles, and, last not least,

(f) to combine and compare models from unrelated sources without the need of an
a priori agreement about the encoding format.

All this requires "only" that meta-models can be compared and combined, and that
models can be converted between meta-models by applying their forward and
backward mappings. To automate this as far as possible, computer engineering for
one particular realm always aims at one particular meta-meta-model to define the
meta-models.

Contrarily, Raimond-Adbdallah (2007) and Fields et.al (2011) define the formats for
particular music performance and structure data: thus they define a meta-model for
these models. The meta-meta-model employed by both is a general purpose one,
namely Web Ontology Language (OWL).

Lepper (2021) has shown that in the realm of mere conventional usage of Common
Western Notation (CWN) more than eight hundred meta-model parameters are
relevant. The strategy to find one single meta-model covering all these variants (up
to 6.6E240 !) appears unfeasible, esp. if not only the syntax but also the semantics
shall be meta-modelled precisely.

The authors' "tscore" project thus takes the different approach of constructing a
dedicated meta-meta-model into which particular meta-models can be plugged in
as needed (Lepper 2013). It realizes a generic input format similar to the
conventional orchestra score, with freely definable time model (currently restricted
to one global) and arbitrarily mixed parameter tracks, independent for each voice.

The approach is co-algebraic: The self-identity of each "notation event" (according
to Lepper (2021)) is axiomatic, all parameters are just accidental. This allows to
encode any phase of the above-mentioned pipelines, from concrete front-end
syntax to pure semantic data (late states in traditional notation evaluation).
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The meta-model ingredients are currently combined using the Java programming
language plus Embedded Domain Specific Languages (EDSLs = library API calls or
library classes, which to combine means to do programming).

The implementation is open source and in the public domain. It currently provides
meta-models for experimental graphic composition (tscore 2020), and a family of
meta-models for conventional Common Western Notation, with several translation
algorithms into (subsets of) musicXML, lilyPond, MEI, etc. (Lepper-Trancón 2019).
The EDSLs are carefully designed to support the usage by domain experts (non-
computer-language experts), employing sophisticated algorithms for error
diagnosis (Lepper-Trancón 2018).

Thanks to property (b) from above, the complete "Die Kunst der Fuge" has been
entered in only three days. The co-algebraic Java model is now in the public domain
and can be used for further transformation, analysis, and interpretation.
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Abstract

The DFG Viewer is a browser web service for displaying digitized material from
decentralized library repositories. It previously had an OAI-PMH interface for
exchanging meta and structural data in the METS/MODS and METS/TEI format.
With the help of this data, the display of a digital record is enriched and, if
necessary, supplemented with additional functions. Based on the MODS or TEI data,
extended metadata up to detailed source descriptions can be displayed, while with
the help of the METS data, access to the digital record is structured according to
formal and/or content criteria.

In a two-year project, this offer was extended for musical sources, also enabling the
integration of MEI or MusicXML files with the help of Verovio as well as the
integration of audio files. In addition, the presentation of sources with bar-by-bar
access and the parallel display of voices, among other things, were implemented.

To enable the exchange between research data and source presentation in the long
term, some details have to be considered when mapping the metadata between
METS/MODS and MEI, especially since the MODS format does not take FRBR into
account.

The poster will present both the recommendations for metadata acquisition in
MODS that have been developed for musical sources and their equivalent in MEI.
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Abstract

Editing of music notation is done in graphical as well as in text-based interfaces.
The latter is still common practice in the MEI community while the prior tends to be
the more intuitive approach. In the context of the currently developed research and
editing Tools mei-friend (Goebl, Weigl, 2022) and VIBE (Nowakowski, Hadjakos,
Stärk, 2022) we discuss possibilities to combine both worlds by enriching text-
based music editors with specialized GUI widgets. The aim is not a WYSIWYG
interface of the whole music notation but lightweight, context-sensitive graphical
elements that complement the XML encoding.

Music notation is complex. Due to the high information density of music notation, it
is clear for a skilled reader to determine an element in its context and how it is to be
played. But often there is room for interpretation, which arises e.g. by historical
distance or changing purposes and contexts (Plaksin et al., 2022). So how does one
map this complex sign system on machine interactions?

Interaction with music notation usually happens through a mixed modality of mouse
and keyboard, the latter of which is highly optimized towards editing textual
information in a one-dimensional way. Common music notation programs use these
modalities to accomplish their manyfold tasks. Formats like MusicXML or MEI can
textually represent this information density, complexity and hierarchy in which the
element is placed. A graphical method would have the advantage to translate this
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information density more quickly into text by a unique gesture or interaction with
the user interface.
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Some examples could be:

Preview of single MEI Elements while typing.

Interactive navigation from text to musical score and vice versa.

Templating and recommendations while writing text and music

Versioning overviews focussed on distinct symbols or XML sequences.

In an effort to get in touch with a diverse audience to understand the individual
patterns of interaction with graphic modalities, we ask these open questions:

What is the main interaction medium with music notation?

Which kind of information and visual aids do different target groups need?

How can an interface support the understanding of complex sign systems and
its relation to the XML encoding?

How can the interaction with multiple textual layers be supported during the
editing of music?

What visual aids could editors need to edit XML more quickly?

What is the main interaction medium (XML, music graphics, lilypond, …)?

Which kind of information do different target groups need?

As users need to understand how XML and music notation correspond: How
can an interface support learnability in this respect?

Participants of the conference will have the opportunity to try out both editors and
leave ideas for widgets on the poster which then will be discussed in the following
paper.
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Abstract

By analyzing British Romantic and Chinese Tang poetry, I argue the two periods
should be central rather than tangential to existing scholarship and literature on
eco-criticism, pastoral poetics, and affect narratology. In addition to analyzing and
visualizing the poetry of these two periods through TEI text encoding, my project
also aims to demonstrate the beauty of the multilingual and multicultural linguistic
aspects of British and Chinese cultural influences. Both Romantic and Tang poetry
explore human consciousness and translate emotional interiority into written
language. Therefore, both poetic traditions rely heavily on eco-imagery and
prosopopeia to garner deeper reader response and engagement. Both poetic
traditions are indicative of each countries’ respective national ideological history,
which is made evident through the effective usage of eco-imagery, colloquial
language, and performativity.

For this project, I’ve created a WordPress website that houses a curated collection
of twenty poems (ten from each period). The Tang poems are in traditional
Mandarin and translated by Xu Yuanchong. Features of the website include: Side-
by-side modules of the Romantic and the English-translations of the Tang poems;
Hovering features that note pastoral elements, poetic devices, emotions, and
spatiality; Background of the authors, their famous works, and signature features of
their writing; Two network visualization of the poets.
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I use TEI schema (XML) and Roma customization to encode the poetry, OpenRefine
to clean my data, Cytoscape to visualize the network of the poets, CSS to visualize
my encodings on the WordPress website, and Wave to check for accessibility.

The website provides an intersectional analysis of the Romantic and Tang poems
that embraces the nuances of Eastern and Western poetic traditions. I hope my
project will bring scholars and communities that study poetry of both the British
Romantic and Chinese Tang Dynasty traditions together and further inspire
interdisciplinary collaboration through digital literary means.

About the author

Alisa C. Chen is an English M.A. student at Northeastern University. She is pursuing
Graduate Certificates in DH and WGSS. She studies Chinese Tang and British
Romanticism poems with interests in Romantic ecology, affect theory, narratology,
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Abstract

Music-theoretical writings are often multimodal, in the sense that they may contain
textual as well as musical elements, and even diagrams or images. These different
modalities are moreover frequently related to one another. This can happen, for
instance, when specific music examples are provided to illustrate music-theoretical
concepts that are discussed in the text, or when certain passages from “real”
compositions are analyzed or commented on. In addition, it can occur that musical
characters and symbols such as notes, rests, or clefs, are not separated from but
rather embedded within the textual flow. In general, multimodalities of text and
notated music can also be found in numerous other types of sources, such as
textbooks, newspapers, journals, and letters, but with a remarkable density and
variety in music-critical or music-theoretical treatises.

It has been demonstrated that text-music-linking can operate very effectively on a
presentational level for text that repeatedly and explicitly refers to sections of a

piece of music in standard notation.[1] Yet, another challenge for digital encoding
are symbols for harmonic or other analyses that are idiosyncratic to only one or a
few sources but not common enough to be considered by current music encoding
standards and guidelines. This tightly-knit texture of musical and textual
interdependence renders music-theoretical treatises a prime case study for digital
encodings of documents that partake in both domains. A successful multimodal
encoding with effective bidirectional interlinking (music to text and text to music)
would moreover facilitate subsequent computational analyses, such as querying for
specific terms and concepts or named-entity recognition across documents.
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Our contribution presents such a case, namely a corpus of selected 19th-century

German music monographs encoded in TEI and Kern (convertible into MEI).[2] The
selection was based on the relevance of the texts for the so-called harmonic

dualism, a topic of at times heated debate.[3][4][5] Rather than discussing the
content of these works, we here focus on the challenges posed through interlinkage
of music and text in TEI/MEI encoded documents. While the basic scenario will
consist in references between TEI and MEI portions, text is often part of musical
notation itself, which would require text-music linking only within MEI. On the basis
of various examples from the corpus, we demonstrate current encoding challenges,
and propose and discuss several directions towards their resolution.

About the authors
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Abstract

Making text and metadata of digital editions addressable and linkable is a task that
several recent and current projects in the field of scholarly editing have have
focused on (e.g. Skaldic poetry projects, the LEAF writer and other LINCS projects,
Unlocking Digital Texts, and others). These projects have been exploring ways to
connect editions data with other resources on the web and associated issues: re-
usability and sustainability of editions, interoperability of text, collaboration across
fields and disciplines, and development of federated tools. Discussions around
these topics have led to the development of a range of approaches and this panel
will give insight into two of these: implementation of TEI in Text-as-graph and
incorporation of TEI in an RDF triple store. The panelists will present experiences
from real applications in the context of edition projects and a national infrastructure
for humanities data.

The panel has been assembled as part of an ongoing project “Semantic TEI” which
explores possible pathways towards a semantic ontology to bridge between TEI and
existing widely-used ontologies. This is to be developed with a view to emergent
potential for future applications and research methods and based on the needs of
the research community. Understanding these needs is the main motivation of this
panel. Its purpose is to create an opportunity for members of the TEI community to
learn about recent work on TEI in the context of TAG and RDF and to question and
discuss this work.

1. Andreas Kuczera: TEI in Graph-based digital scholarly editions
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TEI is a quasi standard to express text and its meaning in digital scholarly editions.
The main questions in my statement are:

Does TEI need the structure of XML to keep the semantic and if yes are there
examples for that ?

Are there ways to structure textual information beyond the approach of
Microsoft Word (which works with Layout elements) or TEI ?

What could this new structure look like ?

One possible way to make further steps in these directions could be the connection
between TEI semantics and graph based modeling approaches for textual
information.

2. Stefan Armbruster: Conversion of TEI-XML to LPG and TAG

Given my long term background in graph data modeling I am specifically interested
in the graph data model used for imported TEI data. The data model is driven by its
usage patterns (aka queries) and its extensibility for future use cases.

Some of these additional use cases I can think of:

adding/querying provenance information

more data driven / machine accessible model

Versioning of LPG

Another interesting aspect is long-time archival of LPG and ensuring it’s still
accessible decades in the future

Applying classic data science or graph data science on LPG model

3. Balduin Landolt: TEI as RDF: Opportunities, Limitations and
Useability

TEI is normally thought of as an XML specification, however it can also be
understood as a general vocabulary serving as a formal ontology independent of any
serialization format.



176

Stand-off-based approaches to text encoding can address some of the issues
following the hierarchical structure of XML, and especially lend themselves to graph
representations of text. Such graphs can be defined by a TEI ontology.

At the Swiss National Data and Service Center for the Humanities (DaSCH) we
have gathered experience in using RDF graphs to represent text with stand-off
markup, and are planning to expand this technology to be fully TEI compatible in
the future. This approach has shown promise in terms of searchability of markup
and its linkage applying semantic web technologies. However, it has also shown
problems, specifically with regard to its useability.

Based on this experience, I plan to outline, how a "TEI as RDF" solution might be
designed, so that it reaps as many of the benefits of stand-off mark-up and Linked
Open Data technologies as possible, while trying to mitigate its inherent drawbacks.
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Notation editor for transcribing
Hindustani classical music Bandish
Kiran Ramakant Karkera, Independent, Germany
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Abstract

In this paper we present the Bhatkhande Bandish editor, a notation editor for
transcribing Hindustani (North Indian classical music) compositions known as
Bandish in a traditional notation system known as Bhatkhande notation.

Introduction

Hindustani classical music (HCM) is a traditional form of music practiced in the
Indian subcontinent. One of the presentation forms in HCM is called Bandish
(Ranade n.d.), which can be described as a composition based on a set of notes

(called a Raga[1]), in a musical meter (called Taal[2]). In this paper, we describe a
web-based notation editor capable of transcribing and rendering a Bandish in a
traditional notation system, named the Bhatkhande notation system (Schooling

n.d.) after its author V N Bhatkhande[3].

This editor is an open-source alternative to proprietary notation editors (Sawant
n.d.) (SwarClassical n.d.). It offers two artifacts:

An open file format specification to store a Bandish document.
An open-source engine to render a Bandish on a web page.

Additionally, making the project open source allows community contributions for
Raga and Taal metadata which makes it easier to support new Ragas and Taals. It
also makes it possible to support new Indic languages to display the notations in.
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Notation Schema

Fig. 1: Top level elements in Bandish document

The notation schema consists of three top level elements:

A sequence of notes
Rhythm information
Metadata such as title.

Each element in the sequence of notes represents musical artifacts that must be
played in one beat. This includes:

One or more notes (called Svaras[4] in HCM)
One or more note ornamentations (such as trills or glissando)
The lyrics to be sung in the duration of one beat.



179

Fig. 2: Information per beat

Each Svara is represented so:

Since HCM uses relative note positions called Svaras (as opposed to notes defined
by a particular frequency), we denote the 12 note positions by the first character of
its name (e.g., s r g m, like solfege).

Raga music is largely (Indian Oral Tradition n.d.)and most compositions are
restricted to 3 octaves. Therefore, it is sufficient to restrict the number of octaves
to three.

We can thus indicate each note as a vector of two elements.

The first element indicates the low / medium / high octaves.
The second indicates the Svara or note position.
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Each of the Svaras is defined thus:

Fig. 3: Svara definition

The Bandish document format is defined using Clojure Spec[5] and can serialized as

Transit[6] or JSON files. The detailed schema description can be found at the

GitHub page for sargam-spec[7].

Rendering Engine

Fig. 4: Vertical orientation of symbols in a sequence of Svaras (notes)

Displaying a Svara (note) requires the presentation of the following visual elements
for the notes:
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The base note or Svara as a character in an Indic language.
Indicating if a note is sharp (Tivra) or flat (Komal).
Octave information

The following visual elements indicate the rhythm and timing.

The number of notes in a single beat
The position of the note in a rhythmic cycle

Lastly, the lyrics to be sung on the beat are also displayed.

Ideally, a Svara (note) should be rendered with a Unicode character. Due to
difficulties in combining multiple diacritics in Unicode, the authors chose to use
images to render Svaras, requiring 36 images per Indic script.

Transcribing notations

The mobile viewport was selected as the primary interface to the notation editor.
The interface design mimics the look and feel of a messaging application because
users may find the interface familiar in order to transcribe notations.

Fig. 5: Interface design that mimics mobile messaging application UI.

Comparing the rendering to traditional typesetting
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Fig. 6: Excerpt of the Bandish Piyarava from the book AnoopRagaVilas

Fig. 7: Reproduction of ‘Piyarava’ in Bandish editor’s rendering engine

Fig 6 shows a Bandish that is typeset in the book AnoopRagaVilas Vol one
(Gandharva 1965) . Fig 7 shows the same Bandish rendered using the notation
editor (Karkera n.d.). Observe that the Bandish editor closely mimics the typeset
conventions used for publishing Bhatkhande notations.

Conclusions

In this paper we demonstrated a Bandish editor capable of editing and rendering
notations for HCM known as Bhatkhande notation. We also presented a file format
to store Bandish notation documents.
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Abstract

Not surprisingly, in the course of attempting to write an ODD processor, the ATOP
Task Force has come across several areas where the ODD language is confusingly
underspecified. This panel is centered on the ODD language, or more precisely,
some of its shortcomings.

Framing

The session starts with an ~10 minute introduction to the major background
concepts that are the infrastructure for the rest of the session. This entails a high-
level overview. I.e., mostly circles and arrows, not code. Topics covered include what
ODD is, how the Guidelines are built, how customization works, and how
customization chaining works.

Individual Issues

no duplicate definitions of the same attribute

The ODD language permits an ODD writer to define two different attributes with
the same name on the same element (even though XML does not allow this). See
https://github.com/TEIC/TEI/issues/2371

Schematron contexts

https://github.com/TEIC/TEI/issues/2371
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It is difficult to impossible for an ODD processor to determine the intended context
for Schematron assertions that do not have a context explicitly indicated. (In ODD
contexts may be specified using the @context of <sch:rule>, but the
<sch:rule> is optional.)

tagdoc elements allowed most anywhere

Currently the model.oddDecl class is a member of the model.inter class,
meaning that, e.g., a <classSpec> can go inside a <rdg>, a <head>, or an
<orig>. Should a processor gather up all tagdoc elements from anywhere in the
customization file and assemble them, or should it only process those inside a
<schemaSpec>? See https://github.com/TEIC/TEI/issues/2306.

Schematron query language binding

ODD provides no mechanism for an ODD writer to specify the query language
binding. Currently the binding is generated by the software that processes the
ODD. We think this is inappropriate: the ODD should specify the query language
binding. See https://github.com/TEIC/TEI/issues/2330.

@generate and @expand of classes

The <classSpec> element has a @generate attribute which constrains how the
members of the class may be combined; the <classRef> element has an @expand
attribute which asserts how the members of the class should be combined for the
given reference. The Guidelines do not:

�. explain what either of these attributes means for an attribute class.
�. define in what order elements should occur when a sequence is generated.
�. explicitly require that the value of @expand refers to a pattern that was

generated by a @generate.
�. explain what should happen when a model class is a member of a model class.

See https://github.com/TEIC/TEI/issues/2369.

<interleave> (or <bag> or <verschachteln>?)

To express “all of these elements should be present, but order is unimportant” in a
content model, an ODD writer needs to use <sequence

https://github.com/TEIC/TEI/issues/2306
https://github.com/TEIC/TEI/issues/2330
https://github.com/TEIC/TEI/issues/2369
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preserveOrder='false'>. This is, at best, a counter-intuitive way to do this. See
https://github.com/TEIC/TEI/issues/2154.

@require vs @except

The <anyElement> element has two attributes for controlling which elements may
be represented: @require and @except. Either or both may be used; either may
have one or more namespace URIs in its value (@except also allows QNames of
elements). But the Guidelines make no mention of what a processor is to do if the
same namespace URI is on both @except and @require. See
https://github.com/TEIC/TEI/issues/2369.
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Abstract

Graphical user interfaces, as communication channels between man and machine,
represent a crucial ingress route for the use of digital editions. They are an
expression of culture-specific forms of access to digital resources, they can be seen
as an intentionally designed usage guideline (cf. Dillen 2018), and further as
»arguments« of editions themselves (cf. Andrews/van Zundert 2018). Under the
paradigm of separating the representational (data) layer from the presentational
(output) layer, they serve as a bridge by mediating one into the other, appearing as
integral parts of the presentation determined by the underlying data.

The steep increase in the number of digital edition projects has led to repeated
ventures to generalize this mediating function and integrate it into frameworks for
digital editions. Multiple-use interfaces seem attractive, however their
development is costly, and so far they could only be realized convincingly on a
relatively basal level or under the condition of sufficiently large similarities of the
underlying data (cf. Galka/Klug 2023). An outstanding approach is, for example, the
TAPAS project (2016), where the used XSLT script can be selected during use.
Fechner (2020) proposed to use a manifest to fill the gap between edition data and
their interfaces, based on the example of IIIF. Relevant parts of this approach have
already been implemented in the ediarum.WEB (2020) software library, and allow
digital edition projects to focus development work on data modes and interfaces.

Even though interfaces of digital editions come in a variety of forms, the object
description already captured in ediarum.WEB can be translated into reusable
components. We will demonstrate how the framework »Synopticon« (cf. Herbst et
al. 2023), developed at the Center for Philology and Digitality (ZPD) of the
University of Würzburg, takes up this idea and tries to achieve a generic, modular,
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and adaptable solution for recurring structures in synoptic interfaces of digital
editions. For this purpose, the single TEI-encoded text is modeled as a triad of
navigation, text layers, and meta-information in order to juxtapose several such
units. The fact that these components are already implicitly contained in TEI
documents, queries or document transformations (cf. figure 1), shows how strongly
intertwined the interface and the TEI document are, despite the paradigmatic
separation of data and presentation layers. From this perspective, the interface
appears as a purpose-built derivative of the data layer.

Fig. 1: From TEI to Interface (by Yannik Herbst)

Additionally, to these tasks, the long-term implications of an interface description
model need to be discussed. Due to the increasing relevance of digital heritage, the
requirement to describe digital interface components in TEI will emerge in the
foreseeable future. Digital interfaces constitute para texts (cf. Dillen 2018) which
are comparable in their purposes to material text. For these, the TEI provides
sufficient elements and attributes. Can an interface description model also provide
a means of describing older digital interfaces and, at the same time, support the
generic generation of new interfaces? Or are these two different sides of the same
coin?
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The project establishes a co-operative network and creates a representative digital
collection of already edited and printed 18th-century letters. As an infrastructure
project in the DFG funding program "Digitisation and Indexing", PDB18 does not
itself pursue a research question of its own, but will enable research on epistolary
exchange in the 18th century using digital methods (network analysis, text mining
etc.) by providing comprehensive data sets of metadata and full texts.

The corpus will include letters that correspondents have written in the German-
speaking area or sent there. It potentially includes all languages, although German,
Latin and French will predominate. The letters will be accessible via metadata,
images, and (in part) full texts via the portal PDB18 (www.pdb18.de), which is based
mainly on the existing infrastructures correspSearch (Dumont, Grabsch, Müller-

Laackman 2022) and ZEiD[1].

The metadata of the edited letters is captured and provided according to the
Correspondence Metadata Interchange Format (Stadler 2014, TEI Correspondence
SIG 2018). The capturing of metadata and the enrichment with IDs from authority
files (Stadler 2012) is done manually, as this has proven in tests to be the most
efficient approach. The metadata is aggregated in correspSearch, where it can be
searched extensively (Dumont 2016) and retrieved via various APIs (TEI-XML, TEI-

http://www.pdb18.de/
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JSON; in the future also as RDF). Within the project, correspSearch will be
extended by various functions, e.g. new search functions (such as the language used
in the letter) and a registry in which letters can be defined as (abstract) work
entities. This will also make it possible to map different editions of the same letter
to each other.

The published letters from 18th century prints and modern editions are scanned in
the ULB Darmstadt. The images form the basis for generating full texts using the
OCR software Transkribus. Transformation tools are used to convert the text into a
TEI-XML format, which is based on the Base Format of the German Text Archive
(BBAW 2022). The TEI-XML documents are stored in eXist-db (eXist Solutions
2023), the transcribed text and the corresponding facsimile are presented side by
side with the help of the framework wdbplus (Kampkaspar 2018). All full texts are
searchable and offered for download via interfaces.

The project is funded by the Deutsche Forschungsgemeinschaft (DFG) and started
in 2022.
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Notes

�. https://www.ulb.tu-
darmstadt.de/die_bibliothek/einrichtungen/zeid/index.de.jsp ↩
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Pedagogical Approaches to Encoding
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Abstract

As practitioners and scholars who engage with music encoding we already
understand the affordances that encoding music or text can bring to our research
and scholarship. However, individuals who are not yet familiar with encoding
schemas and the usefulness of digital methodologies may not have a clear
understanding of the “why” in using a digital method or an encoding schema (e.g.
MEI, TEI). The aim of this workshop is to provide attendees with a concrete
understanding and means for communicating the “why” through the use of two
pedagogical approaches: deconstruction/reconstruction and backwards design.

Deconstruction/reconstruction is an approach in which you take an existing project
and disassemble it according to the tools, technology, methods, and techniques
used in its creation. This approach enables a learner to feel empowered and get an
inside or “under-the-hood” look at how a digital project was developed, which in
turn allows them to have a better understanding of the affordances that certain
digital tools and methods can provide them. Backwards design focuses on
identifying learning outcomes at the outset and facilitates learning, as well as
critical thinking.

As our first example, we will turn to the Digital Splitleaf project
(https://splitleaf.org). This project was born out of musical practices such as balladry,
folk music, and hymn and psalm singing in which a poetic text is sung with melody
with which the performer is most familiar. This practice was particularly common in
the early modern period, and it continues today in many churches located
throughout Scotland. The printed resources supporting this tradition are produced
in a split-leaf format, in which a booklet of tunes is bound above a booklet of texts,
thereby allowing the user to select a tune and then select an accompanying text.
The result was still rather awkward, requiring singers to keep one eye on the melody
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above and another on the text below. Before the creation of the Digital Splitleaf,
digital editions would either print the text without the melodies or would preserve
the awkward layout of the printed editions with the melody reproduced above and
the text below. We will walk through the process of surveying existing digital
editions that predated the Splitleaf and then ask workshop participants to consider
how they might build their own edition. We will then consider the technologies that
were eventually employed with the Digital Splitleaf, offering opportunity for
extension and critique. We will then provide a sampling of other projects that use
MEI and/or TEI, and through facilitation and prompts attendees will have an
opportunity to deconstruct a project with a partner.

Using the backwards design approach, we will ask attendees to identify a learning
goal, either for themselves or for students, in which an encoding language/schema
plays a role. Attendees will work with a partner to develop questions and learning
outcomes specific to their use case. For example: if someone is teaching a music
seminar in which they are exploring critical editions in music, they may want to
create an assignment in which their students have to encode excerpts from a
manuscript or early edition. They will also create a learning activity that they can
take away with them and apply in a real-world scenario.

This workshop is for individuals who are interested in applying pedagogical
approaches to the encoding of musical and/or textual content. Participants will need
their own laptops.
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Publishing TEI and MEI with TEI Publisher
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Workshop Keywords: TEI, MEI, Publishing, ODD

Abstract

The motivation behind TEI Publisher is to provide a tool which enables scholars and
editors to publish their materials without becoming programmers. This full day
workshop will demonstrate how to create a digital edition with MEI and TEI sources
using TEI Publisher. TEI Publisher, now in continuous development for more than 7
years, is already used by a number of large and known edition projects as well as
many smaller ones.

TEI Publisher is an open source community effort. At its core it implements the TEI
Processing Model, which is part of the TEI standard, and defines in a descriptive,
media-independent way how a TEI document should be rendered for publication.

However, online editions require more than just a text transformation: from
navigation, pagination, search, facsimile display to handling of mathematical
formulas or embedded music notation, and so on. TEI Publisher deals with those
aspects, providing all the necessary lego-like building blocks for an online edition.

The workshop will start with a quick introduction to the TEI Processing Model,
explaining the techniques needed for transforming a specific TEI document for
display. It is recommended that attendants already familiarize themselves with the
Processing Model, e.g. by reading through the online workshop available on GitHub.

We will work on a few correspondence examples, which also include musical
notation encoded in MEI. Attendants will learn how to:

output components dedicated to properly display the music embedded within
the text

change the overall layout via templates

customize the full text and facetted search

https://teipublisher.com/
https://e-editiones.org/
https://tei-c.org/release/doc/tei-p5-doc/en/html/TD.html#TDPM
https://github.com/eeditiones/workshop#slides
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use the TEI Processing model to render additional metadata contained in the
MEI.
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Reconciling corpora from enthusiast and
scholarly communities: a sustainable
approach to augmenting the Electronic
Corpus of Lute Music
Tim Crawford, Goldsmiths University of London, United Kingdom
David Lewis, University of Oxford e-Research Centre

Long Paper Keywords: MEI, Tablature, Lute music,
Musicology, Software Sustainability

Abstract

In this paper we report on the augmentation of the Electronic Corpus of Lute Music
(ECOLM) – an online collection of encoded music – with material originating from
different communities with somewhat different priorities. These differences are
reflected in the selection of music, the style of the encodings themselves, the level
of annotation of the music, and the amount and quality of supporting metadata.
Since the new material contains metadata and transcriptions for tens of thousands
of items, an important consideration is sustainable and scalable approaches to the
integration, improvement and management of the resulting dataset.

Music for the western lute was written in various forms of tablature notation. The
repertory (c.1500-c.1800) is very large, perhaps up to 100,000 items surviving in
both printed and manuscript sources. Although many are duplicated, these are very
rarely identical copies. A large number are lute arrangements of well-known vocal
music, often with highly virtuosic elaborations added to the sequences of notes in
the original voice-parts.

Variation between versions, and the relationship between arrangements and their
models, can provide musicologists with evidence for studies of style, influence and
performance practice. To use the methods of digital humanities we need large
datasets of encoded lute music, ideally in parallel with contemporary vocal and
keyboard music. Digital editions can also allow the music to be presented in a
variety of alternative forms from the same encoding: perhaps in a different style of
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tablature, as a staff-notation transcription intelligible to non-players, or as audio
playback.

The ECOLM project began in 1999 to work on ways of handling lute music in
machine-readable formats taking advantage of current web technology. A major
step forward since those early days has been the establishment of an MEI module
for encoding tablature. Using Verovio in a web browser allows lute tablature to be
displayed in its Italian and French versions directly from MEI files, and there exists a
software converter between most encoding formats used for lute tablature.

ECOLM currently contains around 2,000 academically-curated items, a small
subset of the lute repertory. We are augmenting this corpus greatly by incorporating
resources intended for a different community – that of lute-playing enthusiasts,
whose priorities in certain respects differ from those of academics.

Enthusiast lutenists generally want to play from ‘performing’ editions of lute works;
these may correct errors, regularise barring and repeats, reconstruct missing
passages, and even combine sections from different sources. Often these
interventions are made without comment. A significant number of players will also
happily download and play from facsimiles of the original sources as PDFs,
accepting or ignoring the often frequent errors or idiosyncracies of those sources.
Some, notably professional performers preparing for concerts or recordings, may
be prepared to go to the trouble of comparing a performing edition note-for-note
with a facsimile, but many will not.

Some 8,000 pieces forming the contents of various published editions have also
been donated to us; these comprise the encodings used to generate printed
tablature, plus accompanying material (unstructured metadata) in Word or PDF
files. The majority were originally published by the UK Lute Society in newsletters
or tablature editions distributed to members over several decades (the machine-
readable encodings have often been made or revised by the editor, John Robinson,
more recently). The supplied metadata is generally quite complete, although over
time (e.g. as manuscripts in private hands have changed owner or found their way
into public collections) some inevitable discrepancies have crept in.

Meanwhile, we are also adding a larger collection of about 20,000 pieces from an
online web-resource https://www.lutemusic.org, curated and largely encoded by
Sarge Gerbode but contributed to by a number of other enthusiasts, including many
encodings of entire sources. An accompanying spreadsheet contains basic metadata
for much of the collection. While the spreadsheet provides useful information about

https://www.lutemusic.org/
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the sources used by the encoders, it has little scholarly pretension and has not been
automatically updated as the resource grows.

Finally, we hope to incorporate a large metadata repository for lute sources
https://mss.slweiss.de which includes full inventories of around 900 sources, plus
encoded tablature incipits for over 60,000 pieces. It covers the historical repertory
nearly completely, but is of variable accuracy and consistency. On the other hand, it
is the only online resource of its kind, offering something like a parallel for lute
tablatures to RISM’s indexes of polyphonic vocal music sources from the
Renaissance.

https://mss.slweiss.de/
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Relation^3: How to relate text describing
relationships with structured encoding of
the relationships?
Selina Veronika Galka, University of Graz, Austria
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Short Paper Keywords: assertive edition, personal
relationships, TEI, RDF, RDFa

Abstract

How can personal relationships ("Henry and his brother") in historical sources be
modeled under the aspect of "assertive editing"? The concept of "assertive edition"
is based on a multi-layered representation by linking embedded annotations
(annotations with TEI/XML) with external information structures (e.g. RDF) in order
to model the facts contained in the text as assertions (Vogeler 2019, 315), whereby
different possibilities for this linking exist (Boot/Koolen 2021).

For modeling relationships of persons, the TEI proposes the element tei:relation
with the attributes @name, @active and @passive. We follow this proposal for the
modeling of the relationships themselves using the attributes @type for more
precise specification of the relation, e.g. "family", @name for the type of relation,
e.g. "brother" and @mutal, @active or @passive for the persons involved ("#Henry",
"#HenrysBrother"). This modeling approach is simple, can be easily translated to
RDF and as much information as possible remains in the TEI/XML data. However,
the TEI does not declare a canonical way to link prosopographical information with
text. For linking TEI/XML and RDF structures, RDFa can be embedded directly in
TEI/XML; tei:xenodata offers a possibility to embed RDF statements in the TEI
document. One argument against the use of both of them is the more difficult
human readability of the TEI document (Vogeler 2019, 317). As tei:xenodata is
defined in the context of the tei:teiHeader, its main purpose is in the storage of
metadata and, by this, seems to be out of scope.

We suggest annotating the text with tei:seg and referring to the @xml:id of the
tei:relation with the attribute @ana. @ana seems to be the best solution to refer to

https://tei-c.org/release/doc/tei-p5-doc/en/html/ref-relation.html
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statements, as @ref is used to link to an entity (Vogeler 2019, 317) and @ana is a
globally available attribute. Schwartz, Gibson and Torabi also dealt with modeling
relationships in their projects Syriaca.org/SPEAR, where they create a full blown
factoid prosopography with TEI. They rely, similar to our approach, on the use of
tei:relation to represent the familiar relationships, but the linking method applied is
much less granular, as the general factoid model does not require a detailed
annotation of the source on which the claim of the factoid is based.

To link the relations and the text, it would be also possible to use tei:annotation - it
is following the web-annotation model pointing into the text (annotation/ptr), a
referencing method one could call “inward pointing” from the perspective of
editorial sciences, while one could call our method, i.e. linking the <relation> to the
text as context to which we point via the @ana mechanism from the edited text,
“outward pointing”. Both the tei:xenoData and the tei:annotation introduce an
additional effort in encoding with not adding more information necessary for our
edition: the tei:annotation would add a richer description of responsibility and
documentation of the annotation act, while the tei:xenoData approach would add
rich linked data semantics which would only help to include external definitions of
the relation types, while all other modeling semantics is available in the TEI itself. In
the context of our edition this additional effort is not justified. Therefore, we
decided to use the most simple encoding pattern. The encoding can be converted
via XSLT into both other methods without losing information, see GitHub: MGS.
Additionally, the outward pointing method is better aligned with the layered
editorial concepts as presented by Elena Pierazzo (2015, 43) or Patrick Sahle
(2013:III, 251-340), where the annotation is considered an interpretation of the text
passage, i.e. an analytic step based on the text itself.

With these modeling proposals, no new TEI elements or attributes would need to be
defined, all information is available in the TEI/XML and can be mapped to RDF with
appropriate transformations.

Bibliography

Boot, Peter and Koolen, Marijn. “Connecting TEI Content Into an Ontology of the
Editorial Domain.”. In Graph Data-Models and Semantic Web Technologies in
Scholarly Digital Editing, edited by Elena Spadini, Francesca Tomasi, and Georg
Vogeler, 9-29. Norderstedt: BoD, 2021.

https://github.com/selinagalka1/mgs/tree/main


205

Pierazzo, Elena. Digital Scholarly Editing: Theories, Models and Methods. Farnham:
Ashgate, 2015. https://journals.openedition.org/variants/pdf/408.

Project: SAWS. Composed of teams working at King's College London, the Newman
Institute, Uppsala, and the University of Vienna. URL: https://ancientwisdoms.ac.uk/
[2023-04-15].

Project: Syriaca.org. Vanderbilt University, Princeton University, and the
Contributor(s), 2014. URL: https://syriaca.org/index.html [2023-04-13].

Project: SPEAR. Syriac Persons Events and Relations. https://spear-
prosop.org/index.html [2023-08-01].

Sahle, Patrick. Digitale Editionsformen. Zum Umgang mit der Überlieferung unter
den Bedingungen des Medienwandels. Teil 3: Textbegriffe und Recodierung.
Schriften des Instituts für Dokumentologie und Editorik 9. Norderstedt: Books on
demand, 2013.

TEI: <relation>. Version 4.6.0. Last updated on 4th April 2023, revision f18deffba.
URL: https://tei-c.org/release/doc/tei-p5-doc/en/html/ref-relation.html [2023-04-
15].

Schwartz, Daniel L., Nathan P. Gibson, und Katayoun Torabi. „Modeling a Born-
Digital Factoid Prosopography Using the TEI and Linked Data“. Journal of the Text
Encoding Initiative, 21. März 2022. https://doi.org/10.4000/jtei.3979.

Vogeler, Georg. “The ‘assertive edition’: On the consequences of digital methods in
scholarly editing for historians.” International Journal of Digital Humanities 1 (2019):
309–322.

About the authors

Selina Galka is a research project assistant at the Institute Centre for Information
Modelling (University of Graz), currently working in the project Digital Edition of
the Memoirs of Countess Schwerin (1684-1732). Her main research interests are
digital edition and data modeling.

Georg Vogeler is professor for Digital Humanities at the Institute “Centre for
Information Modelling” at the University of Graz. He served in the TEI board of
directors in 2018-2019. In the Digital Humanities his research interest lies in Digital

https://journals.openedition.org/variants/pdf/408
http://www.kcl.ac.uk/
http://www.newman.se/
http://orientalistik.univie.ac.at/
https://ancientwisdoms.ac.uk/
https://syriaca.org/index.html
https://spear-prosop.org/index.html
https://tei-c.org/release/doc/tei-p5-doc/en/html/ref-relation.html
https://doi.org/10.4000/jtei.3979


206

Scholarly Editing, Semantic Web technologies, Data Modelling, and application of
Data Science to the Humanities.



207

Selective Encoding: Reducing the Burden
of Transcription for Digital Musicologists
Mark Saccomano, Paderborn University, Center for Music, Edition, Media
(ZenMEM)
Lisa Rosendahl, Paderborn University, Center for Music, Edition, Media (ZenMEM)
David Lewis, University of Oxford e-Research Centre
Andrew Hankinson, RISM Digital Center, Switzerland
Johannes Kepper, Beethovens Werkstatt, Germany
Kevin Page, University of Oxford e-Research Centre
Elisabete Shibata, Beethoven-Haus Bonn, Research Centre “Beethoven-Archiv”

Long Paper Keywords: Music Encoding, Metadata,
Arrangements, Data Modeling,
Corpora

Abstract

One of the largest barriers to digital musicology is the time required to create an
encoded music file. These files contain the musical data that often serve as the
primary material in digital research. While tools exist to automate parts of the
process, (format converters for music notation software, for example, and optical
music recognition technology) most of the symbolic content–pitches and rhythms–
still needs to be entered manually, note by note. Even for an experienced encoder,
it can take up to two weeks to finish encoding a single symphonic movement.

To facilitate the creation of corpora for digital analysis, we have developed a
procedure for encoding only the portions of a score relevant to a particular study.
These encodings can then be extended at a later time, and by any other scholars
who have access to them. Currently, there is no standard way to record metadata
that details which specific aspects or sections of a score have been encoded. This
paper will introduce a pair of possible methods, constructed in the course of our
research and tool development, to enhance the ability of MEI to accommodate
these partial encodings and then evaluate the benefits of using one approach over
the other.
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The first method takes advantage of MEI's capacity to create customized schemas.
It features both new and repurposed elements and attributes to model a music
encoding as the complete collection of a source's encoded and unencoded sections,
with each section having a unique identifier and a set of parameter values that allow
for easy-to-find and easy-to-read metadata regarding the extent of the score's
digital representation.

The second, simpler method works within current MEI structures and consists of
additional documentation to clarify existing usage, taking advantage of element
entailments along with text descriptions to identify and retrieve encoding
information from an MEI file.

We present our experience in creating the corpus for the Beethoven in the House
project, a digital study of Beethoven's symphonic works arranged for performance
in the home. Our project serves as a case study that illustrates some of the
assumptions that underlie these two methodologies, and how project-based
considerations can lead to the adoption of one approach over another. Time and
resources were limited, and encoding entire symphonic scores was neither feasible
nor necessary, as musicologists on the project were only interested in comparing
certain passages of the large scale works and their realization in various
arrangements. This led to our interest in developing and documenting methods in
MEI for creating what we call "selective encodings."

We discovered that the introduction of new elements and attributes in MEI can be
at odds with an archival philosophy that prioritizes the preservation of materials and
interoperability of digital resources. And while a project may have needs that can be
easily addressed with additional data structures, it can be worthwhile to consider
instead adapting to the data model of an existing standard, thus better ensuring
that a project's research contributions can be shared and its data reused.

About the authors

Andrew Hankinson is a researcher and software developer for the RISM Digital
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Encoding Initiative.
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Abstract

The Tasso in Music Project (https://tassomusic.org) is a complete digital edition of
the early modern musical settings of the poetry of Torquato Tasso (1544–95), the
most prominent poet of late sixteenth-century Italy. Comprising about 800 musical
settings and representing the work of over 200 composers, this repertoire is
significant not only for musical reasons—for instance, with many parallel settings of
the same poems, the corpus lends itself especially well to comparative analysis—but
also, and most importantly in this presentation, for literary reasons, since the
musical settings can shed light on the dissemination of Tasso’s work and can offer
insight into the form and meaning of his poems.

Accordingly, besides providing newly made critical editions of the musical settings
in a variety of electronic formats (Humdrum, MEI, MusicXML), the project features
a substantial literary component whose function is to help us to better understand
the tradition of the poetic texts and music/text relations. More specifically, the
project includes TEI transcriptions of the poetic texts as they appear in musical
settings and in contemporaneous literary sources, both manuscript and printed, as
well as tools for the dynamic visualization of literary variants across sources. This
textual component provides indispensable data for the study of the transmission of
Tasso’s poetry, which is notoriously intricate as many of his poems survive in
multiple versions with substantial variants. These data are of interest for
musicologists, who can use them to trace the sources used by composers, to assess
filiation between settings of the same poem, and to study possible manipulations of
literary texts by composers. The data are equally interesting for literary philologists,
who can use them to broaden their perspective on the tradition of Tasso’s texts,
having access for first time to variants that are recorded only in musical sources,

https://tassomusic.org/
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some of which may be ascribable to Tasso himself by virtue of his proximity to
several major composers of the time.

Likewise, building on the possibilities afforded by digital encoding, the Tasso in
Music Project offers several online tools to study the interaction of poetry and
music, both within single pieces and across the repertoire. The data for both music
and poetry are also available for further offline and additional analyses. Currently
available online analysis tools address the melismatic treatment of words and the
use of textual repetition in the music–the latter is particularly useful to quickly
identify keywords in a poem. In the presentation, we will also present new tools that
will allow users to analyze the relationship between poetic prosody and musical
durations/meter as well as between poetic and musical syntax (for instance, the
correspondence, or lack thereof, between ends of poetic lines and cadences),
showing how musical settings can function as parsings of a poem’s metric and
syntactic structure.

Through these tools, the Tasso in Music Project restores the centrality of poetry in
early modern vocal music, addressing an interdisciplinary audience encompassing
not only performers and scholars of music (historians, theorists, music encoders),
but also scholars of literature (Italianists, linguists, textual encoders).
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Abstract

TEI is one of the founding technologies of the digital humanities, and text-encoding
offers a productive way for students and colleagues to begin engaging with DH. And
yet, there is relatively little discussion about TEI (and MEI) pedagogy at this
conference, the DH conference, and in the secondary literature. We believe that
one reason for this absence is that the teaching of TEI and MEI happens in different
environments—undergraduate classrooms, graduate seminars, the training of
research assistants, and workshops of varying lengths, intensities, and audiences—to
different ends—literary analysis, text recovery, data mining, translation studies,
digital editorial production—and with radically different kinds of texts. Increasingly,
students are learning TEI to undertake work on cultural reclamation/representation
and social justice, for example.

To address this lacuna, we have begun work on a volume that foregrounds the
pedagogy of encoding, and this roundtable is a first effort of some of the volume’s
contributors to present their arguments and to hear feedback from the community.
The roundtable panel we propose we hope will address some of these different
approaches to teaching and learning TEI and MEI through a series of short talks,
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rapid-fire questions from the presiders to the panelists, and a robust 25-minute
conversation that involves the entire audience.

Nine panelists will each address teaching TEI in different contexts. Constance
Crompton will describe how her undergraduates encode Victorian classics with an
eye toward contemporary problems of textual preservation and representation. The
students Gimena del Rio Rande teaches often have radically disparate access to
computing technologies, which has led her to use minimal computing
infrastructures to create equitable digital editions. Relatedly, Raffaele Viglianti will
consider what TEI learners must be taught in order to minimize the role of
infrastructure in TEI and MEI publishing, with a focus on helping those learners
thoughtfully disseminate their digital publications. Working in Africa, Emmanuel
Ngué Um’s students experience multilingualism as a fact of social life but also
confront linguistic uniformization; he will address how text encoding and specifically
TEI provide a framework for accommodating linguistic diversity and preserving
linguistic rights as a means for social justice. Kiyonori Nagasaki also confronts
language challenges in TEI pedagogy, focusing on the challenge of adapting TEI for,
generally, non-Latin scripts and, specifically, Japanese. Tim Duguid will
contemplate the challenges of teaching MEI simultaneously to media students (who
have some technical skills but no musical skills) and music students (who have music
skills but no technical skills), including both the work of encoding and analysis.
Rather than teaching two types of students, Janelle Jenstad discusses what her
students gain by learning two XML languages: TEI and DocBook; comparing the two
languages not only helps students understand the flexibility of XML languages but
also helps them approach TEI critically as one language among many, with its own
particular applications, strengths, and weaknesses. Martina Scholger, who frequently
teaches workshops for early-stage researchers at the Institute for Documentology
and Scholarly Editing, will reflect on best practices for both pedagogy and curricula
development while also examining how the social and community-building aspects
of such workshops are critical components of their pedagogy. Finally, James
Cummings will present a provocation and argue that it is time to deemphasize XML
as the centerpiece of encoding education and to focus from the start on the TEI
conceptual model itself.

Our plan for the session is as follows. First, each presenter will speak for three to
five minutes, outlining the key argument of their chapter for the volume. Second,
the presiders (Jakacki and Croxall) will lead a lightning round in which a question will
be posed and each panelist will have a maximum of 60 seconds to respond. The
lightning round will have a maximum of two questions, which will be shared with
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panelists ahead of time so they have a chance to formulate responses. Our potential
questions include the following:

What was the thing you had to teach yourself in order to teach the TEI?
How has teaching changed your relationship to the TEI/MEC?
What outcomes/skills do your students gain from learning encoding? How
does encoding change their lives/studies? What was the hardest TEI teaching
experience you’ve had?

Third, the remainder of the time will be devoted to framed discussion among the
panelists and the audience.
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Abstract

TEI Lex-0 is a strict customization of the TEI P5 Guidelines for marking up
dictionaries which establishes a baseline encoding and a target format to facilitate
the interoperability of heterogeneously encoded lexical resources (Tasovac et al.
2018). TEI Lex-0 has received strong community support and uptake: for instance,
the format was chosen, together with Ontolex-Lemon (McCrae et al. 2017) as one
of the default data models by the European Lexicographic Infrastructure (Tiberius
et al., 2022); while the DARIAH Working Group on Lexical Resources, which
maintains the TEI Lex-0 Guidelines, received the 2020 Rahtz Prize for TEI

Ingenuity.[1]

This panel will report on the recent developments with TEI Lex-0 and discuss
possible new directions. We will do this by delivering three papers: one on dictionary
metadata, one on our user-friendly tools to help both the editing and publication of
TEI Lex-0dictionaries; and one on the challenges of encoding descriptive
grammars. We plan to leave sufficient time for community feedback and interaction
with the audience. The panel will be of interest not only to TEI experts in
lexicography and linguistics, but also to metadata specialists, tool developers and
the wider audience of TEI enthusiasts who are interested in the social and technical
aspects of the application of TEI in various domains.
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Encoding Metadata for Dictionaries in TEI Lex-0

This paper highlights the need for domain-specific metadata standards and
demonstrates the usefulness of strict TEI Lex-0 Guidelines for encoding dictionary
metadata. While the FAIR principles of findability, accessibility, interoperability and
reusability (see Wilkinson et al. 2016) have received wide political support and are
well-established in science, technology and innovation domains (see Tóth-Czifra
2020), their generic and discipline-agnostic nature leaves significant room for
improvement. Lexicographers and researchers need specific information that goes
beyond generic metadata formats and focuses on the specific questions of linguistic
scope, structural model, markup granularity etc. FAIR Data on its own is not
sufficient for such queries.

The paper will review the current state of metadata in lexicographic resources, with
references to both LexBib and LexMeta (see Lindemann et al. 2018; Kosem and
Lindemann 2021; and Lindemann et al. 2022), explain the rationale for the strict
encoding choices made in TEI Lex-0, and contextualize the work on standardizing
TEI Lex-0 metadata in the teiHeader within the broader standardization landscape
including: a) the ongoing work on ISO 24612 (Lexical Markup Framework) (see
Romary et al. 2019); and b) the Lexicographic Data Seal of Compliance, a
community-based certification system for lexicographic resources that adhere to
best scholarly practices (Tasovac et al. 2021).

Building an Infrastructure for TEI Lex-0

This paper describes two user-friendly tools for working on and with TEI Lex-0

encoded dictionaries: a customized TEI Lex-0 framework for oXygen XML Editor[2],

and a customization of the TEI Publisher[3] for lexicographic resources.

The TEI Lex-0 framework, available as an add-on for oXygen XML Editor, offers
access to frequently used pieces of XML code (e.g. namespaces or basic parts of
the entry structure) with associated keyboard shortcuts. The Author Mode offers
intuitive interactive elements for editing metadata as well as dictionary content.
Rules defined using Schematron with a Quick Fix extension are used for validation,
advanced checking and editing. For data analysis (e.g. extracting headword lists,
distributions of morphological categories etc.), XSLT transformations are bundled
and used in combination with XQuery functions.
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TEI Lex-0 Publisher extends the main functionalities of TEI Publisher using XQuery,
Webcomponents and JavaScript to offer basic and advanced features for working
with monolingual (and, in a future iteration multilingual) dictionaries, including, for
instance: browsing, simple and advanced search (combination of multiple
parameters), facets, facsimile display, the definition of a REST API for working with
dictionary data etc.

Encoding Descriptive Grammars in TEI Lex-0

Descriptive grammars are one of the cornerstones of the study of language: while
dictionaries, broadly speaking, describe the meaning of words, grammar books
describe how the words are constructed and how they are put together to form
meaningful sentences. And just like dictionaries, grammars created in the past are
still of interest to humanities scholars: they document not only the past epochs of
particular languages, but also the evolving thought about language as such and its
central role in society.

In this paper, we’ll analyze the differences between encoding grammars and
dictionaries while paying special attention to the interplay of structured elements
(ranging from individual morphosyntactically tagged forms to full-blown
declensions and conjugations) within the largely narrative text of grammar books.
We will argue that the encoding of grammar books can be made semantically more
precise and infrastructurally more interoperable through the reuse of structural
patterns or “crystals” (Romary and Wegstein, 2012) recommended by TEI Lex-0.

The paper will conclude with suggestions on how the encoding of grammatical
information can be improved across the several parts of the TEI Guidelines.
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Abstract

Research Background

Legal documents and judgments serve as crucial sources of legal knowledge and
social background information. Analyzing these texts using natural language
processing (NLP) techniques holds significant value. However, the complex
structure and unique formats of legal documents pose challenges to such analysis.
In light of this, our research proposes a specialized form and process for the Text
Encoding Initiative (TEI) applied to legal judgments. This process leverages domain-
specific legal knowledge to add specific markup for legal concepts and terminology
as metadata.

In this article, we incorporate TEI as an integral part of the research design for legal
analytics. Our study utilizes a set of homicide judgments as research materials and
devises a process to convert raw text into a computable dataframe. This process
involves employing specialized data structures for text encoding, methodologies for
encoding via XML platforms, structural editing, meta description, and
computational analysis

Literature Review

In the beginning, the TEI process was primarily used in the research fields of
literature, history, and philosophy [1,2]. Its application was primarily focused on text
data. However, over time, the scope of TEI has expanded significantly. The TEI
process is now being applied to various other types of data, such as religious classics
[3,4], parliamentary records [5], and even "Voice Data" [6], which is another topic of
discussion at this conference. Despite this broadening range of TEI applications,
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there is still a noticeable dearth of TEI implementation and annotation within the
legal text domain. It is this void that our research team seeks to address and
contribute to.

With TEI technology advances, scholars are increasingly reevaluating the ontologies
of their respective research fields [7]. They are striving to redefine metadata and
(re)build ontologies to suit the digital methods and tools available. In the realm of
legal studies, which has a long-standing tradition of matured methodologies, our
contribution lies in creating a new ontology specifically tailored to legal research
that effectively integrates digital methods and practices. It is also to enhance TEI
Engineering by developing/rethinking an “digital ontology” of legal domain.

Research Design

In this case, our primary research objective is to predict the "sentence term of a
homicide case." To achieve this, we have designed a comprehensive "sentencing
factors" ontology derived from the criminal law code. Through the application of our
TEI processing and computational analysis approach, we effectively extract valuable
information from legal judgments and employ it to predict the potential sentencing
outcomes.

Our research showcases the efficacy of our TEI method in legal text analysis and
TEI processing. The adoption of specialized data structures, encoding
methodologies, and meta descriptions ensures accurate computational analysis,
leading to meaningful results in the context of sentencing predictions. The
utilization of TEI in the legal domain showcases the potential of this approach as a
valuable tool for enhancing legal text analysis and supporting decision-making
processes.

Furthermore, our research extends beyond the legal domain. By offering insights
into specific corpora, formal ontologies, and best practices in TEI, our approach has
far-reaching implications for researchers in diverse fields. During the conference,
our presentation will not only include a comprehensive description of our TEI
processing approach, but we will also provide a demonstration of TEI in action within
the realm of legal studies. Overall, our research contributes significantly to the
broader exploration of TEI's potential in advancing legal studies and computational
analysis.
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Abstract

Digital editions are now established as state of the art in the humanities and cultural
studies. A large number of source types from different eras are now digitally edited.
Thanks to their almost unlimited editorial possibilities, digital edition processes have
proven superior to pure print publication (for the current discussion, see
Driscoll/Pierazzo 2016). The shift from print to digital edition brings with it a wealth
of search and evaluation possibilities and also enables the development and
differentiation of semantic markup (summarised by Sahle 2013). The Text Encoding
Initiative (TEI) has established itself as an authoritative standard in this field.
Correspondence data in particular are the focus of numerous internationally
networked research projects. One example of digital letter editions is the European
cooperation project Reassembling the Republic of Letters led by Howard Hotson
and Thomas Wallnig, which has developed overarching standards in the modelling
and digital analysis of correspondence data (cf. Hotson/Wallnig 2019,
http://republicofletters.stanford.edu/). At the national level, digital editions of early
modern correspondence such as the projects PROPYLÄEN. Goethes Biographica
(https://goethe-biographica.de/), Jean Paul – Sämtliche Briefe digital
(https://www.jeanpaul-edition.de/start.html), edition humboldt digital
(https://edition-humboldt.de/) and the Carl-Maria-von-Weber-Gesamtausgabe
(https://weber-gesamtausgabe.de/de/Index) are examples of active Digital
Humanities research in this field. The web service correspSearch of the Berlin-
Brandenburg Academy of Sciences and Humanities (BBAW) should also be
mentioned in particular, which offers the networking of numerous editions and thus
enables research perspectives beyond the individual edition.

It should be noted, however, that these editions focus on visual access to the
material and hardly provide for data-based access.

http://republicofletters.stanford.edu/
https://goethe-biographica.de/
https://www.jeanpaul-edition.de/start.html
https://edition-humboldt.de/
https://weber-gesamtausgabe.de/de/Index
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Graph-based digital editions offer both visual and data-centred access. They thus
enable the analysis of semantic information in networked form and transfer it into
knowledge graphs (Kuczera 2020). Thus, not only multiple representations adapted
to the respective interface become possible from a structured text (such as HTML,
PDF, ePub etc.), but also pattern-based queries on content aspects. In these
functions, the graph-based digital edition emphasises the usage aspect over the
reading function: 'not merely reading, but using the edition' (Gabler 2010). This
usage aspect manifests itself, among other things, in the finely granular search and
filter options of the web and data interfaces. The search functions of graph-based
digital editions are semantically oriented and can show connections in the strongly
networked research data and make lines of connection visible. This gives users more
room for their own content analyses, e.g. via faceted searches, via data mining
methods or semantic or pattern-based search options (Hörnschemeyer 2017). A
graph structure that models data flexibly linkable as nodes and edges of a network is
particularly suitable for this, as it can also map overlapping multidimensional
annotation hierarchies (Kuczera 2020). This allows different annotation levels, e.g.
layout, formatting, semantics, content indexing and annotation, to be modelled and
evaluated together. Examples of the implementation of digital graph-based editions
are the projects Die Sozinianischen Briefwechsel
(https://sozinianer.mni.thm.de/home) and Das Buch der Briefe der Hildegard von
Bingen. Genesis – Structure – Composition
(https://liberepistolarum.mni.thm.de/home). Both rely on graph technologies
through the combination of graph database (neo4j) and graph-based edition
environment in conjunction with TEI semantics, both in data modelling and in
editorial practice (Kuczera 2020).

The current state of digital editions is the use of XML. Here is an example:

https://sozinianer.mni.thm.de/home
https://liberepistolarum.mni.thm.de/home
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Fig. 1: XML-Page from the German Text Archive

Text and annotations are captured together in XML structures. The text still
remains readable in our simple example. However, it is obvious that with more
annotations, which may also come from different people, the complexity increases
very quickly. In addition, with XML the so-called containment applies, i.e. different
annotations may not overlap. A new approach to store text and annotations is the
modeling of text and annotations in a graph.

Fig. 2: Text as a chain of Token-Nodes accompanied by annotation nodes which are not
part of the Token-Chain

In this case, the words are put into (yellow) token nodes, context. Annotations are
attached to this text chain in additional (brown) nodes.

Thomas Efer has also described such a model in his dissertation.
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Fig. 3: Graph-based text model from (Efer 2016) p. 76

(Efer 2016) ends at the token level. In our use case, another layer is added with the
individual characters in the nodes, as shown in the following figure.

Fig. 4: Text model with token and character level based on texts from the Hildegard
project

(see also: https://liberepistolarum.mni.thm.de).

The Character-Chain models whitespace as explicit nodes, so the model can be
agnostic about what is to be defined as a token.

The presentation will show the graph-based scholarly editions of SBW and
Hildegard which aim to give full flexiblity within tha annotation process to the editor
while keeping interoperatbility with using the semantic of the TEI.
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Abstract

The XPointer framework is one of those W3C notions that are dead today. So are
the TEI XPointer schemes. The reasons are manifold. Most notably, there has never
been a full-grown implementation of an XPointer processor. Furthermore, it is
unclear, what a processor is to do with the pointers, that actually only point to a
portion of a resource. XPointers have thus never grown to their paradigmatic field
of application, in which they could have proven their value. Specified in the SATS
section of the guidelines, TEI XPointer schemes occur at several other sections,
among them dead-by-design SASO. This bad company appears to be symptomatic.

However, there is a paradigmatic field of application for the TEI XPointer schemes:
the Web-Annotations-like <annotation> element and its @target attribute. If
this element is really meant to “represent an annotation following the Web
Annotation Data Model” like the TEI reference states, then we need a referencing
mechanism, that is compatible with the Web Annotation’s selector mechanism, and
that at a specification level. The TEI XPointer schemes not only do satisfy this
requirement but are the only specified component of the TEI, that satisfies it.

This short paper first introduces a full implementation of the TEI XPointer schemes:

an ANTLR-based XPointer parser, a Saxon-based processor, and its APIs.[1] The
processor has a Java API and an XPath API. This enables the evaluation of XPointers
in XSLT and XQuery through XPath function extensions, e.g., xptr:get-
sequence(...) for getting the sequence of items pointed to, or
xptr:type(...) to get the pointer’s type. There are also conversion functions for
translating TEI XPointers to Web Annotation Selector schemes and vice versa.
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The paper then showcases the application of TEI XPointers in
annotation/@target in a project from the field of Old Testament research.
Here, portions of Masoretes’ book of Ijob are annotated and related to translations
in Septuagint and Targum, in order to examine semantic deferrals in the textual
traditions. This is a specific application in the more general domain of inquiries on
intertextuality. A TEI-based approach proves its value, when there’s a mix of stable
texts and texts still under editing––provided that the data model will allow
straightforward transformation to linked open data. The TEI XPointers schemes
serve as a surety.
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Abstract

Buber-Correspondences Digital[1] is a project focused on the 41,400 preserved
letters, postcards, and telegrams exchanged between Martin Buber and over 7,000
different correspondents. The goal of the project is to thoroughly research these
dialogues in epistolary-form, which have received little attention thus far. A tiered
editorial process is being applied using the Text Encoding Initiative (TEI). A suitable
framework for the elementary metadata, such as sender, recipient, location, and
date, is provided by the TEI element <correspDesc>, which will be made available
for all correspondence units. In addition, 20% of the letters, mainly those with
notable figures, are being digitally edited in full text using the TEI. 65% of the
correspondences are provided with extensive structured metadata using the TEI
element <abstract>.

Each abstract is divided into three parts: First, it contains a (human-readable)
summary of essential contents organized in <item>s. Followed by indices listing the
entities (persons, organizations, places, works, events), both those explicitly
mentioned and those implicitly relevant. With regard to the planned cultural-
historical analysis of Buber's dialogical relationships and networks of scholars and
intellectuals represented by the correspondences, the project takes a third step: the
entities are brought into relation with each other, thus breaking up the purely static
presentation of a plain register. This dynamization is achieved with the help of the
TEI element <relation>, which interrelates entities in a triple-like structure:
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subject-predicate-object. By focusing on the content of letters, the ‘boring’ one-
dimensionality that ego-networks tend to have can be overcome.

Initial evaluations of this dynamic structuralization of letter content have shown
promising results, using RDF/SPARQL and graph-database Neo4j.
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Abstract

“I think as seldom of the Pintos as I do of music in general. I’m pretty tired of it, and

I don’t think I’ll be doing any more work on it in the near future.”[1]

Thus Carl Maria von Weber commented on the sluggish development of his opera
Die drei Pintos in a letter of May 17th, 1824 to his friend Hinrich Lichtenstein. For
months, the composer reported various people in his private and professional circle
discontentedly about his lack of creative drive and the lack of time due to other
engagements which kept him from working on his comic opera in three acts on a
libretto by Karl Theodor Winkler. The date of completion was postponed several
times, but finally the work grind to a halt, so that the opera remained a fragment.

Weber’s surviving manuscripts of the Pintos can be termed as “drafts” and are today
found under various signatures in the Staatsbibliothek zu Berlin – Preussischer
Kulturbesitz. The most extensive of these sources, WFN 3, begins with an
introduction notated as a full score. The following pages are drafts of different
shape, number of voices and extension, which are partly notated as a kind of piano
reduction, partly as a – rather rudimentary – orchestral piece or short score. Due to
different means of writing media, corrections, notes, and other codicological
characteristics, WFN 3 can be classified as working manuscript. In 1871 Friedrich
Wilhelm Jaehns, author of a comprehensive catalogue of Weber’s works, already
remarked that this writing manner is not only specific for the compositional process

of the Pintos, but can also be found in other manuscripts of the composer[2]. It can
therefore be assumed that Weber used repeating writing strategies.

The starting point of my dissertation is the question of Weber’s compositional
methods examined exemplarily in the manuscripts of the opera Die drei Pintos
followed by a digital edition of the materials – encoding the musical sources in MEI
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and the libretto in TEI. Regardless of the fragmentary product of writing, Weber’s
writing process will be reconstructed asking for Weber’s compositional approach:
Can individual writing operations be identified or rather working routines? In which
way are these routines subject-specific? In order to answer these questions, the
WFN 3 source will be analyzed with the methods of genetic criticism developed by
the research project Beethovens Werkstatt. In addition, Weber’s diaries and his
correspondence will be consulted as well: What is the relationship between those
written statements about his compositional process and the writing traces found in
WFN 3?

Finally, an adequate presentation of the results of the work will be the subject of the
dissertation as well. In doing so, the writing traces solidified in the manuscript are to
be redynamized and contextualized within the creative process. The dissertation
therefore has a dual alignment: on the one hand, it wants to contribute to the
elucidation of text-genetic processes and working strategies, but on the other hand,
it also wants to investigate new methods for their presentation.

In my paper which is to be presented at the Joint MEC and TEI Conference 2023 I
will give an overview of the compositional project Die Drei Pintos and its sources.
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Abstract

Introduction

In text linguistics, among other things we study the structuring of texts and the
question if certain text types are structured in a certain, typical way. However, even
though TEI encoded texts have been around for quite some time, now, in historical
German linguistics works on exploiting TEI encoding in the context of text type
analysis are rare.

In my dissertation thesis (Haaf: appearing), I studied the presence of typical
language patterns in certain devotional text types, namely protestant funeral

sermons and devotional prose texts of the 17th century. Comparing corpora, I
extracted statistically relevant textual patterns of the named text types and asked
for their respective functions for the text. My work also included an exploitation of
TEI encoding – alone and in combination with potential textual patterns, which I plan
to report on in my talk.

The thesis combined qualitative and quantitative methods: potentially significant
features were gathered from previous qualitative research and were extracted from
corpora using (semi-)automatic methods. The results, however, did not just allow
for insights on relevant textual features but for conclusions based on these features

on the specifics of devotional 17th century culture.

Related work

Though devotional literature was in its time highly relevant for people of all social
ranks, it has only rarely been considered by linguistic, literary, or theological
research (exceptions: esp. Pfefferkorn 2005; Kemper 2015). Moreover, despite vast
qualitative research on the characteristics of text types in Germanic linguistics
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alone (overviews e.g. Heinemann 2000; Schuster 2017; bibliography: Adamzik
1995), the approach of exploiting large corpora in this context is relatively new.

Corpus linguistics considering text types focused on contemporary texts and the
differentiation of widely disparate text types (e.g. Biber 1988), or on corpus driven
methods (e.g. Scharloth 2018), one exception being Bubenhofer and Spieß 2012.
Digital literary studies typically base text type differentiation on stylometry or topic
modelling methods rather than linguistic featues (e.g. Schöch 2017; Hettinger et al.
2015; cf. Viehhauser 2017). All such studies almost never exploit TEI encoding in the
corpora used.

Method & Corpora

The current study was based on three TEI corpora (table 1), taken from the DTA (
2007–2023) collections. Those texts are encoded according to the DTA Base
Format (DTABf), a TEI P5 dialect which is meant to allow for homogeneous
annotation and interoperable outcome of historical texts (DTABf since 2011; Haaf,
Geyken, Wiegand 2014). Thus, information on text structures were available for
data analysis, but also on linguistic features of tokens. The latter are gained by
automatic procedures within the digitization and publication workflow of the DTA
(Jurish 2012), and one output format includes tei:w elements with these
information on token level based on the TEI att.linguistic class ( Bański, Haaf,
Mueller 2017). Feature extraction in the current study was based on this resulting

format (DTABf + att.linguistic)[1] and was done using XSLT and Python

technology.

Table 1

The study included nineteen features (see examples in table 2) from different
textual layers (word, phrase, sentence, text), estimating significance by computing
and evaluating measures of descriptive and analytical statistics (on frequency,
distribution, and variance).
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Table 2

Results to present

The results show, that essential information on patterns of text types can be
conveyed by TEI text structuring. This concerns layout specifics as well as typical
combinations of textual structures and ways of phrasing.

Thus, results from earlier qualitative analyses could now be specified by factoring in
TEI encoding. For example, the finding that citations are essential to devotional
literature could now be supplemented with information about how and where
bibliographic citations are usually realized in a text (Img. 1).

Img. 1: Margins in funeral sermons carrying (typographic characteristics of) bibliographic
citations, freq. per 1 million token

Furthermore, characteristic places of lexical repetition (Img. 2) could be specified
along with the relevance of location for its emotionalizing effect ( repetitions in lists
vs. paragraphs).
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Img. 2: Repetitions of trigrams in paragraphs in the devotional prose (left box), funeral
sermons (middle box) and the reference corpus (right box), freq. per 1 million token

These are only examples of a range of results obtained by considering TEI encoding,
which I would like to present. However, the talk shall also address limitations of the
approach (i.e. limited annotation depth or lacks of interoperability as briefly listed in
table 2), ways to stretch these limits, and requirements for markup depth in
linguistic research data.

Finally, a model gained from the study’s results will be presented that shows
intended effects of devotional literature and its significant textual and structural

patterns, and thus allows for insights on German devotional culture of the 17th

century.
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Abstract

The Plaine and Easie Code System (PAE) for music notation had its beginnings in
the 1960s as a means of communicating music notation using alphanumeric
characters. Its primary use has been in the capture of “incipits”, or the first few
opening measures of a musical piece for the purposes of positive identification of a
work based on its musical content. Since its introduction it has undergone several
revisions and modifications, and adoption by the international library community.
Today it sees daily use in the Répertoire International des Sources Musicales (RISM)
project as the basis for capture of thematic incipits, which currently number over 1.4
million individual entries.

In 1964, Barry S. Brook and Murray Gould published Notating Music with Ordinary
Typewriter Characters (A Plaine and Easie Code System for Musicke). This was the
first paper outlining this coding scheme. In the years that followed, Brook presented
the code at international meetings and promoted PAE through publications.
Throughout, he sought to reach people in both musicology and librarianship while
appealing to the small but growing community interested in computer applications
for the humanities. He continuously appealed to RISM—then, as now, the world's
largest cataloguing project for written music—to include music incipits in their
inventories. In the early 1970s Brook succeeded in convincing RISM to adopt PAE
for music incipits. From here on, RISM’s cataloguing efforts steered all further
publications and dissemination of the code.

In 2022, the RISM Digital and Editorial Centers launched RISM Online
(https://rism.online), a new way to search the RISM data and featuring a new incipit
search system. This incipit search provides notation-centric search facilities, both
with a keyboard input system and through direct PAE input as a query language. As

https://rism.online/
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part of making this data more publicly visible, it was necessary to undertake two
projects to help improve data quality for the RISM incipits and the digital tools that
enable their use in search and display.

The first project, in collaboration with the Centre for Digital Music Documentation
at the Academy of Sciences and Literature in Mainz, sought to improve consistency
and overall data quality in the RISM incipit data. The resulting correction work
highlighted problems in the PAE specification itself, so a second project focused on
making improvements in this area. This has taken the form of editorial
improvements aimed at making the PAE code easier for software developers and
other digital tool makers to use this notation format, correctly, in their own system,
through the use of normative language, clear examples, and some backwards-
incompatible changes to the encoding schema. This will culminate in a new version
of the PAE specification.

Our talk will cover a history of this innovative, but often overlooked, music notation
encoding scheme, our current efforts to improve it. We will present the results of
our projects for improving RISM incipit data, and discuss new tools, applications, and
directions for this venerable technology.
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Abstract

The research programme in musicology Ricercar Lab, at the Centre of Renaissance
Studies (University of Tours / National Centre for Scientific Research, France), has
gathered since its creation a lot of data related to different research projects,
stored in several databases and displayed through individual websites. In 2020, a
single relational database especially thought for musical data was built, with a
dedicated website, using the database management system PostgreSQL and the
Python-based Web framework Django. The database focuses on three main entities
– musical works, sources and people – and the website allows users to browse the
data and to perform search queries. The data is enriched with links to external
resources, such as digitisations of the sources, authority files like the VIAF and
references to the RISM catalog. The available scores can be downloaded in different
file formats, MEI and PDF in particular.

A dedicated interface allows users to browse scores within a particular source or
work. Each score can be seen and played according to several options, regarding the
score display (orientation, zoom, etc.) or the audio (instrument, tempo, etc.). This
interface uses the music notation engraving library Verovio, developed by the RISM
Digital Center, to display the score as SVG. A side section allows to view either the
MEI code or the critical apparatus encoded in the MEI file. Annotations and
variations are displayed according to the measure they belong to, with score
excerpts to view variations. Links are made between the score, the MEI code and
the annotations to highlight a particular item. Logged-in users are allowed to
suggest annotations related to none, one or several items in the score, using a form
with fields for content and type. Annotations are then reviewed by the Ricercar Lab
team and inserted into the MEI file if validated.
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Abstract

The input, presentation and searchability of music-related metadata is a major
challenge for many musicological projects, especially for people still mostly
unfamiliar with DH workflows. Editing with XML, particularly in the multi-layered
area of the MEI header, with the highest possible uniformity for output on a website,
can sometimes prove to be as complex as the encoding of the content itself. Adding
searchability and allowing the combination of different search parameters
complicates matters even further.

Although MerMEId is a tool for the three areas of the data cycle mentioned above,
the application does not always accommodate project-specific requirements. At the
same time MerMEId’s associated installation, service effort and overall learning
curve for using the tool can seem disproportionate for entering rudimentary work,
source and performance data.

This is where WizKit comes in: WizKit implements a project structure including a
framework for the Oxygen XML Editor that can be used for data input in author
mode (Oxygen Form Controls), data presentation in the web browser (generated
static HTML) as well as for full-text search and faceting (pre-indexed search with
Typesense). Work, person/institution and literature data are entered with
predefined forms, which are configured using CSS and can be easily customised.
The static HTML output is generated by means of XSLT and enables the editor to
straightforwardly review the entered data. The WizKit environment provides the
users with ready-made functionalities with numerous possibilities for customisation.

Experimentally, the relevant MEI encodings are created from the manuscript
metadata in combination with image files; these encodings then serve as the basis
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for generating IIIF manifests, including tables of contents (derived from
<content>. Usability of the manuscripts is improved via a local IIIF viewer.
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Torsten Roeder, Universität Würzburg, Germany

Workshop Keywords: collation, critical apparatus,
variance, automation, TEI and MEI

Abstract

Collation projects, or projects that attempt to compare and model versions, pose
distinct challenges for the scholarly conceptualization of a text. The critical
apparatus encoding tagsets available in the TEI and the MEI offer structures to help
model variation in multiple ways, but the explanation of these could be improved
and those engaged in collation projects may wish to improve the examples and
possibilities for modeling available in our community guidelines. The leaders of this
workshop have each written about, modeled, processed, and otherwise
experimented with critical apparatus and collation methods. Each brings a distinct
perspective on problems and possibilities for computational modeling of alignment
and variation, as well as strategies to process collations for analysis and scholarly
publication.

While the workshop leaders are primarily knowledgeable of the TEI, the workshop is
directed toward members of the TEI and MEC communities and, depending on the
participants, may explore differences in the collation of music notation vs. text-
based documents. We are best prepared to discuss textual collation, but we invite
music notation experts to participate since both communities share related data
models for the critical apparatus and as we work with multimodal documents
combining music notation and text. The workshop leaders will share a diverse array
of experiences with collation problems, with emphasis on finding solutions in
conceptual modeling of texts and variation. Participants will be expected to bring
their own laptops, and we will need a projector in the room.

We hope that this workshop will help to formulate new ideas about how to model
variations. While tools and methods for collation are by necessity distinct for text
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and music notation, the results share notable commonalities, as demonstrated by
the similarity of critical apparatus tags in TEI and MEI. Moreover, the workshop will
aim to identify which areas can be improved in our Guidelines (both TEI and MEI) on
this subject. For example, in the TEI Guidelines Chapter 12, the discussion of
location-referenced double-endpoint-attachment, and parallel segmentation
methods may unnecessarily complicate the question of whether they can be
encoded in-line or externally, and whether variations can be represented as
overlapping or not. Further, the TEI’s examples prioritize the highlighting of
differences among similar witnesses. Perhaps we should consider an alternative, to
model similarities in closely related but heavily variant texts.

Of course, the TEI Guidelines merely suggest without explicating how
computational processes can work with the critical apparatus to reconstruct
witnesses from the encoding and why that may be a desirable goal. Our workshop
will try to explore, identify, and articulate the gaps between the data model and the
presumptions of the tooling we have applied.

Whhile the word "collation" does not appear in the current version of Chapter 12 of
the TEI Guidelines, "collation" is now more frequently paired with "machine-
assisted" or applied in the context of automation. Given the importance of
computational tooling to the workflow of collation, particularly when it comes to
text or music processing, we seek to explore the special challenges involved in
trying to generate good output: what fine-tuning methods can we apply, what
strategies are brittle or problematic? The MusicDiff tool developed for Beethoven's
Werkstatt aligns and visualizes music scores marked in a simple form of MEI, and as
discussed at the 2020 MEI conference, its developers anticipate that it could be

generalized to a wider range of encoding.[1] For text collation, software such as
collateX is often used to help prepare the foundation of a TEI critical apparatus, but
the application of such software and how we prepare its inputs and outputs requires
careful consideration. The TEI Guidelines do not recommend a serialization for
automated collation, but perhaps they ought to. The Gothenburg Model, first
formulated in 2009 for text collation, helps to establish a method for thinking about
the various procedures involved: tokenization, normalization, alignment,

analysis/feedback, and visualization.[2] Significantly, these do not proceed in a linear
way. Visualization exposes problems and we have to revisit our paradigms for
tokenization and normalization based on analysis of the results, and especially
challenging collation projects may seem to require endless adjustments. Workshop
participants new to collation will gain familiarity with the Gothenburg model, and
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consider how effectively its notion of alignment accords with our notions of
segmentation.

Outline of the workshop

�. Collation in theory: an introduction

�. Survey of established methods:

a. Machine-assisted collation and the Gothenburg model for textual data

b. Critical apparatus modeling

c. TEI vs. MEI approaches

�. What can we do with collation data that is not well represented in our current
community Guidelines in TEI and MEI?

�. Problems we experience with collation: Workshop leaders and participants
share representative examples of conceptual and computational challenges
for collation for identifying alignments and variations in textual data.

�. Experimental/Open Discussion: Can AI-training support collation?

�. Sharing and workshopping collation use-cases and plans.

About the authors
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Raffaele (Raff) Viglianti is a Senior Research Software Developer at the Maryland
Institute for Technology in the Humanities, University of Maryland. His research is
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Hugh Cayless is a Senior Digital Humanities Developer at Duke University Libraries.
His focus in the digital critical edition space has been on improving the TEI
Guidelines’ treatment of textual variation issues and on developing interactive
visualizations of critical apparatus. His work concentrates mainly on ancient texts,
including papyri and inscriptions. He has re-edited chapter 12 (Critical Apparatus) of
the Guidelines extensively, but still finds problems with it every time he looks at it.

Torsten Roeder is a Senior Digital Humanities project manager at the Centre for
Philology and Digitality at University of Würzburg. His main area are digital scholarly
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Notes

�. Kristin Herold, Johannes Kepper, Ran Mo, and Agnes Seipelt, "MusicDiff – A
Diff Tool for MEI," Music Encoding Conference Proceedings, eds. De Luca, E.
& Flanders, J. 2020 59-66. Humanities Commons. ↩

�. For a detailed explanation of the Gothenburg Model, see Interedition
Development Group, The Gothenburg Model, 2010-2019:
https://collatex.net/doc/. On the summit and workshop of collation software
developers in 2009 that formulated the Gothenburg model, see Ronald
Haentjens Dekker, Dirk van Hulle, Gregor Middell, Vincent Neyt, and Joris van
Zundert, “Computer-supported collation of modern manuscripts: CollateX
and the Beckett Digital Manuscript Project,” Digital Scholarship in the
Humanities 30:3 (December 2014) pp. 3-4. DOI:
https://doi.org/10.1093/llc/fqu007. ↩

https://collatex.net/doc/
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254

“This type of data in the header” –
Encoding, (re)use and standardization of
metadata in the context of TEI and MEI
Dennis Ried, University of Paderborn
Sophia Dörner, Sächsische Landesbibliothek Staats- und Universitätsbibliothek
Dresden, Germany
Clemens Gubsch, Austrian Academy of Scienes (ÖAW), Austria
Mark Saccomano, Paderborn University, Center for Music, Edition, Media
(ZenMEM)

Panel Keywords: metadata, standardization,
interoperability

Abstracts

Introduction

In the field of digital humanities working with TEI or MEI or both a section
specifically for metadata is available: the header. Metadata is a wide field but always
present, however, this does not mean that metadata is always encoded. In recent
years, the use of digital technologies has become more and more important in
digital humanities research, e.g., by creating applications to enhance research in
traditional humanities. One of the challenges in the field of digital humanities is the
management of metadata. This type of data is important for organizing and
interpreting digital resources. The challenges arise from the requirements and the
opportunities of metadata in this context. Metadata should help to identify the
resources, should be research data on a high level, could be processable (well-
structured metadata) which promotes findability, reusability (e.g., analysis), or
simply the identification of the resource.

The idea for this panel was born in a meeting of the MEI Cataloging and Metadata
Interest Group. In monthly meetings, the group works on documentation and
improvements concerning metadata in MEI. The rich structure of the MEI-Header,
especially the section for source descriptions, is heavily based upon TEI but also
provides support for additional information that TEI does not, for example,
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elements that allow representation according to the FRBR conceptual reference
model. But it is not all about the differences between TEI and MEI. Regardless of
any difference between the two standards, the problems we encounter concerning
metadata in the digital humanities are often similar but are rarely addressed in an
interdisciplinary manner.

Who is the expected target audience of the encoded metadata? (e.g.,
libraries/digital archives, data analysis, search engines)
Where and how could we share the metadata? (e.g., correspSearch, metadata
exchange format, restAPI?)
Perspectives and models for sharing and integrating the different standards?
(e.g., transformation MEI-metadata to TEI-metadata and vice versa)
What are the challenges in the creation and management of metadata?
Should we aim for more standardization, e.g., by providing best practice
recommendations?
Is the creation of (more) structured metadata a desirable goal?

Metadata plays a critical role in the field of digital humanities as it facilitates
organization, distribution and interpretation of digital resources. The management
and standardization of metadata is essential for efficient and effective research as
well as interoperability. This panel will reflect on the differences and similarities of
handling metadata in the scope of TEI and MEI. Bringing together researchers from
both communities is a much-needed corrective to this issue.

Structure of the panel

The panel will be an open round table introduced by short talks. The spotlight talks
should initialize the discussion on certain topics. After giving additional input by the
(4–5) panelists the discussion should be opened directly, so the audience can
participate early. This is very important because the group of panelists is not as
international as it could be and the panel will profit from perspectives and insights
coming from outside.

The expected outcome of this panel is to bring together members of both the TEI
and MEI communities who face the same or similar challenges in their respective
domains. It is meant as an opportunity to get in contact, discuss or organize further
work on this topic in an interdisciplinary context.

The following people have stated their active participation (context in brackets):

Margrethe Støkken Bue (MEI, Library)
Peter Stadler (TEI, Research Software Engeneering)
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Magdalena Tuska/Wolfgang Meier (TEI, Research Software Engeneering)
Barbara Wiermann (Library)
Mark Saccomano (MEI)
Nikolaos Beer (MEI/TEI, Research Software Engeneering)
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Abstract

Franz Liszt's œuvre – despite its undeniable central importance for the music
history of the 19th century – is still insufficiently researched today. His manifold
activities and works polarized not only during his lifetime, but also in its posthumous
reception and in research. A cosmopolitan musician and composer, Liszt was located
in a vacuum between the increasingly nationally oriented music historiographies.
This is still reflected in today's research, which lacks important foundations:
Historical-critical editions of works are only gradually emerging. Editions of his
extensive correspondence are outdated and unreliable. And last but not least, the
lack of a reliable catalogue raisonné of works and sources hinder research.

With the development of an online portal, the DFG project Digital Liszt Source and
Work Catalogue (University of Heidelberg, Goethe and Schiller Archive Weimar,
SLUB Dresden) is laying a new foundation for source-based Liszt research. The
portal will host the catalogue raisonné and be able to become an umbrella for future
projects focused on Liszt related sources as well. All projects will communicate via
central data services, providing the research community with a plethora of well
searchable and navigable data on music, writings, performances, research literature,
and the like. The portal aims to serve an international research community by
providing an internationalised user interface and localisations of metadata. All data
will be available via standardised APIs. Central services include registers,
bibliographic data sets, a search engine and databases for relational and XML data.
The portal will encourage the usage of large research infrastructure projects such as
RISM, authority files, musiconn.performance or Zotero. It will evaluate different
kinds of data integration via a search engine only vs. approaches of translating data
sets from third party repositories to formats which may be stored locally like MEI or
TEI.
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The project focusses on Liszt's musical œuvre, which constitutes the portal's
starting point. It poses considerable challenges, as many of his works evolve during a
long process characterized by constant transformation resulting in different
versions of a work or closely related work groups. Additionally, improvisational
practices of Liszt's time, profoundly shaping his oeuvre, and the collaboration with
other composers, musicians, scribes, and publishers lead to interesting but quite
complex relations between works and their expressions.

As a result of this creative process, a plethora of sources, often interconnected, are
found in libraries and archives all over the world. For generations, scholars have
tried to understand the nature of this œuvre and to find a system to describe it
aptly. From the same starting point, researchers have come up with a surprisingly
broad spectrum of attempts to delineate which collections of sources constitute a
specific work. No attempt to compile a complete and detailed catalogue raisonné
has yet been successfully completed. With the digital turn, new foundations for
scholarly work are now available. The digital medium enforces data organisation
according to data models. Thus, pre existing quality standards may be used on the
one hand and pre-existing tools on the other. FRBR-based open-source tools
(RISM's Muscat or MerMEId) for working on those data structures can be adapted to
project-specific needs.

Given the nature of Liszt's oeuvre, the project aims to apply a „source first“
approach. It inductively infers the more abstract work data from source data.
MerMEId’s rather monolithic work-based data model makes this approach quite
difficult. As an alternative the project seeks to store data from the FRBR layers
„work“ and „expression“ separately from the levels „manifestation“ and „item“ and
establish id based connections between datasets as done in relational databases. To
gather lower level information and structured source data, primarily RISM's
infrastructure is adapted, either queried from the RISM API and displayed directly in
the Liszt Portal or translated to MEI and stored in an adapted form of the MerMEId.
For information on performances and literature, which are only secondarily
catalogued in RISM and with little differentiation, Zotero and
Musiconn.performance are used as primary hubs for the creation of separate
datasets. This approach allows for a flexibly arranged presentation of the records,
which are thus ideally reusable and more in keeping with the characteristics of
Liszt's oeuvre than the lists of conventional printed catalogs of works or the
MerMEId front-end.
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Abstract

Over the years, the interoperability between TEI and external data models has been
a prominent subject of discussion. Recently, the LINCS team explored the

conversion from TEI to CIDOC-CRM[1], while John Bradley introduced the TEI-
based description of the Factoid Prosopography, earlier presented as RDB or RDF

data[2]. In the same line, D. L. Schwartz delved into the description of Factoids in

TEI[3]. In addition, ongoing theoretical discussions regarding the application of

RDFa to the TEI schema can be found on the TEI GitHub issues[4]. All these studies
contemplate how graph-structured data can be effectively conveyed in TEI/XML,
advocating the use of TEI namespace in the LOD context. One of the main reasons
behind adopting TEI/XML for LOD creation lies in its ability to represent detailed

textual information more effectively than pure RDF representation[2].

Ø. Eide’s research extensively explores both theoretical and practical aspects of TEI

and data models[5]. Eide perceives TEI not only as a markup method but also as a
model capable of compatibility and interoperability with diverse data structures.
Building upon this discussion, we propose the concept of TEI/RDF encoding. In this
approach, while the basic textual structure is marked with TEI/XML, encompassing
characters and editorial marks, semantics beyond the character level, such as words,
entities, events, and relationships, are described in RDF using a data model
compatible with the TEI namespace. These RDF elements are then linked to the
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TEI/XML in quasi-standoff markup through references to @xml:id assigned to
each <c> element. This linking allows for a flexible representation of the knowledge
network in RDF while preserving the more effectively encoded textual features, like
editorial marks, within TEI/XML (Fig. 1).

Fig. 1: Basic concept of our model

Using historical documents as a case study, we developed an ontology named
HIMIKO (Historical Micro Knowledge and Ontology). The basic concept of this
ontology is to capture the small pieces of historical information (Micro Knowledge
in our terms), which would be about historical events, situations, or relationships, as
a LOD resource encompassing the specific textual contexts and descriptions. In this
sense, while rooted in the basic concept of Factoid Prosopography, this ontology

expands significantly to enhance its referentiality to primary source descriptions[6].
Although HIMIKO is intended for RDF description, and therefore not XML-based,
numerous classes and properties can be aligned with TEI schema concepts, as
depicted in Fig. 2. Consequently, even though most elements, except <c>, aren’t
directly encoded in XML format, it remains largely compatible with TEI/XML
encoding.

Fig. 2: The ontology and the conceptual mapping between HIMIKO and the TEI schema

The rationale behind restricting XML usage solely to textual descriptions is based
on the belief that handling complex and multi-layered information is more feasible
and appropriate in RDF. An illustration of this is shown in Fig. 3. Here, the issue of
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overlap makes it challenging to integrate multi-layered encoding of editorial
markup and entity descriptions, unless a distinct representation for entities is
employed.

Fig. 3: Examples of overlapping problem (original TEI/XML data from:
https://edh.ub.uni-heidelberg.de/edh/inschrift/HD000650)

Thus, our approach considers TEI as a data model rather than a specific markup
method, enabling an efficient encoding of text-related knowledge via RDF. This
approach also contributes to reduced encoding costs by enabling separate
processing of semantic information, potentially in a different format. It is for this

purpose that we developed an editor[6]. Within this editor, the ‘Linking Field’ allows
the creation of RDF data, which is basically independent of the XML syntax, based
on minimally encoded TEI/XML data displayed in the ‘Text Field’ as an interactive
text interface. Thus, users would not be required to manually edit either XML text
markup or any RDF format, such as RDF/XML or Turtle. Our system shares

similarities with CATMA[7] in its standoff implementation, and with Recogito or

LEAF-Writer[8] in its data-linking system, while significantly supplementing them
for more complex RDF knowledge representation.

Fig. 4: Interface view of our editor

Our study aligns with previous studies that view TEI as a data model and explore its
integration with Linked Data format. Building upon these works, we establish a more
detailed connection between TEI encoding and knowledge description, leading to a
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comprehensive implementation of Linked Data, or more specifically RDF, for
representing text-related knowledge. Consequently, our study serves as a practical
example of successful TEI/RDF implementation, showcasing the potential for more
complex and context-depended representation of textual information within the
broader context of knowledge networks.

Notes

�. C. Crompton, H. Zafar and A. Defours (2022), ‘Long Paper: LINCS’ Linked
Workflow: Creating CIDOC-CRM from TEI,’ TEI2022 Conference Book, pp.
114-115. ↩

�. J. Bradley and D. Jakacki (2021), ‘Combining the Factoid Model with TEI:
examples and conceptual challenges,’ poster at TEI Member’s Meeting 2021,
https://hcommons.org/deposits/item/hc:42095. ↩ ↩

�. D. L. Schwartz, N. P. Nathan and K. Torabi (2022), ‘Modeling a Born-Digital
Factoid Prosopography using the TEI and Linked Data,’ Journal of the Text
Encoding Initiative [Online], Rolling Issue,
https://journals.openedition.org/jtei/3979. ↩

�. https://github.com/TEIC/TEI/issues/1860. ↩

�. Ø. Eide (2015), ‘Ontologies, Data Modeling, and TEI,’ Journal of Text Encoding
Initiative [Online], Issue 8, https://journals.openedition.org/jtei/1191. ↩

�. J. Ogawa, I. Ohmukai, S. Nakamura and A. Kitamoto (2023) ‘Collecting Pieces
of Historical Knowledge from Documents: Introduction of HIMIKO (Historical
Micro Knowledge and Ontology),’ short paper, DH 2023, Graz/Austria, July
10-14 2023, https://www.conftool.pro/dh2023/index.php?
page=browseSessions&form_session=93#paperID810. ↩ ↩

�. https://catma.de/. ↩

�. S. Brown, D. Jakacki, J. Cummings, M. Ilovan, L. Frizzera, R. Milio and C. Black
(2022), ‘Workshop 6: Engaging TEI Editors Through LEAF-Writer,’ TEI 2022
Conference Book, pp. 28-30. ↩

https://hcommons.org/deposits/item/hc:42095
https://journals.openedition.org/jtei/3979
https://github.com/TEIC/TEI/issues/1860
https://journals.openedition.org/jtei/1191
https://www.conftool.pro/dh2023/index.php?page=browseSessions&form_session=93#paperID810
https://catma.de/


264

Towards correspSearch v3.0
Stefan Dumont, Berlin-Brandenburg Academy of Sciences and Humanities,
Germany
Sascha Grabsch, Berlin-Brandenburg Academy of Sciences and Humanities,
Germany
Jonas Müller-Laackman, State- and University Library Hamburg
Ruth Sander, Berlin-Brandenburg Academy of Sciences and Humanities, Germany
Steven Sobkowski, Berlin-Brandenburg Academy of Sciences and Humanities,
Germany

Long Paper Keywords: correspondence, correspDesc,
CMIF, correspSearch, web service

The web service correspSearch aggregates correspondence metadata from digital
and printed editions (or scholarly catalogues of correspondence) and offers them
for central search and retrieval (Dumont 2016). The web service is based mainly on
the Correspondence Metadata Interchange Format (CMIF), which is being
developed within the TEI Correspondence SIG (Stadler 2014; TEI Correspondence
SIG 2018). The CMIF is built on the TEI element correspDesc (Stadler, Illetschko,
Seifert 2016), which is used in a highly reduced and restrictive way. URIs from
authority files are extensively used for the identification of persons and places (cf.
Stadler 2012).

The web service correspSearch was made available as a prototype in 2014. Since
2017, a new software architecture, funded by the Deutsche
Forschungsgemeinschaft (DFG), has been implemented. The version 2.0 (beta) of
correspSearch was presented at the TEI conference in Graz in 2019 and went into
live production in summer 2021. The size of the dataset increased continuously in
the last years - most of the contributions coming from the community of scholarly
editions: there are now over 200,000 edited letters from over 360 publications
indexed in correspSearch. This paper aims to outline the developments of the last
years and give some insights to the current work, as well as an outlook on the
upcoming version 3 of the web service.

Further developments in the last few years include e.g. new search functions based
on information from authority files. The search options have been expanded by
using not only the URIs from authority files for identification, but also the
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information associated with the URIs to enrich the aggregated CMIF data. Of
particular relevance in this regard is the German National Library's Integrated

Authority File (Gemeinsame Normdatei)[1], which in turn is supplemented with

information from Wikidata[2]. This opens up new approaches to research, as for
example a search for correspondences based on the gender or occupations of the

correspondence partners.[3] In the late summer of 2023, new search functionalities
based on extensions of CMIF v2 (Dumont et. al. 2019) will be released in a public
beta phase, such as people or places mentioned in the letter.

Not only the search functionalities, but also the capture tools and workflows
provided by correspSearch have been constantly developed further. For example,
the CMIF Creator (Müller-Laackman 2022; Müller-Laackman, Dumont, Grabsch
2019) offers new functions to capture correspondence between (only) two

correspondents more easily. The tools CMIF Check[4] and CMIF Preview[5] provide
new ways to check the CMIF file for technical (and in parts also contentwise)
consistency. In addition, correspSearch has also developed videos that provide an
initial overview of the web service, as well as more detailed information on the
digital methodological background. Another video tutorial guides the user step by
step through the CMIF Creator to support the community in providing

correspondence metadata of their edited letters.[6]

Finally, we would like to look ahead to developments, which will (probably) be still
underway in late summer/fall. These include full text search with snippet view as
well as visualizations that support the exploration of the dataset or individual search
requests.
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Abstract

A group of scholarly editors working on TEI editions of minutes/protocols is working
on common best practices for editing this textual genre. The »Arbeitskreis Digitale
Protokolleditionen« group underlines the collaborative and social aspect of TEI
editing. Its proposed poster hence does not claim to present results but intends to
showcase and encourage a collaborative culture of encoding.

Following a panel at the DHd2022 conference,[1] a group of scholarly editors
working on TEI based editions of minutes (mostly from the political sphere at the
moment) from the German speaking countries has met on a regular basis to
exchange experiences, markup choices and common ground for exchanging data.
In 2023, this loose group rebranded itself as Arbeitskreis Digitale

Protokolleditionen.[2]

To date, the discussions within that group have targeted

roles and functions of minutes/protocols
TEI modelling decisions and formalizing of preexisting editing guidelines
extraction of tei:listEvent data for defining an API for common calendar
applications[3]

strategies for reuse of prosopographical auxiliary/indexing data
best practices and tools for manual, semi-automatic and automatised edition
data enrichment
sharing and reuse of bibliographical data, e.g. through Zotero
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The poster aims to showcase the opportunities of collaboration across a variety of
institutional backgrounds. It serves as an example that the intellectual infrastructure
of a common vocabulary (=subset/s of the TEI guidelines) provides chances to
discuss, among other issues,

common ground between DH technologists and domain specialist editors
possible ways of extracting overlaps in data
while minimising data input duplication

These efforts are based on voluntary contribution of the Arbeitskreis members
which relies on willingness for formal-informal potlatch style giving and taking, and
on the institutional support of the democratic and academic institutions that fund
digital editions of minutes. Apart from the concrete example that deals with retro-
projecting ideas of open data into the past by unlocking (administrative) written
fixations of institutional negotiations and decision making processes, we want to
emphasize the inherent social impact of the TEI guidelines: They are a catalyst for
discussing important questions of scholarly editing.

Notes
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�. This relates to ongoing TEI-C discussions on the model of tei:event, cf.
https://doi.org/10.5281/zenodo.3447297;
https://github.com/TEIC/TEI/issues/2382 and related. ↩
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Abstract

MerMEId is an established – and the only – tool in digital musicology that has been
developed explicitly for creating and managing musical catalogue data in MEI. Its
use in varied projects worldwide evinces its broad applicability. The MerMEId
community regularly receives requests from musicological projects (catalogues,
editions, etc.) that would like to use the tool for their specific needs and workflows.
As such, a significant demand exists within the community for a stable and flexible
MEI metadata editor. Originally developed as an in-house solution at the Danish
Center for Music Editing, MerMEId has transitioned into a community driven, open-
source project coordinated by Virtueller Forschungsverbund Edirom (ViFE) and the
Austrian Centre for Digital Humanities and Cultural Heritage (ACDH-CH). While
the change in governance – along with the establishment of platforms for regular
communication and exchange – can be considered completed, the code basis of the
software needs extensive revision for re-usability and sustainability.
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Currently identified areas for updating include: more maintainable and modularized
software, broad and nuanced testing (unit tests, regression tests, integration tests,
end-to-end tests, performance tests), and better documentation for users and
developers. Contextualized within an accounting of projects using the MerMEId and
a review of its current functionality, this poster highlights these planned revisions
and outlines a proposed infrastructure for enhancing sustainability. These changes
aim to enhance usability and user-friendliness, thereby solidifying the MerMEId as
the preeminent tool for creating digital catalogues.

These issues need substantial work that goes beyond the voluntary work of
contributors from the community.
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The long-term Academy project Travelling Humboldt–Science on the Move, based
at the Berlin-Brandenburg Academy of Sciences and Humanities in Germany,
publishes the American, Russian-Siberian and European Travel Journals of the

Prussian naturalist and explorer Alexander von Humboldt (1769–1859)[1]. The
journals are accompanied by thematically related letters from his world-spanning
correspondence network as well as manuscripts from his vast legacy collection,
many of which have not been published before.

Six years after the first presentation at the TEI Conference and Members’ Meeting
2016 in Vienna (Dumont et al. 2016), we have delivered eight subsequent versions

of this digital, documentary edition[2]. The TEI/XML subset[3] of the ehd has been
developed by adopting established TEI subsets, e.g. the German Text Archive’s
Base Format for Manuscripts (BBAW 2022; Thomas / Haaf 2017) and the CMIF
format for correspondence metadata (TEI Correspondence SIG 2018), to ensure
the highest possible degree of standardisation, re-usability, and interoperability of
the data. The comprehensive transcription and encoding guidelines illustrate the

specifications of the ehd’s TEI format.[4] With the publication of the first volumes of

its print component with the Springer Nature/J. B. Metzler publishing house[5], the
project’s hybrid strategy has been realised. With an effective single source
approach, both the digital and the print component (book, PDF and eBook
derivatives) completely rely on the same TEI/XML encoded data. The publication
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strategy is ‘digital first’, and the text-critical documentary edition can be fully

accessed open access under a Creative Commons license.[6]

Following version 8 of the ehd (published in May 2022)[7], we now fulfil the promise
to deliver Humboldt’s complex handwritten and hard-to-decipher texts as data by
making available (1) the annotated text transcriptions of more than 500 documents
(ca. 2.800 pages), (2) the comprehensive Alexander von Humboldt Chronology
with about 1.600 individual, dated statements from Humboldt’s almost 90-year
lifespan, and (3) about 18.000 index entries (e.g. persons, places, institutions,
bibliographic items) (Ette et al. 2022). All datasets are in TEI/XML format. The
transcriptions and indices have been enriched using authority file information
wherever available. Especially the index of persons shows great potential for re-use,
since several historical (and mythological) persons in Humboldt’s texts have not yet
been documented in the most important authority file for the German-speaking

research community, the GND of the German National Library[8]. Recently, we
handed over a first batch of 50+ person index entries to the library which have
already been integrated into the GND, with the ehd named as the authoritative

source.[9] This supplementary data can help enhance the community’s authority
data within the GND, Wikidata and other international portals.

The presentation focuses on this digital data publication, and illustrates our
approach between re-using existing data and best practices on the one hand, and
giving back to the wider (TEI) community on the other hand. For example, the
adopted formats and specifications that were enhanced to fulfil the document-
specific encoding needs of Humboldt’s writings can now be adopted by other
projects. The ehd has also been active in discussions of the TEI recommendations,
proposing specific interpretations or alterations of the guidelines. We demonstrate
some of these developments with an emphasis on the most generally relevant

aspects.[10]
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�. On Digital Scholarly Editions see Sahle 2016; esp. on the concept of
‘documentary editions’ cf. Pierrazo 2011. ↩

�. The ODD of the ehd (“chained” from DTABf and others) will be published in
summer 2023. ↩

�. https://edition-humboldt.de/richtlinien/index.html ↩

�. Book series edition humboldt print, https://www.springer.com/series/16345:
Päßler / Ette 2020; Götz 2022. ↩

�. CC-BY-SA 4.0 (https://creativecommons.org/licenses/by-sa/4.0/) for the
TEI/XML; CC-0 for indices and metadata. ↩

�. Cf. the overview at https://edition-humboldt.de/about/index.xql?
id=H0020382&l=en; API: https://edition-humboldt.de/about/index.xql?
id=api&l=en; TEI/XML (current version of the ehd) https://edition-
humboldt.de/api/v1.1/tei-xml.xql. ↩

�. https://www.dnb.de/EN/Professionell/Standardisierung/GND/gnd_node.html
↩

�. Cf., for instance, the entry on William Thomson, https://d-
nb.info/gnd/1283481235. In the future, we plan to work together with GND
even more efficiently via the Text+ GND Agency of the National Research
Data Infrastructure/Text+, cf. Annisius, Fischer, Steckel 2022; Fischer 2022. ↩

��. E.g. TEIC/TEI Issue #2028 “@calendar should allow multiple values”,
https://github.com/TEIC/TEI/issues/2028, following the discussion on the TEI
mailing list in August 2020, leading to a corresponding implementation in the
TEI P5 Guidelines v. 4.3.0 (2021-08-31). ↩

https://edition-humboldt.de/richtlinien/index.html
https://www.springer.com/series/16345
https://creativecommons.org/licenses/by-sa/4.0/
https://edition-humboldt.de/about/index.xql?id=H0020382&l=en
https://edition-humboldt.de/about/index.xql?id=api&l=en
https://edition-humboldt.de/api/v1.1/tei-xml.xql
https://www.dnb.de/EN/Professionell/Standardisierung/GND/gnd_node.html
https://d-nb.info/gnd/1283481235
https://github.com/TEIC/TEI/issues/2028
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Abstract

In this paper, we are presenting the outcome of a four-year music-encoding project.
Four years ago, at the Music Encoding Conference, we presented our plans for
digitizing and encoding a mensural music corpus in Guatemala City. Six large
sixteenth-century polyphonic choirbooks, copied during the Spanish colonial period,
are held at Guatemala City’s Metropolitan Cathedral. The plan presented consisted
of a workflow for obtaining digital images and Mensural MEI files for these sources
and said workflow was to be tested on one of the books (choirbook 1). The MEI files
would encode the piece in score layout, allowing readers to appreciate the
polyphonic texture of the music, which is obscured by the choirbook layout of the
original sources where the voices are kept apart. Of course, the original workflow
changed over four years, with some tools added and others replaced. In this paper,
we present the updated workflow and the project outcomes to be used as a
reference for other digitization and encoding projects, especially for those with
limited resources.

The workflow has three steps: digitization, optical music recognition (OMR), and
automatic voice alignment. Figure 1 shows these steps and the tools involved in
each of them. The first step required building a do-it-yourself (DIY) book scanner,
given that the archive lacked the appropriate digitization equipment for rare books.
The other two encoding steps involved using free online software: MuRET and the
Measuring Polyphony (MP) Editor.
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Fig. 1: Digitization and encoding workflow steps (in bold) and associated tools (in bullet
points)

This paper is meant to provide the big picture of the workflow (with additional
references for further details on its specific components), present updates and
results (i.e., the digital images and Mensural MEI scores), and obtain feedback from
the MEI/TEI community.
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Abstract

Architectura Sinica (https://www.architecturasinica.org/) is a browser-based
research portal dedicated to the study of traditional Chinese Architecture. The
open-source database is designed to facilitate advanced research on Chinese
linguistic. Architectura Sinica uses TEI as its single source of truth, relying on
XQuery for search and discovery to enhance trans-disciplinary research on the built
environment of pre-modern China.

Building on the Srophé App (https://srophe.app/), an open-source eXistDB
application for digital cultural heritage, Architectura Sinica is customized for
research on historic architecture. Analysis of Middle Period (900-1200 CE) Chinese
timber-frame architecture requires detailed investigation of the complex structures
supporting the weight of ceramic roof tiles and its characteristic mortise and tenon
bracketing. To foster understanding of these intricate structures, connecting TEI-
based metadata with images is crucial.

Currently, Architectura Sinica uses Flickr/SmugMug to store its image archive of
Chinese temple buildings and illustrations of technical terminology. Although a
good pragmatic choice initially, reliance on this commercial provider increasingly
poses technical barriers to its scholarly ends. By connecting the TEI with IIIF, we
expect to resolve three pressing issues with our project: stronger visual analysis in
the interface, better search and discovery of the images, and increased integration
of image metadata in the TEI.

https://www.architecturasinica.org/
https://srophe.app/
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This talk will introduce Architectura Sinica, focusing on how it developed from the
Srophé app to support an international community of scholars active in the field of
medieval Chinese religious architecture. We discuss how the combination of TEI,
XQuery, and eXistDB have simplified our application architecture and how these
technologies fostered our transition to IIIF. By documenting this phase of
Architectura Sinica, we hope to encourage other scholars to consider using TEI and
related XML-related technologies to document and preserve cultural heritage in
their domains.
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Abstract

D2d is a text format definition which enables technical authors, journalists, scholars,
poets, essayists, novelists, and other non-it-experts, to notate a structured text in
the creative flow, without intervening disruptive technical actions, or even without
any technical devices at all. Nevertheless the notated text can represent an XML
encoded document valid w.r.t. a particular document type. (Lepper et.al 2001)
(Lepper-Trancón 2016, 2019)

D2d employs only two redefinable escape characters, for commands and
comments. Therefore any d2d encoded document is easily readable and writable by
computers and humans. It can be notated, with the same level of precision, using
arbitrary text editors, pen and pencil, chalk on a blackboard. It can be communicated
by speech, sign language and stenography. Its input format is inspired by m4 (
Kernighan-Ritchie 1977), LaTeX (Lamport 1986), and Lout (Kingston 1992).

With its compiler implementation, efficient and comfortable work-flow has been
established in very different areas of application, like musicology (Lepper 2015),
interactive HTML pages, accounting, relational data base input, technical
configuration files, etc. (Lepper-Trancón 2016)

Nearly-WYSIWYG editors like Oxygen (Oxygen 2023) are excellent tools when one
particular document type shall be edited with one particular rendering, and thus the
XML as such can be made (almost) transparent to the domain expert. They perform
less when the XML structure is itself the subject of editing, like in most contexts of
TEI. Naturally, they do not cover the other media listed above. XML tags, escapes,
entities, etc. have been designed for data transmission. Typing them manually
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requires either frequent technical intervention of the editing software or many
redundant key strokes. Both can disturb or even destroy the creative flow of writing.

The d2d compiler is an alternative, which applies to plain text files advanced
techniques on two levels of parsing: The upper uses explicit tagging. Nearly all
closing tags and some opening tags are unambiguously inferred. The lower level
infers all tags from character-oriented parser definitions, suitable for small complex
data like embedded mathematical or chemical formulas, calendric dates, sigla,
abbreviations, etc. Both levels directly translate to valid XML.

In the discussion of Diachronic Markup, Barney (2018) gives as an example a list of
change activities of the poet, in a sequential order proposed by the scholar. In
canonical XML encoding this looks like …

Listing 1
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An equivalent d2d file is ...

Listing 2

The author's "For each <change> element I then added a <desc> containing
human-readable prose" is made obsolete by mark-up which is immediately both:
readable by humans and by computer.

In that article follows a rendering of the poem with all corrections. In d2d this can
look like …

Listing 3

The slimness of d2d tags allows to arrange mark-up geometrically similar to the
manuscript, to reflect deeply nested editing:
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Listing 4

Indentation is for humans only. The computer executes normal left-to-right parsing;
corrections appearing “above” in the manuscripts are now “below”. Nevertheless
the readability is much better than genuine XML encoding, into which the data will
be compiled for further processing:

Listing 5

(Both approaches currently lack a formal definition of their semantics, which must
precede any comparison!)

In the first two d2d examples, the few lines at the beginning give the complete
necessary document type definition: Both files are totally self-contained.

Both parsing levels employ advanced techniques for generating error messages to
guide domain experts (non-computer-language-experts) through the intricacies of
grammar definitions, and can accept partially invalid input for rapid prototyping,
generating output with embedded error messages. (Lepper-Trancón 2011)

The compiler delivers standard XML representations: file content or SAX event
stream. It can run directly on a DTD, or can use its proprietary type definition
format. This employs rewriting for parametrization, a new technique allowing light-
weight derivations of new document types. (Lepper-Trancón 2018)

A special mode supports XSLT program code for a given XML backend format,
including approximate, light-weight type checking. (Lepper-Trancón 2015)
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Abstract

A general standard practice in MEI music encoding is to capture the meaning of the
music symbols rather than their graphic appearance. While this philosophy is
suitable for modern notations, it does not necessarily apply to the encoding of
neumes. Early notations (9th – 13th century) conveyed a different set of musical
instructions from what we are used to seeing in modern notation because it existed
primarily in an oral tradition.

The original meaning of early music scripts is, to various degrees, lost. Early music
palaeographers (Atkinson, Treitler, Rankin, among others) managed to pin down
some principles behind the various music scripts employed across Europe and part
of the Middle East and the Levant. Broadly speaking, the meaning originally
attributed to the neumes depended on their graphical appearance (e.g., a vertical
stroke mirroring a raising melody) and/or on some conventions established and
shared by the scribes and readers familiar with that specific music script. The
quantity of musical information conveyed by the neumes to modern readers varies
according to the style of the music script. As such, the music encoding of early
music scripts requires, on one hand, a system flexible enough to capture musical
information unclear to the modern reader (e.g., a rising melody, even though the
size of the interval is unknown). On the other hand, it should be able to express
something (e.g., a neume) whose original meaning is now lost and the only thing left
is a recognizable pen-stroke found repeatedly in the sources.



289

Recently some historical musicologists proposed some changes to improve the MEI
Neumes Module applicability to different kinds of early notations. One of the
specific challenges they faced was the difficulty of encoding potentially meaningful
visual aspects of the neumes in the current MEI system without being certain of the
semantic—musical meaning. Existing MEI schemas will need to be expanded to
include several new attributes and elements in order to properly capture the rich
graphical variety founds in early music scripts.

This paper proposal aims to bridge the gap between semantic and graphic uses of
MEI. We will present a case study highlighting the decision-making process behind
some of the changes that will be suggested in the near future to the current MEI
Neumes Module. By discussing some neumes in St Gall notation, we aim to
contribute to the wider discussion about best practices for the encoding of neumes
and, more broadly, to the digital representation of music. Hopefully this paper will
give an insight on the laborious process, and specific expertise, required to encode
neumes and contribute towards the conversation about the encoding of non-
Western music notations. We wish to raise awareness on the peculiarity of neumatic
notations within the bigger picture of musical scores and to foster dialogue within
the MEI community and beyond, to find together the best system to encode
neumes.
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