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Abstract: Machine Learning offers a rich array of algorithms, 

and the performance of these algorithms can vary significantly 

depending on the specific task. Combining these traditional 

algorithms can lead to the development of innovative hybrid 

structures that outperform individual models. One such novel 

hybrid model is the Hybrid Support Random Forest Neural 

Network (HSRFNN), which is designed to deliver enhanced 

performance and accuracy. HSRFNN represents a fusion of 

Random Forest, Support Vector Machine (SVM), and Artificial 

Neural Network (ANN) to leverage their respective strengths. This 

hybrid model consistently outperforms the individual models of 

Random Forest, SVM, and ANN. In this study, ten diverse datasets 

sourced from UCI and Kaggle data repositories were considered 

for evaluation. The accuracy of the HSRFNN model was 

meticulously compared with the three traditional algorithms, 

namely Random Forest, Support Vector Machine, and Artificial 

Neural Network. Various accuracy metrics, such as Correctly 

Classified Instances (CCI), Incorrectly Classified Instances (ICI), 

Accuracy (A), and Time Taken to Build Model (TTBM), were used 

for the comparative analysis. This research strives to demonstrate 

that HSRFNN, through its hybrid architecture, can offer superior 

accuracy and performance compared to individual algorithms. 

The choice of datasets from different sources enhances the 

generalizability of the results, making HSRFNN a promising 

approach for a wide range of machine learning tasks. Further 

exploration and fine-tuning of HSRFNN may unlock its potential 

for even more challenging and diverse datasets.  

Keywords: Machine Learning, Random Forest, Support Vector 

Machine, Artificial Intelligence, Accuracy 

I. INTRODUCTION 

Algorithms in Machine Learning are well trained to 

provide possible outcomes. Sometime full potentiality of a 

particular algorithm cannot be determined due to certain 

factors that lead the accuracy of prediction to be uncertain. 

Many studies have shown that combining machine learning 

algorithm provide improved result compare to individual 

prediction of algorithm [1][11][16][17].  
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Combining multiple machine learning algorithms, a 

technique known as ensemble learning, proves to be a potent 

strategy for reducing prediction uncertainty and elevating 

overall accuracy. Ensemble methods harness the collective 

strengths of diverse algorithms, culminating in the creation of 

a more resilient and dependable predictive model. This 

approach is rooted in the fundamental principle that the 

synergy of multiple algorithms compensates for their 

individual weaknesses while amplifying their strengths. Both 

ensemble and hybrid algorithms aim to enhance the 

performance of machine learning models. They do so by 

leveraging the strengths of multiple algorithms or techniques 

to achieve more accurate and robust predictions or decisions. 

The combination can be done creating Hybrid machine 

Learning Model (HML). HML is an approach that combines 

more than one machine learning algorithm together to solve 

a particular problem. The main goal of HML is to improve 

the strength of individual algorithm so that overall 

performance of the model can be presented. HML help to 

decrease the individual algorithm limitations 

[2][13][15][18][26][27][28]. A single algorithm sometime 

cannot justify the performance depending upon certain 

dataset.  It has been noticed that many single algorithm show 

different performance result if dataset is somewhat altered 

[3][14][19]. Classification is the technique where the class 

values are provided with label. Classification provides 

various categorized algorithms depending on Supervised and 

Unsupervised types. Supervised algorithm built with quality 

of individual learning with the help of example. Supervised 

can further subdivided into Parametric and Non Parametric 

classification. Parametric Classification depends on the 

probability distribution of each class and Non Parametric 

classifications are used when the density function is 

unknown. Unsupervised classification is a type of algorithm 

which learn from the observations i.e. the unsupervised 

algorithm do not have class value and possible class value is 

assigned depending of training result the algorithm 

gets[7][8][20][21]. There are different algorithms can be 

grouped to create HML. In this study three machine learning 

algorithm are combined to create a classifier for better 

performance. Classification algorithm has advantage that in 

research it has been noted that Supervised Algorithm 

combination provides best Hybrid Model outcomes than 

others [4][5][6][22]. The three classifiers that create HML are 

Random Forest (RF), Support Vector Machine (SVM) and 

Artificial Neural Network (ANN). The new approach is 

named as Hybrid Support Random Forest Neural Network 

(HSRFNN). HSRFNN is the development model based on 

three specifications:- 
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1. Improve the performance of predicting dataset.  

2. Apply the advantages of each algorithm to develop 

a strong ensemble model.  

3. HSRFNN will deploy the deep predicting 

knowledge for creating the appropriate decision. 

The paper will show the development method of 

HSRFNN and its prediction outcome on certain dataset that 

are collected from UCI website and the accuracy will be 

collectively seen taking individual algorithm approaches. The 

paper will next discuss about the background knowledge of 

each Algorithm individually. Section 3 will discuss the 

proposed methodology of HSRFNN, Section 4 will discuss 

the performance analysis and Section 5 will follow up the 

conclusion. 

II. BACKGROUND KNOWLEDGE 

A. Random Forest 

Random Forest was first introduced by 

Breiman(2001)[8][9] which is defined as a classifier that 

consist of a collection of decision tree where each treeis built 

by applying specific algorithm A on the training set T and an 

additional random vector θ. The prediction is based on 

majority vote over different individual predictor. There are 

certain approach for defining algorithm A over the Training 

set T. A sequence like X1,X2… where each X1is a subset of 

[d] of size K. Breiman(2009) presented the overall definition 

of random forest which can be extracted as Given an 

ensemble of classifiers h1(x), h2(x) . . .hK(x), and with the 

training set drawn at random from the distribution of the 

random vector Y, X, define the margin function as 

mg (X, Y ) = avk I (hk(X) = Y ) –max (j≠Y)avk I (hk(X) = j ) 

Where I (·) is the indicator function. The margin measures 

the extent to which the average number of votes at X, Y for 

the right class exceeds the average vote for any other class. 

The larger the margin, the more confidence is the 

classification. The generalization error is given by 

PE = PX,Y(mg(X, Y) <0) 

where the subscripts X, Y indicate that the probability is 

over the X, Y space. 

In random forests, hk(X) = h(X,Θk). 

B. Support Vector Machine (SVM) 

The SVM algorithm works to create a separator by 

creating large margin. SVM uses a separator which may be 

halfspace used in training dataset and the separated line may 

be called as hyperplane[23][24][25]. The main goal of SVM 

is to find the best hyperplane which separates the data points 

in two components by maximizing the margin 

[10][11][12][29][30]. Let S = (x1,y1)……(xm,ym)be a 

training  set of examples, where each xi є Rd and yi є {±1}. 

We say that this training set is linearly separable, if there 

exists a halfspace, (w,b) such that yi = sign([w,xi] + b) for all 

i. Alternatively, this condition can be rewritten as: 

∀є [m], yi ((w , xi) + b) > 0 

C. Artificial Neural Network (ANN) 

It is defined by acyclic graph, G = (V, E) and a weight 

function over the edges, w: E→R. Nodes of the graph 

corresponds to neurons. Each single neuron is modeled as a 

simple scalar function, δ: R → R. Each edge in the graph links 

the output of some neuron to the input of another neuron. The 

input of the neuron is obtained by taking a weighted sum of 

the outputs of all the neurons connected to it, where the 

weighting is according to w. The ANN consists of layers- 

input, hidden and output. Let V0 be the input layer. It consists 

of n+1 neurons where n is the dimensionality of the input 

space. For every i є [n], the output of the neuron i in Vo is 

simply xi. The last neuron in V0is the “constant” neuron, 

which always outputs 1. We denote by υt,ithe i th neuron of 

the tth layer and by ot,I (x) the output of υt,iwhen the network 

is fed with the input vector x. Therefore, for i є [n] we haveot,I 

(x)=xiand for I = n+1 we have ot,I (x)=1. When the neural 

network is fed with the input vector x. Then we get, 

at+1,j (x) =  Σ (r: ( v t,r , v t+1,j ) є E 

and ot+1,j (x) = ϭ (a t+1,j (x)) 

 

Fig. 1: Separation of Steps used in ANN 

III. DATA DESCRIPTION AND PRE-PROCESSING 

A. Data Description 

In this research paper, a classification dataset sourced 

from both the UCI and Kaggle Open Data repositories was 

meticulously curate and systematically evaluated to assess the 

accuracy fluctuations of a Hybrid Model. Both UCI and 

Kaggle repositories are invaluable resources, offering a 

diverse collection of datasets for rigorous testing and 

validation of machine learning algorithms. The detailed 

dataset information is thoughtfully presented in Table 1 for 

reference. The UCI (University of California, Irvine) 

Machine Learning Repository stands as a revered haven for 

machine learning and data science professionals. It boasts an 

extensive repository of datasets, widely recognized for their 

recurrent application in research, experimentation, and the 

rigorous assessment of machine learning algorithms. 

Spanning diverse domains, these datasets are routinely 

utilized for multifaceted tasks, encompassing classification, 

regression, clustering, and beyond.  
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This rich resource is a prime destination for researchers 

and data enthusiasts, serving as a cornerstone for 

benchmarking, evaluation, and the evolution of machine 

learning models. 

B. Data Pre-Processing 

The formats of the datasets are different so they need to 

be converted. Some dataset has large number of missing 

values which need to be avoided; some instances had raw data 

which need to be left out. Dataset have different clusters 

which need to be combined and made a complete training 

dataset. The dataset’s attributes are ranked based on some 

trained ranking algorithm because of which attribute selection 

is very well provided. The following steps shown in Figure 2 

for data preprocessing are considered. 

 

Fig. 2: Steps of Data Pre-Processing 

Steps are explained as below: 

1. Original Dataset: The original dataset include all the 

downloaded dataset from Kaggle and UCI data repository. 

2. Normalization: Some datasets value ranges vary 

greatly. A basic minimum and maximum standard value need 

to be examined and used inside the dataset. Missing value 

instances are deleted so that the model must not get effect. 

The standardization can be expressed as: 

x’ = (x-μ) / δ 

Where, μ represent the mean value of the feature δ represent 

the standard  deviation of feature values 

3. Feature Selection: In feature selection, the properties 

attribute selection is done. It is one of the most flexible and 

allows various search and evolution method to be combined. 

The process of discretization is also done, it allows a range of 

numeric attributes in the dataset into nominal attributes. The 

main advantage of Feature Selection is to find the best set of 

feature that allows creating useful module.  

4. Dataset Splitting: Dataset is split into two parts, 

training data and testing data respectively. A complete 90% 

split is for training data and 10% for testing data. Training 

data is used to make model informative and testing data is 

used to test the class value depending on the trained 

information. 

IV. PROPOSED METHODOLOGY 

The paper developed a Hybrid Algorithm which will be 

predicting different dataset along with individual algorithms. 

The development structure of the hybrid model is discussed 

in Fig 3 and detailed explanation of each steps are given 

below. The steps are discussed below 

1. UCI and Kaggle : UCI and Kaggle is Online Data 

repository, from the two data repository  10 datasets are 

taken. The dataset belongs to classification category which 

means all the dataset have class label.  

2. Datasets: The selection of dataset depended on the 

well structured data collection. The 10 dataset are medical 

dataset. The hybrid model will test accuracy to all 8 dataset 

individually along with compare with other three algorithms 

i.e. Random Forest, Support Vector Machine and Artificial 

Intelligence.  

3. Training data- Some data from individual dataset are 

separated. 90% data is kept as training and 10% data is kept 

as testing data. Training data will help to train the model and 

a last testing data will help to predict the outcome with 

maximum support class value. 

 4. Random Splitting: The training dataset will be 

separated randomly by using Random Forest technique i.e. 

shuffling of data along with separation among certain group.  

5. Linear Separation: Separated individual group of 

data will be checked using hyper plane signification among 

the class value. Basically it will check either the separated and 

combined groups of data are splitted without collisions in 

hyper plane.  

6. Tree Generator Selection Root Node: The ANN 

algorithm will check and find the best selective Root Node so 

that tree can be formed. It will select using neural network 

fundamental to generate the best root node from the separated 

groups. 

 7. Majority Voting: Depending on formation of free 

individual test data will be tested and result depending on data 

will be given. 

V. PROPOSED HSRFNN 

Load your datasets into memory, which are labeled as D1, 

D2, D3, ..., D8. 

1. Load your datasets into memory, which are labeled 

as D1, D2, D3, ..., D8. 2.Apply data preprocessing techniques 

and feature selection to clean and optimize the datasets. This 

step ensures that the data is in a suitable format for testing. 3. 

Split each preprocessed dataset into training (90%) and 

testing (10%) subsets, maintaining separate subsets for each 

dataset (D1_train, D1_test, D2_train, D2_test, etc.). 

For each dataset D_i, repeat the following steps: 

4.1 Randomly divide the training data (e.g., D1_train) into 

individual groups [D1 (d1, d2, d3 …), D2 

(d1,d2,d3…..)……..D8(d1,d2,d3)] 

   4.2 Train a Support Vector Machine (SVM) model on 

each individual group. 

   4.3 Check for data collisions or inconsistencies among the 

predictions from the individual groups. If any collisions are 

detected (e.g., disagreements between group predictions), go 

to the next step. 

5. If a collision is detected during training, re-shuffle the 

data within the individual groups for that dataset to reduce the 

likelihood of collisions. 
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5.1 Return to Step 4 and retrain the SVM models on the 

updated individual groups.  

5.2 Continue this process until no collisions are detected 

or until a predefined number of iterations is reached. 

6. After resolving collisions, update the individual groups 

and retrain the SVM models.  

7. Build the root node and generate tree. 

 8. Repeat Steps 4-6 for each dataset (D1, D2, D3, ..., D8) 

to ensure that each dataset is properly handled and collisions 

are minimized.  

9. Finally Maximum Tree generates by selecting best Root 

Node(R) using ANN algorithm specifications. 

 

 

Fig. 3: Hybrid Algorithm Structure Flow 

Table 1 Dataset Descriptions 

Dataset Name Characteristics Instances Attributes Attribute Type 

Iris Multivariate 150 4 Real 

Heart Disease Multivariate 303 13 Categorical, Integer, Real 

Diabetes Multivariate, Time-Series 500 20 Categorical, Integer, Real 

Breast Cancer Multivariate 569 30 Real 

Lung Cancer Multivariate 697 19 Integer 

Liver Disorder Multivariate 345 5 Categorical, Integer, Real 

Thyroid Disease Multivariate, Domain-Theory 5100 5 Categorical, Real 

Arrhythmia Multivariate 452 279 Categorical, Integer, Real 
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Table 2: The Accuracy Depending on Correctly Classified Instances (CCI), Incorrectly Classified Instances (ICI), 

Accuracy (A) and Time Taken to Built Model (TTBM). Shown all the Comparison between Algorithms with 

HSRFNN 

Dataset Name Algorithm C.C.I I.C.I A(%) TTBM 

Iris 

RF 100 50 66 2.5 

SVM 90 60 60 3.93 

ANN 110 40 73 3.23 

HSRFNN 140 10 93 2.73 

Heart Disease 

RF 230 73 75 5.25 

SVM 215 88 70 3.21 

ANN 190 113 62 3 

HSRFNN 280 23 92 3.75 

Diabetes 

RF 415 85 83 7.1 

SVM 317 183 63 6.23 

ANN 132 368 26.4 5.23 

HSRFNN 459 41 91.8 4.23 

Breast Cancer 

RF 435 134 76 3.13 

SVM 414 155 72 2 

ANN 301 268 52 3.11 

HSRFNN 515 54 90 2.15 

Lung Cancer 

RF 515 182 73 2.12 

SVM 441 256 63 3.31 

ANN 400 297 57 4.23 

HSRFNN 655 42 93 3.22 

Liver Disorder 

RF 290 55 84 2.33 

SVM 313 32 90 1.09 

ANN 145 200 42 2.12 

HSRFNN 330 15 95.6 1.14 

Thyroid Disease 

RF 4123 977 80 2.23 

SVM 4900 200 96 2.12 

ANN 4950 150 97 2.44 

HSRFNN 5075 25 99 2.48 

Arrhythmia 

RF 390 62 86 1.12 

SVM 400 52 88 1.05 

ANN 313 139 69 1.68 

HSRFNN 430 22 95 1.78 

 

 

Fig. 4: Accuracy of HSRFNN 

VI. RESULT AND DISCUSSION 

The hybrid algorithm HSRFNN is constantly provided the 

best accuracy in all the dataset properties. The algorithm 

seems to be better than any other individual algorithm which 

means the HSRFNN fitted better compare to Random Forest, 

Support Vector Machine and Artificial Neural Network. The 

hybrid algorithm provided stable result among all datasets. 

The paper tried to provide a hybrid algorithm which perform 

or provide considerable accuracy by taking classification 

dataset. The Hybrid model shows higher accuracy compare 

to other traditional methods. The comparison is shown in 

Table 2. The consistent performance of changes in dataset is 

not affected while performing accuracy by HSRFNN. The 

main goal of the study is to provide a combined new hybrid 

model that must not get affected by the change of the dataset. 

Datasets are pre-processed by various techniques like 

generalization, re-sampling of dataset, feature selection and 

ranking of feature.  
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Ranking of feature allow choosing maximum ranking 

scored attributes so that the traditional algorithm and hybrid 

model must not get affected due to dataset. Hybrid model 

provided consistent accuracy by testing all 8 dataset. Cross 

Validation techniques is also incorporated to maximize the 

performance of the algorithm. The individual comparison for 

accuracy graph is shown in Figure 4. 

VII. CONCLUSIONS 

Hybrid Algorithm is the development of new method 

from constructive methods. The algorithm HSRFNN goal is 

to provide best outcomes by combining strength of each 

algorithm together. These lead improved performance, 

robustness and efficiency in providing accuracy. The goal of 

this paper is to combine nature of different algorithm to 

achieve best result than using single algorithm alone. In 

future there will testing of algorithm depending on more large 

dataset. HSRFNN provides suitable result for classification 

dataset, in future the different types of dataset will be 

considered for better performance. A Hybrid Support 

Random Forest Neural Network (HSRFNN) is a novel 

algorithm that integrates the strengths of both Random Forest 

and Neural Networks to improve model performance. This 

approach combines the ensemble learning capabilities of 

Random Forest with the deep learning capabilities of Neural 

Networks. The goal of HSRFNN is to capitalize on the 

advantages of each method and create a more robust and 

accurate model. This hybrid approach can potentially provide 

better results than using either Random Forest or Neural 

Networks in isolation. In the future, HSRFNN may be further 

tested and optimized, particularly on larger datasets, to assess 

its potential in various applications. 
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