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ABSTRACT: Understanding climate variability from millennial to glacial–interglacial time scales remains challenging
due to the complex and nonlinear feedbacks between ice, ocean, sediments, biosphere, and atmosphere. Complex climate
models generally struggle to dynamically and comprehensively simulate such long time periods as a result of the large com-
putational costs. Here, we therefore coupled a dynamical ice sheet model to the Bern3D Earth system model of intermedi-
ate complexity, which allows for simulating multiple glacial–interglacial cycles. The performance of the model is first
validated against modern observations and its response to abrupt perturbations, such as atmospheric CO2 changes and
North Atlantic freshwater hosing, is investigated. To further test the fully coupled model, the climate evolution over the en-
tire last glacial cycle is explored in a transient simulation forced by variations in the orbital configuration and greenhouse
gases and aerosols. The model simulates global mean surface temperature in fair agreement with reconstructions, exhibit-
ing a gradual cooling trend since the last interglacial that is interrupted by two more rapid cooling events during the early
Marine Isotope Stage (MIS) 4 and Last Glacial Maximum (LGM). Simulated Northern Hemispheric ice sheets show pro-
nounced variability on orbital time scales, and ice volume more than doubles fromMIS3 to the LGM in good agreement with
recent sea level reconstructions. At the LGM, the Atlantic overturning has a strength of about 14 Sv (1 Sv ; 106 m3 s21),
which is a reduction by about one-quarter compared to the preindustrial. We thus demonstrate that the new coupled model
is able to simulate large-scale aspects of glacial–interglacial cycles.
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1. Introduction

Earth system models are powerful tools to investigate all
aspects of climate change and have proven indispensable for
the assessment of future climate scenarios (IPCC 2021).
Modern fully coupled atmosphere–ocean general circulation
models are approaching kilometer-scale resolution (e.g.,
Schär et al. 2020), but at the expense of very high computa-
tional costs. Therefore, these models are still unable to simu-
late slow processes in the Earth system and are limited to
model integration times on the order of decades to centuries,
even when employed on high-performance supercomputers.
To overcome these drawbacks, reduced complexity models
with substantially coarser spatial resolution have been devel-
oped [so-called Earth system models of intermediate com-
plexity (EMICs)] that can simulate hundreds to thousands of
years in a single day (Claussen et al. 2002; Stocker et al. 1992).
These models usually employ simplified physics and parame-
terizations of the ocean and atmosphere (Edwards et al. 1998;
Weaver et al. 2001) but include modules that describe slow

processes such as marine sediments and continental ice sheets
(Ganopolski et al. 2010; Tschumi 2009). Their application
ranges from orbital-scale paleo simulations over detailed sen-
sitivity assessments to large ensemble simulations, and they
hence fill an important gap in the hierarchy of climate models.
A number of EMICs now include nearly all components of
the Earth system and in particular are coupled to ice sheet
models (Roche et al. 2014; Willeit et al. 2019; Ganopolski
and Brovkin 2017; Fyke et al. 2011; Heinemann et al. 2014;
Choudhury et al. 2020), which has opened the door for
investigations of climate–ocean–ice interactions on (multiple)
glacial–interglacial time scales.

Here, we describe the development of a revised version of
the Bern3D EMIC. The Bern3D model is a coarse-resolution
model first described by Müller et al. (2006), which is under
continuous development at the University of Bern and has
been extended with many additional modules and ocean trac-
ers since its first description. Due to its low spatial resolution,
the cost-efficient geostrophic–frictional balance ocean dynam-
ics (Edwards et al. 1998), and simple energy-moisture balance
atmosphere (Ritz et al. 2011a), the Bern3D model is rather
fast even compared to other EMICs and capable of simulating
tens of thousands of years per day. It has been used for paleo-
ceanographic studies of the carbon cycle and its isotopes (e.g.,
Dinauer et al. 2020; Jeltsch-Thömmes et al. 2019; Parekh
et al. 2008; Menviel et al. 2012) and ocean circulation (e.g.,
Pöppelmeier et al. 2021c; Ritz et al. 2013, 2011a) and weather-
ing–burial imbalances (Jeltsch-Thömmes and Joos 2023) on
glacial–interglacial time scales, and extensive sensitivity tests
(e.g., Pöppelmeier et al. 2021b; Rempfer et al. 2012; Ritz
et al. 2011b; Pfister and Stocker 2016, 2017), but also for
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probabilistic near-future scenario ensembles (e.g., Steinacher
et al. 2013; Terhaar et al. 2022; Jeltsch-Thömmes et al. 2020),
multimillennial projections (Battaglia and Joos 2018a), and
data-constrained estimates of Earth system parameters (e.g.,
Battaglia et al. 2016; Pöppelmeier et al. 2023b).

In this study, we describe the implementation of a new,
higher resolved grid and new ocean physics, and we introduce
the coupling of an ice sheet model to the Bern3D model. The
modern steady state of the fully coupled model is then pre-
sented in detail, and we investigate the sensitivities and feed-
backs with a suite of simulations. Due to the slow processes
and feedbacks, the continental ice sheets of the Northern
Hemisphere never fully reached a steady-state configuration
during the past 2.6 Myr. We therefore carry out a transient
simulation of the entire last glacial cycle to achieve realistic
ice sheet extent and volume as well as climate and ocean state
of the Last Glacial Maximum (LGM), which we compare to
reconstructions to assess the model’s performance.

2. Model description

The Bern3D model can be divided into physical and bio-
geochemical components (Fig. 1). The physical modules
include the ocean, atmosphere, and ice sheets, while the bio-
geochemistry encompasses the dynamical global vegetation
model LPX (Lienert and Joos 2018) and marine biogeochemis-
try including a detailed implementation of the global carbon
cycle (Parekh et al. 2008; Tschumi et al. 2008), as well as many
additional tracers such as noble gases (Ritz et al. 2011b), CFCs

(Müller et al. 2006), N2O (Battaglia and Joos 2018b), and geo-
chemical tracers including their isotopes (Nd, Pa, Th, Cr, Be;
Rempfer et al. 2011, 2017; Pöppelmeier et al. 2021b, 2022), and
a 10-layer sediment module that couples to the biogenic parti-
cle fluxes (opal, calcite, organic) and ocean tracers (Tschumi
2009). Major updates to the biogeochemical modules of the
Bern3D model will be described in a forthcoming study, while
the focus of the present study is new implementations and
modules of the physical components.

One of the main differences of the new version 3.0 of the
Bern3D model compared to the previous version 2.0 (Roth
2013) is a new higher resolved grid. This new grid has a hori-
zontal resolution of 68 3 46 cells (about 5.38 3 3.98) com-
pared to 41 3 40 of version 2.0, with an irregular spacing that
allows for better resolving highly dynamic regions such as the
Southern Ocean and North Atlantic that is shared between all
components except for the dynamical vegetation–land bio-
sphere and ice sheet modules, which have their own high-
resolution grids. The vertical resolution of the ocean has been
increased from 32 to 40 logarithmically scaled depth layers
with a 31 m grid cell height at the surface increasing to 320 m
at the bottom at 5000 m depth (Fig. S1 in the online
supplemental material). The Bering Strait is open and only
one grid cell deep and wide and thus only allows for barotropic
transport. As in previous versions of the Bern3D model, the
Drake Passage has been widened, and the sill depth between
Greenland and Scandinavia has been increased in order to en-
hance the Antarctic Circumpolar Current and North Atlantic
Deep Water (NADW) formation, respectively. Due to the

FIG. 1. Overview of model components of the Bern3Dmodel. In the present study, only the three physical components
are coupled and discussed. The model topography is shown in the lower right (see Fig. S1 for more detail).
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reduced complexity of the model the time step of the model
is rather long with ;3 days (120 steps per year), which is
also the coupling frequency between the individual physical
modules except for the ice sheet, which is coupled once a
year.

The ocean module forms the core of the Bern3D model and
consists of a rigid-lid geostrophic–frictional balance model [see
Edwards et al. (1998) and Müller et al. (2006) for details] with
an isopycnal-diffusion scheme and Gent-McWilliams parame-
terization of eddy-induced transport (Griffies 1998) that is also
employed in other models of similar complexity [e.g., GENIE
(Holden et al. 2016) and CLIMBER-X (Willeit et al. 2022)].
Since the rigid-lid parameterization does not allow for dynami-
cally changing the sea level, freshwater fluxes are implemented
as virtual salinity fluxes. For diagnostic purposes we employ
ideal age and artificial dye tracers as described in Pöppelmeier
et al. (2021c). The ocean is coupled to a thermodynamic sea ice
component and a single-layer, two-dimensional energy mois-
ture balance atmosphere (Ritz et al. 2011a). Because of the re-
duced complexity atmosphere, wind fields are not dynamically
calculated and instead wind stress and cloud cover are pre-
scribed from present-day monthly climatologies (Kalnay et al.
1996). Here, we further introduce a continental ice sheet model
that is coupled to the atmosphere and ocean as described in de-
tail in section 2b.

On the technical side, we added a number of code optimiza-
tions, such as replacing matrix solvers with specialized rou-
tines, and added support for shared memory parallelization
via the OpenMP standard. We were thus able to compensate
for the increased runtime due to the higher resolved grid and
increased complexity of the physics, and the model now inte-
grates about 10 kyr in 1 day when all components are coupled
(including biogeochemistry, sediments, and LPX-land bio-
sphere) on eight CPUs of a high-performance computer.
Without the biogeochemistry modules the runtime efficiency
is increased by a factor of about 6.

a. Update of ocean physics

Two important aspects of ocean physics have been revised
for the new version of the Bern3D model, namely diapycnal
diffusion and brine rejection during sea ice formation. Previ-
ously, diapycnal diffusivity was prescribed in the Bern3D
model with a uniform value (default: Kd 5 2 3 1025 m2 s21)
that was spatially and temporally constant (Roth 2013). This,
however, is a major simplification especially for paleo-simulations
on glacial–interglacial time scales when sea level changed
substantially. This critically impacts the spatial distribution of
tidal energy dissipation and thus diapycnal diffusivity (e.g.,
Wilmes et al. 2019).

To improve the parameterization in the Bern3D model, we
adopted the implementation by St. Laurent et al. (2002) that de-
scribes the spatially varying diapycnal diffusion according to

Kd 5 Kbg 1
G«

N2 , (1)

with the globally constant background diffusivity Kbg 5 2 3

1025 m2 s21, the buoyancy frequency N2 5 g/r 3 dr/dz, the

mixing efficiency G 5 0.2, and the turbulent energy dissipation
rate «. Equation (1) only explicitly considers tidally driven
mixing and all other sources of mixing are thus included in
the background diffusivity. We specifically account for the di-
urnal and semidiurnal tidal constituents (TC) of the energy
dissipation rate as described by Schmittner and Egbert (2014)
and their subgrid-scale bathymetry scheme

« 5
1
r
∑
H

z′.z
∑
TC

qTCETC(x, y, z′)F(z, z′), (2)

where r is density, qTC is local tidal dissipation efficiency,
ETC(x, y, z′) is the energy flux of the TC at longitude x, lati-
tude y, and at all depths z′ below z and above the seafloor,
and F(z, z′) is a shape function describing the vertical decay
of turbulence from the seafloor

F(z, z′) 5 e(2z′2z)/z

z(1 2 e2z′ /z) (3)

with z 5 500 m. The energy dissipation rates of the four major
tidal constituents (diurnal: K1 and O1, and semidiurnal: M2
and S2) are taken from the OTIS tide model using the solu-
tion of Wilmes et al. (2019) for the present day and the LGM
and scaled between these fields [see section 2c(2)].

Second, we added a simple parameterization of brine rejec-
tion during sea ice formation to improve the sea surface salin-
ity of polar regions compared to observations and stimulate
more realistic deep water formation particularly around
Antarctica. For this a fraction of the salt rejected during sea
ice formation (here f 5 0.8) is directly injected into the sub-
surface two grid cells below the surface box corresponding to
a depth of about 80 m instead to the surface layer as in the
previous model version. This depth roughly coincides with the
upper boundary of the halocline in the Arctic (Rudels et al.
2004), which has been shown to be the depth to which brines
are able to penetrate (Nguyen et al. 2009). Here we assume
similar conditions for the Antarctic. If the brine injection
leads to an unstable water column, the convection scheme as
described by Müller et al. (2006) removes any instabilities.
Brine rejection is not allowed to take place in the Hudson
Bay as its very shallow depth and restricted water mass ex-
change with the Labrador Sea would lead to unrealistic verti-
cal salinity gradients.

With these updates of the ocean physics, we simulate realis-
tic deep water formation and meridional overturning such
that no freshwater correction fluxes are required anymore for
this revised version 3.0 of the Bern3D model. Updated ocean
parameters are listed in Table S1.

b. Ice sheet coupling

We coupled the ice sheet model glimmer-CISM v.1.7
(Rutt et al. 2009) to the Bern3D model. Since our goal for
the coupled model is the ability to simulate multiple glacial–
interglacial cycles fully transiently with synchronous coupling,
we had to achieve maximum computational efficiency of the
ice sheet model and employ well-established approximations
for the ice evolution and surface mass balance. Glimmer-CISM
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is a 3D thermomechanic ice sheet model currently developed as
part of the Community Earth System Model–CESM (Lipscomb
et al. 2019). While from v.2.0 onward glimmer-CISM includes
higher-order dynamical cores (Lipscomb et al. 2019), we here
use the original shallow ice approximation of v.1.7 that is also
employed for coupling with other reduced complexity Earth sys-
tem models (e.g., FAMOUS; Gregory et al. 2012) to increase
computational efficiency. However, we note that coupling with
v2.1 of glimmer-CISM with the depth-integrated viscosity solver
has also been successfully tested, and switching between both ice
sheet model versions is fully supported as both ice sheet model
versions support the same coupling interface. This facilitates fu-
ture investigations that require higher order ice physics (compu-
tational costs increase by a factor of.20 for the ice sheet model
v2.1 alone).

Even though ice shelves are not explicitly simulated here,
the model allows for the ice sheet to advance into shallow wa-
ters. This advance is determined by a threshold water depth
or flotation criterion setting the limit of grounded ice. All ice
that exceeds this threshold is calved. For all simulations we
here use the threshold water depth option that is further mod-
ulated by changes in sea level allowing for the ice sheets to ad-
vance beyond the present-day coastline. Since the Bern3D
model has a rigid-lid ocean, we use global mean sea level re-
constructions to determine water depths for the ice sheet
model during transient simulations. The discrepancies in coast-
line caused by the different sea level stands of both model
components are not resolved on the ocean grid of Bern3D due
to its coarse resolution.

To test the ice sheet model under present-day boundary
conditions, we set up a single grid domain only encompassing
Greenland. The grid has a resolution of 20 3 20 km2 on a ste-
reographic projection with 763 141 grid cells. For simulations
of the entire last glacial cycle we run the ice sheet model on
two discontinuous domains that can in principle be forced
with two different parameter sets; we applied here virtually

identical sets in both domains (Table S2). The first makes up
North America, Greenland, and Iceland, which we refer to as the
North American ice sheet. The second is centered around Eurasia,
and thus includes the Fennoscandian and British ice sheets, which
we call the Eurasian ice sheet. Both ice sheet instances have a
30 3 30 km2 grid resolution on a Lambert azimuthal equal-area
projection with 190 3 180 and 100 3 140 grid cells, respectively.
The ice sheet model is run with a 0.5-yr time step and with
11 s levels. Isostatic adjustment is considered assuming an elastic
lithosphere and a relaxing mantle with a characteristic relaxation
time constant of 2000 years. Both ice sheets are initialized with
present-day bedrock topography that is derived from the
ETOPO1 dataset (NOAA 2009) and bilinearly regridded to the
ice sheet grids. While the Eurasian ice sheet is initialized with ice-
free conditions, the North American ice sheet is initialized with
Greenland’s modern ice thickness (Morlighem et al. 2014).

Basal sliding is spatially variable and depends on the subgla-
cial sediment thickness following the approach by Gregoire
et al. (2012). For this we regridded the sediment thickness
map by Laske and Masters (1997) on the North American and
Eurasian ice sheet grids and set the basal sliding coefficient to
1.0 mm yr21 Pa21 where the sediment thickness is less than
20 m representing bedrock conditions, and to 7.5 mm yr21 Pa21

elsewhere in North America and 10 mm yr21 Pa21 in Eurasia
(Fig. S2). Due to the highly uncertain observations of the geo-
thermal heat flux and to keep the simulation setup relatively
simple we here chose a spatiotemporally uniform value of
0.05 Wm22 (Sclater et al. 1980).

The large differences in spatial resolution between the ice
sheet model and Bern3D constitute a major conceptual chal-
lenge for the coupling between both models. Moreover, the
simplified atmosphere of the Bern3D model is unable to fully
capture surface atmospheric temperature (SAT) and precipi-
tation distributions in good agreement with modern observa-
tions (Fig. 2). To reduce these biases, we therefore force
the ice sheet model with monthly mean ERA5 SAT and

FIG. 2. Modern (a)–(c) surface atmospheric temperatures, (d)–(f) precipitation, and (g)–(i) evaporation. (top) Bern3D results for the pre-
industrial, (middle) ERA5 data, and (bottom) the difference between Bern3D and ERA5.
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precipitation fields. For simulations with climates different to
modern, we then add the Bern3D SAT and precipitation
anomaly fields relative to the preindustrial to the ERA5
fields. Precipitation is assumed to always fall as snow. The up-
and downscaling procedures between both grid resolutions
are described by Rutt et al. (2009) and take into account the
high-resolution topography of the ice sheet model by adjust-
ing the temperature using a prescribed lapse rate, while not
adjusting precipitation. We here assume this lapse rate is spa-
tially uniform, but temporally variable on orbital time scale.
Because of the large shifts in climate and hence relative hu-
midity over the ice sheets on these time scales, the lapse rate
varies with ice sheet volume assuming a value of 5.5 K km21

during full interglacials (i.e., close to the wet lapse rate) and
7.0 K km21 during glacial maxima, thus taking into account
the generally drier conditions (Bartlein et al. 2011).

The surface mass balance is calculated with an annual
positive-degree-day (PDD; Reeh 1991) scheme from the
downscaled SAT and precipitation fields. The PDD scheme
assumes that the daily air temperature variation is sinusoi-
dal with additional random interdaily fluctuations, which
are normally distributed with standard deviation sdd. The
sum of positive degree-days is then given by

PDD 5
1

sdd

����
2p

√
�
yr

�‘

0
T exp

2 (T 2 Tm)2
2s2

dd

[ ]
dT dt, (4)

where Tm is the monthly mean temperature. Since the scheme
allows for different snow and ice melt rates, refreezing of
meltwater in the firn is additionally parameterized. Up to
60% of meltwater is allowed to refreeze in the firn column if
the snow layer is able to absorb it. The net surface mass bal-
ance is thus the difference between annual precipitation and
the sum of snow and ice melt. All ice sheet and PDD parame-
ters are listed in Table S2.

Since we force the ice sheet model with ERA5 plus Bern3D
anomaly fields, freshwater fluxes (precipitation and runoff)
are not conserved between both model components. To still
account for the freshwater relocation to the continental ice
sheets, we uniformly remove the freshwater from the global
surface ocean that is required for the buildup of the ice sheets.
Meltwater runoff, on the other hand, is routed either into the
Gulf of Mexico when the North American ice sheet extends
south of 508N or to the North Atlantic (with a small fraction
(;17%) routed to the North Pacific; Fig. S3).

After every coupling time step of 1 year the orography and
albedo of the Bern3D model are updated based on the ice
sheet evolution. For this, the ice sheet model calculates the
fractional ice coverage of the Bern3D grid cells, which is then
multiplied with a fixed value for the ice albedo of 0.6 to derive
the ice sheet albedo. A value of 0.25 is assigned to snow- and
ice-free ground, representative of the average mid- to high-
latitude albedo. The Bern3D model further calculates snow
albedo changes (see Text S1 in the online supplemental
material), here for the ice-free fraction. These contributions
are added up to determine the total surface land albedo,
which is limited to values # 0.77. For the hypothetical case

where no ice sheet instance covers Greenland, it is assigned the
present-day albedo as derived from satellite data of MODIS.

c. Model experiments

We here performed a number of simulations to characterize
the behavior of the coupled model under various boundary
conditions. These include steady-state as well as transient sim-
ulations that aim at demonstrating the possible applications of
the coupled Bern3D model and also highlight the climate–
ocean–ice interactions on glacial–interglacial time scales.

1) PREINDUSTRIAL BOUNDARY CONDITIONS AND

SENSITIVITY TESTS

First, the model was spun up without interactive ice sheets
under preindustrial (1765 CE) boundary conditions over
35 kyr until an equilibrium state was reached. For this, green-
house gas concentrations were set to CO2 5 278 ppm,
CH4 5 722 ppb, and N2O5 273 ppb. The Greenland ice sheet
was then initialized with present-day ice thickness and the
coupled model was run for another 1 kyr, but with asynchro-
nous coupling that accelerates the ice sheet evolution by a fac-
tor of 50 (i.e., 50 000 ice sheet model years). This was deemed
feasible because the Greenland ice sheet volume and extent
changes only marginally, and thus the climate state does virtu-
ally not change due to climate–ocean–ice feedbacks.

Further, we performed three sensitivity tests under prein-
dustrial boundary conditions, but with atmospheric CO2 con-
centrations abruptly halved, doubled, or quadrupled at the
beginning of the experiments. These simulations were run for
50 kyr with synchronous coupling to the Greenland ice sheet.
This was enough to reach equilibrium states of the ocean–
climate system as well as the Greenland ice sheet.

To assess the transient responses to gradual CO2 increases,
we perform six experiments for which we increase the atmo-
spheric CO2 concentrations by 0.5%, 1%, and 2% yr21 start-
ing from the preindustrial control. The CO2 concentrations
increase until they are either doubled or quadrupled, with
constant concentrations afterward. The simulations are run
for 2500 years with a synchronous coupling to the ice sheet.

Finally, we investigate the potential hysteresis behavior of
the Atlantic meridional overturning circulation (AMOC) by
slowly increasing freshwater hosing fluxes added to the North
Atlantic (Fig. S3) in two experiments with rates of 0.02 and
0.04 Sv kyr21 (1 Sv ; 106 m3 s21) up to a maximum hosing
flux of 0.4 Sv, which was then reduced at the same rates. Fur-
ther, transient step-like hosing experiments were performed.
Starting from the preindustrial control, freshwater hosing
fluxes between 0.1 and 0.4 Sv were applied to the North
Atlantic (Fig. S3) for 500 years. These hosing fluxes were not
compensated for elsewhere.

2) SIMULATING THE LAST GLACIAL CYCLE

Ice sheets respond to climate forcing on multimillennial
time scales, and the Northern Hemispheric ice sheets were
hence never in a fully equilibrated state during past glacial–
interglacial cycles. A fair comparison between modeled and
reconstructed ice sheets, for instance at the LGM, therefore
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requires transiently and interactively simulating an entire
glacial–interglacial cycle. We therefore simulated the last 130 kyr
starting from the last interglacial. The simulation was continued
from the preindustrial, which encompasses slightly different
boundary conditions than the last interglacial, and we hence only
evaluate the last 120 kyr of the model run. The model was forced
with orbital variations (Berger 1978) and reconstructed green-
house gas concentrations (Köhler et al. 2017). Changes in
radiative forcing due to variable atmospheric dust loading were
prescribed by converting the Antarctic dust record fromDome C
(Lambert et al. 2012) to top-of-the-atmosphere radiative forcing.
For this, the dust record was normalized to values between 0 and
22 W m22, which corresponds to an average radiative forcing of
about 21 W m22 at the LGM and virtually none during the
Holocene.

For transient changes in wind stress, we follow the ap-
proach of Pöppelmeier et al. (2021c, 2023b). In brief, LGM
wind stress anomalies from PMIP3 (Muglia and Schmittner
2015) are added to the present-day climatology and are scaled
based on the benthic d18O record by Lisiecki and Stern (2016)
or simulated ice volume, such that the total anomalies are
added during the LGM and fractions thereof are added dur-
ing intermediate climate states. We note that this is a simplifi-
cation as it does not directly take into account the shape of
the ice sheet, which is important for both the direction and
strength of the wind stress. Similarly, the global fields of en-
ergy dissipation rates of the four tidal constituents, used to
calculate diapycnal diffusivity, are scaled between their pre-
sent day and LGM fields either based on the benthic d18O re-
cord or simulated ice sheet volume. There is virtually no
effect of switching between both options as benthic d18O and
simulated ice volume evolve closely over glacial cycles. The
general impacts of these parameterizations on the global cli-
mate and ocean circulation are documented in detail in
Pöppelmeier et al. (2021c). Moreover, the lapse rate is scaled
between the LGM and interglacial values (see section 2b)
based on the simulated ice sheet volume. Sea level as seen by
the ice sheet model is prescribed after Lambeck and Chappell
(2001). Since changes in insolation are not taken into account
in the PDD scheme for calculating the surface mass balance
(Bauer and Ganopolski 2017), we further modify the summer
temperature seen by the ice sheet model. For this, we normal-
ized the summer insolation at 658N (Berger and Loutre 1991)
(note that this is different from the orbital forcing to the at-
mosphere) to values between 23.68 and 2.48C over the last
glacial cycle and added these temporally evolving anomalies
following the insolation to the summer temperatures applied
to the ice sheet model.

3. Preindustrial climate state

a. General climate state, including the ice sheet

Under preindustrial boundary conditions the model simu-
lates a global mean surface temperature (GMST) of 14.88C.
Regional biases in surface atmospheric temperatures are larg-
est at high latitudes; in particular, simulated temperatures
over Antarctica and the North Pacific are too warm by up to

108C, while the Nordic seas are too cold by about 58C
(Fig. 2c). The latter can be explained by North Atlantic Deep
Water formation taking place too far south in the model com-
pared to observations. Hence, the meridional heat transport
to the Nordic seas is too small in the model. Further, tempera-
tures over large deserts, such as the Sahara, Namib, or Australian
deserts, are too low. In contrast, the bias in precipitation is con-
centrated in the tropics, where precipitation is underestimated.
Elsewhere, precipitation is generally overestimated over the
ocean (except for the Southern Ocean) and underestimated over
land. These biases are similar to the ones in the previous model
version (Ritz et al. 2011a) and are related to the simplified
parameterization of zonal and meridional moisture diffusion in
the atmosphere that remained unchanged between the model
versions.

Because we drive the ice sheet model with ERA5 climatol-
ogies plus Bern3D anomalies, the biases in atmospheric tem-
perature and precipitation are not transferred to the ice sheet
model. With these ERA5 climatologies the Greenland ice
sheet is hence simulated reasonably well (Fig. 3), despite the
simplified ice physics, basal sliding, and geothermal heat
parameterizations. In general, the ice sheet extends too far to
the coast, in particular in the southwestern and eastern part,
most likely because fjords are not resolved at this relatively
coarse resolution and fast ice streams are not parameterized,
limiting the calving flux. At the center of the ice sheet the sim-
ulated ice thickness bias is less than 250 m, and both ice extent
and volume of the model (1.8 3 106 km2 and 3.4 3 106 km3,
respectively) are only about 13% larger than the observa-
tional data indicate (1.6 3 106 km2 and 3.03 106 km3, respec-
tively; Morlighem et al. 2014). Surface ice speeds (Fig. 3c) are
also simulated reasonably well with the characteristic slow-
flowing ice in the interior of the ice sheet and fast-flowing gla-
cier outlets along the margins represented fairly accurately
(see Joughin et al. 2010). Yet, very fast flowing ice, as for in-
stance the Northeast Greenland Ice Stream, is only poorly
simulated, a model deficit that is also found in more complex
ice sheet models (e.g., Lipscomb et al. 2019).

b. Ocean state

As expected, sea surface temperature (SST) anomalies mir-
ror the ones of SAT, while simulated sea surface salinity
(SSS) is generally too fresh compared to observations
(Fig. S4). In the Arctic Ocean SSS anomalies form a dipole
pattern with too high values in the western part and too low
values in the Nordic seas, which again is related to deep water
formation taking place too far south. Saline and warm Atlan-
tic water is unable to penetrate deep into the Nordic seas and
is already convected mainly south of Iceland. This structural
bias of the model physics is further responsible for the too-
warm global deep ocean (Fig. 4b), which yields a global mean
ocean temperature (MOT) of 4.78C. The largest subsurface
warm bias is found in the South Atlantic at around 1 km water
depth and is caused by Antarctic Intermediate Water (AAIW)
penetration being too weak with the AAIW extent being too
shallow and not reaching across the equator. This causes an even
more pronounced bias in salinity in the same region (Fig. 4d) as
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the difference between AAIW and NADW salinities is markedly
stronger than in temperature. Elsewhere, deep ocean salinity is
simulated within ,0.1 PSU compared to observations and hence
in good agreement.

Deep ocean ventilation ages (as inferred from the ideal age
tracer) strongly increase from the Southern Ocean toward the
North Pacific where ventilation ages of more than 1000 years
are reached. The vertical age distribution of the modern

FIG. 4. Global section plots of oceanographic parameters under PI boundary conditions along the transect path indicated in Fig. S3. (a) Poten-
tial temperature and (b) its difference from the World Ocean Atlas 2009 (WOA09; Levitus et al. 2010). (c) Salinity and (d) its difference from
WOA09. (e) Ideal age, which is an artificial tracer that is reset to zero at the surface and increases elsewhere by 1 yr yr21. (f) Southern Ocean dye
tracer that is restored to 100% at the surface south of 458S and is diluted elsewhere only through water mass mixing.

FIG. 3. Greenland ice sheet results from a simulation with a 203 20 km2 grid resolution integrated over 50 kyr with constant PI boundary
conditions. (a) Ice thickness with contour lines every 1 km. (b) Difference of simulated ice thickness compared to present day (Morlighem
et al. 2014). (c) Log10 of ice velocity magnitude.
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North Pacific is also well resolved, with the oldest water situated
at middepths as Antarctic Bottom Water (AABW) is slowly
mixed upward. The new parameterization of brine rejection
stimulates more vigorous AABW compared to the previous
version of the Bern3D model, which can be seen in the Atlantic
distribution of the ventilation ages. However, as noted before
NADW remains too shallow, and thus the deep North Atlantic
is too old and bathed by too much AABW (Figs. 4e,f).

The preindustrial AMOC strength is 18 Sv and the zero iso-
line of the streamfunction is at around 3 km water depth at

the equator (Fig. 5a) in good agreement with modern obser-
vations from the RAPID array (Frajka-Williams et al. 2019)
(see Fig. S5 for Indo-Pacific and global MOC, and Fig. S6 for
the barotropic streamfunction). In the deep Atlantic the anti-
clockwise overturning circulation associated with AABW ad-
vection has a maximum of around 4 Sv, which is less than the
8 Sv AABW production today (Talley et al. 2003), but consti-
tutes a major improvement compared to the previous Bern3D
version where it was nearly absent. This is due to the im-
proved parameterization of brine rejection that stimulates

FIG. 5. Meridional distributions of surface atmospheric temperature (SAT) and sea ice extent, Atlantic streamfunction (filled contours),
and northern-sourced water distribution (contour lines) for (a) the preindustrial (PI) and (b) a simulation with doubled CO2 concentration
relative to PI. Global streamfunction for (c) the preindustrial, and (d) doubled CO2 concentrations. Also shown are CO2 concentration vs
(e) global mean surface temperature (GMST), (f) AMOC strength, (g) Greenland ice volume, and (h) sea ice extent for both hemispheres
for sensitivity tests with 0.5, 2, and 4 times CO2 concentrations relative to PI. The PI control run is marked as a filled red circle. All simula-
tions are at steady state.
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increased AABW formation around Antarctica. The Antarc-
tic Circumpolar Current has a strength of slightly more than
100 Sv calculated at the Drake Passage, and thus falls short of
modern estimates that suggest a circulation strength of more
than 140 Sv (Talley et al. 2003). The simulated Bering Strait
throughflow, important for the freshwater balance of the
Arctic and North Atlantic, is 1.2 Sv and hence in good agree-
ment with observations that suggest a throughflow of 1.0 Sv
(Woodgate 2018).

4. Sensitivities to changes in greenhouse gas
concentrations

a. Abrupt CO2 changes of 0.5, 2, and 4 times
preindustrial

We first explore the sensitivities of the coupled model to
abrupt changes in atmospheric CO2 concentrations. After
abruptly doubling CO2 concentrations large fractions of sea
ice are melted in both hemispheres, which is particularly pro-
nounced in the Southern Hemisphere where less than 20% of
the preindustrial sea ice area remains, and the Greenland ice
sheet nearly fully disintegrates. In equilibrium the AMOC in-
creases to a strength of 22 Sv, or 4 Sv stronger than the prein-
dustrial control (Figs. 5b,f). At steady state after 50 000 model
years the GMST is 18.28C, which implies an equilibrium cli-
mate sensitivity of 3.48C. Brine rejection around Antarctica is
strongly reduced due to increased stratification in a warmer
climate, and hence AABW formation nearly ceases and with
it the lower circulation cell of the streamfunction. Conse-
quently, the entire deep Atlantic is filled dominantly with
northern-sourced water (Fig. 5b).

Four times preindustrial CO2 concentration leads to a total
GMST warming of about 6.78C. The AMOC strength is about
22.5 Sv and thus only marginally stronger compared to the
CO2 doubling experiment. The Greenland ice sheet was al-
ready virtually gone for a CO2 doubling, but for 4 times prein-
dustrial CO2 even the last remaining high-altitude glaciers are
melted away in the southeastern Greenland mountain range
(Fig. S7). Similarly, sea ice in both hemispheres entirely
disappeared.

At an atmospheric CO2 concentration of about 140 ppm (i.e.,
half the preindustrial) GMST is nearly 48C colder at steady
state compared to the preindustrial control. As we only simu-
late the Greenland ice sheet in these experiments, this excludes
surface albedo feedbacks from the North American and Eur-
asian ice sheets. The Greenland ice sheet grows to a volume of
;4.1 3 106 km3, about 20% larger than at preindustrial, which
also appears to be the maximum ice volume Greenland can
hold. Sea ice grows in both hemispheres, but to a larger extent
in the Southern Hemisphere. This further enhances brine rejec-
tion around Antarctica and stimulates increased AABW forma-
tion. At the same time, NADW formation is weakened, which
leads to a strongly reduced AMOC strength of;10.5 Sv. This is
close to the estimates of Atlantic overturning strength at the
LGM (Pöppelmeier et al. 2023b), but we note that other glacial
boundary conditions, such as increased wind stress due to the
large continental ice sheets or enhanced diapycnal mixing as a

result of the lower sea level, which tend to increase AMOC
(Pöppelmeier et al. 2021c), and increased dust content in the at-
mosphere reducing AMOC, are not considered in the experi-
ment discussed here. A more complete glacial forcing is applied
in the simulations presented in section 4.

b. Transient warming scenarios

Gradually increasing the CO2 concentration by 0.5%, 1%,
and 2% yr21 leads to an immediate and linear warming of the
atmosphere [see section 2c(1) for details on the experiments].
The warming trends strongly decrease after the target CO2

concentrations are reached, but warming still continues for at
least ;2000 years afterward due to internal climate–ocean–ice
feedbacks (Fig. 6a). For instance, the Greenland ice sheet
starts melting lowering the land albedo. The initial melting of
Greenland is slow, but accelerates after about 200 years, in
particular for the simulations with quadrupled preindustrial
CO2 concentrations, and continues until virtually all ice is
melted for all runs. The virtual ice-free state is reached after
about 700 and 1500 years for the experiments with quadrupled
and doubled CO2, respectively. Sea ice responds rather quickly
to the increase in atmospheric temperature (Figs. 6e,f). While a
substantial fraction of sea ice remains for a doubling of CO2 at
the end of the simulations (in particular in the Northern Hemi-
sphere), virtually all sea ice vanishes for a quadrupling of CO2

within the first 1200 and 300 years for the Northern and South-
ern Hemisphere, respectively. Interestingly, a sudden second de-
crease in the Northern Hemisphere sea ice occurs after around
1900 years after the start of the simulation with a doubling of
CO2. This appears to be a direct response to a slight increase in
GMST of 0.38C at the same time and could be considered a re-
gional tipping point.

The AMOC first decreases due to the freshwater addition
from the melting sea ice, but then recovers after the sea ice
extent somewhat stabilizes and continues to slowly increase
for the rest of the experiment exceeding an overturning
strength of 20 Sv after about 1000 years (Fig. 6b). Further, it
appears that the multicentury-scale disintegration of the
Greenland ice sheet represents only a minor perturbation to
the AMOC. Due to the long response time of the deep ocean
to atmospheric perturbations, MOT increases rather slowly
and does not reach an equilibrium state for the CO2 quadru-
pling experiments within the 2500 years of the simulations
(Fig. 6d). The initial reduction but subsequent recovery of the
AMOC is similar to the transient response of the AMOC to
abrupt increases in CO2 as simulated in coupled general circu-
lation models as part of the LongRun Model Intercomparison
Project (LongRunMIP; Bonan et al. 2022). However, while
nearly all models of the LongRunMIP exhibit some AMOC
recovery within the first 1000 years, only two models recover
to a strength greater than their initial state as the Bern3D
model does. Millennial-scale projections with an earlier Bern3D
version found equilibrium AMOC strengths to be forcing de-
pendent, with strengths larger than at preindustrial under low
and vice versa under large radiative forcing (Battaglia and Joos
2018a). Moreover, a recent study performed with the NASA-
GISS ModelE found that eight out of ten ensemble members
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also recover to a strong AMOC after an initial weakening as a
response to the SSP2-4.5 scenario but two exhibit a bifurcation
to a collapsed AMOC (Romanou et al. 2023).

5. Sensitivities to freshwater forcing

The AMOC plays a critical role for the interhemispheric
transport of heat and carbon and is considered a tipping ele-
ment in the global climate system (Stocker 2013) that is able
to rapidly and irreversibly transition between multiple equi-
librium states. We here therefore assess the AMOC hysteresis
and general response to freshwater perturbations in the
Bern3D model.

Perturbing the North Atlantic (458–708N) freshwater bal-
ance by an increasing hosing flux slowly decreases the AMOC
strength (Fig. 7a). This rather continuous weakening is inter-
rupted by two rapid drops in AMOC strength at hosing fluxes
of 0.12 and 0.24 Sv indicating nonlinear responses to the per-
turbations. Gradually reducing the hosing flux again reveals
two distinct hysteresis loops, one with a width of about 0.08 Sv
and a smaller one with 0.02 Sv. Reducing the rate of change of
the hosing from 0.04 to 0.02 Sv kyr21 only slightly modifies the
hysteresis paths and reduces the widths, indicating that we are

able to accurately track the hysteresis diagram of the AMOC
in the Bern3D model. This suggests that the AMOC exhibits
not only two but three stable equilibrium states, the first at a
strong AMOC, the second at around 10 Sv (see Fig. S8), and
the final one at a collapsed state. However, when the freshwa-
ter forcing is removed the AMOC recovers to its initial
strength (Fig. S8) suggesting that these transitions are fully re-
versible on millennial time scales. Under preindustrial bound-
ary conditions the AMOC is monostable and relatively far
away from the first tipping point.

The response of the AMOC to abrupt freshwater perturba-
tions was examined by applying a hosing flux of 0.1–0.4 Sv to
the North Atlantic over 500 years (Fig. 7b). For all experi-
ments, the AMOC immediately weakens and then remains
rather constant for the smallest hosing, but continues to de-
crease for stronger freshwater fluxes, such that freshwater
fluxes of 0.3 and 0.4 Sv force the AMOC into its collapsed
state. The weakening of about 5 Sv as a response to a hosing
flux of 0.1 Sv is very similar to the multimodel mean response
by Stouffer et al. (2006), which includes EMICs as well as
more complex general circulation models. In general, the
ocean response to freshwater hosing appears to be much alike
between EMICs such as Bern3D and general circulation

FIG. 6. Transient responses of (a) GMST, (b) AMOC strength (5-yr running mean), (c) Greenland ice volume,
(d) MOT, (e) annual mean Northern Hemispheric sea ice area, and (f) annual mean Southern Hemispheric sea ice
area to gradual CO2 increases with a rate of 0.5% (purple), 1% (blue), and 2% (green) per year until either double
(solid lines) or quadruple (dashed lines) the preindustrial CO2 concentration is reached. After the target CO2 concen-
tration was reached (at years 140, 70, and 35 for doubling; at years 280, 140, and 70 for quadrupling), it was held cons-
tant until the end of the simulation. All other boundary conditions correspond to the preindustrial control.
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models. Yet, atmospheric changes are smaller in Bern3D, mainly
because of the simplified atmospheric dynamics. The recovery
time scale in Bern3D is a linear function of the maximum
AMOC reduction during the hosing period, but in all simulations
it recovers within 500 years to its initial strength. When the
AMOC is collapsed, meridional heat transport is strongly cur-
tailed (Fig. S9), which manifests as the classical bipolar seesaw
pattern (e.g., Stocker and Johnsen 2003) with strongly reduced
SSTs of up to more than 78C in the North Atlantic, particularly
around Iceland, and warmer SSTs in the South Atlantic (Fig. 7c).
Simulated changes in SST outside the Atlantic are rather small,
but a modest cooling of around 48C is also found at the Bering
Sea, while somewhat warmer temperatures are found throughout
the Indian Ocean and South Pacific.

6. Transient simulation of the last glacial cycle

a. Climate and ocean evolution

We transiently simulated the entire last glacial cycle with
bidirectional coupling between the ice sheets and Earth

system model forced by the evolution of the orbital configura-
tion and radiative forcing of greenhouse gasses and aerosols
(see section 2c for details; Figs. 8a–c). Both GMST and MOT
evolve nearly congruently over the entire past 120 kyr and are
characterized by gradual cooling that is interrupted by more
rapid cooling at the beginning of Marine Isotope Stage (MIS)
4 and at the transition to the LGM (Figs. 8d,e), and are there-
fore in general agreement with the climate evolution of the
last glacial cycle (Jouzel et al. 2007). Yet, MOT displays fewer
high-frequency variations due to the large inertia of the deep
ocean that attenuates temperature variations communicated
from the atmosphere to the ocean. Recent reconstructions of
MOT from the noble gas proxy measured from ancient air in po-
lar ice cores suggest that during MIS4 MOT was as cold as dur-
ing the LGM (Shackleton et al. 2021). Here we are unable to
reproduce this with simulated MOT being about 0.58C warmer
during MIS4 compared to the LGM. Similarly, the model simu-
lates temperature variations over Greenland and Antarctica
(Figs. 9a,b) that are too small by a factor of about 2 compared to
reconstructions (Kindler et al. 2014; Jouzel et al. 2007).

FIG. 7. (a) AMOC hysteresis with regard to freshwater hosing. Two different rates of change of the forcing were
tested: 0.04 Sv kyr21 (blue) and 0.02 Sv kyr21 (green). (b) Response of the AMOC to transient freshwater (FW) per-
turbations between 0.1 and 0.4 Sv applied over 500 years (vertical dashed lines). (c) Global sea surface temperature
(SST) difference between the AMOC’s collapse [at the end of the hosing with 0.4 Sv in (b)] and control state.
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The AMOC exhibits three large cycles with ;20 kyr period
during MIS5 (Fig. 8f) that vary by up to 9 Sv in magnitude
with a maximum AMOC strength of about 24 Sv (i.e., 6 Sv
stronger than at preindustrial). These variations virtually dis-
appear from MIS4 onward. The cause for this shift in AMOC
variability is twofold. First, the waxing and waning of the
continental ice sheets is heavily modulated by Northern
Hemispheric summer insolation, which exhibits a strong con-
tribution from precession (i.e., ;20 kyr period; Berger and

Loutre 1991) and is most pronounced during MIS5 and
weaker during MIS3 (Fig. 10d). During the ice sheet build-up
phase net freshwater removal occurs, which drives the in-
crease in AMOC. In contrast, when the ice sheets diminish
meltwater directly enters the North Atlantic and weakens the
AMOC (Fig. 10c). Second, from MIS4 onward the Southern
Ocean sea ice extent (Fig. 9c) appears to have crossed a
threshold that stimulates substantially stronger AABW for-
mation (;10 vs 4 Sv at PI; Fig. 9d), which dampens the excur-
sions to very vigorous AMOC states and limits the maximum
AMOC strength to less than 20 Sv. Reconstructions of the
AMOC from sedimentary Pa/Th show a similar first-order
evolution over the past 120 kyr even though the precessional
signal is not as pronounced in the data (Böhm et al. 2015).
The reconstructed AMOC evolution is further interrupted by
Heinrich events, which are not simulated in our setup,
because of the missing fast flowing ice streams that lead to
rapid calving events (see also section 2b). Interestingly, the
northern-sourced water mass contribution never exceeds the
modern fraction even during periods of stronger than modern
AMOC during MIS5 (Fig. 8g). This decoupling of AMOC
strength and water mass mixing could imply that proxies of
water mass mixing may have difficulties accurately recording
these strong AMOC events. For instance, reconstructions of
neodymium and stable carbon isotopes display values compa-
rable to the modern during the entire MIS5 (Hines et al. 2021;

FIG. 8. Evolution of the model forcing: (a) benthic d18O stack
(Lisiecki and Stern 2016) smoothed with a 10 kyr spline (used for
wind stress and tidal mixing scaling; see section 2c for details),
(b) atmospheric CO2 concentrations (Köhler et al. 2017), and
(c) aerosol radiative forcing as derived from the EDC dust record
(Lambert et al. 2012; see section 2c for details). The model’s response
to the forcing: (d) global mean surface temperature (GMST),
(e) mean ocean temperature (MOT), (f) AMOC strength (dashed
red line marks preindustrial strength), and (g) global mean fraction
of northern-sourced water as diagnosed by a North Atlantic dye that
is restored to 100% between 468 and 768N. Blue vertical bars mark
the two major cold periods of MIS4 and the LGM. See Fig. 10 for
the insolation forcing at 658N.

FIG. 9. Time series of simulated (a) Greenland and (b) Antarctic
surface temperature as simulated by the Bern3D model (black)
and reconstructed d18O from NGRIP (Andersen et al. 2004) and
temperature from EPICA Dome C (EDC) ice cores (Jouzel et al.
2007). (c) Sea ice area of the Northern (red) and Southern (blue)
Hemispheres. (d) Strength of Antarctic Bottom Water (AABW)
in the Atlantic. Blue vertical shaded bars mark the time periods of
MIS4 and the LGM.
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Pöppelmeier et al. 2021a), which could hence imply that ei-
ther the AMOC strength was similar to today or that these
proxies are insensitive to such changes. Yet notably, these
proxy reconstructions exhibit very similar orbital-scale varia-
tions as simulated here with a North Atlantic dye tracer.

b. Ice sheet evolution

The simulated ice volume of the two Northern Hemispheric
ice sheets (Fig. 9d) exhibits pronounced orbital-scale varia-
tions that mirror the evolution of the Northern Hemisphere
summer insolation (Fig. 9g). The initial ice sheet buildup of
the glacial inception shortly follows after the end of the last
interglacial at 120 kyr BP. At around 110 and 90 kyr BP ice
volume reaches two maxima during MIS5, which is followed
by large ice sheet expansion during MIS4. During this first
half of the glacial cycle ice sheet growth and decay are mainly
focused on the Cordilleran, Arctic Archipelago, and Labrador
regions in North America and the Barents Sea and Fenno-
scandia in Eurasia (Figs. S10 and S11). The Cordilleran and
Laurentide ice sheets first start merging during MIS4 but sep-
arate again at around 50 kyr BP before fully merging only
prior to the LGM. Compared to reconstructions of global
mean sea level from benthic d18O (Waelbroeck et al. 2002)

and ICE-6G (Peltier et al. 2015) total ice volume simulated
with the Bern3D model is underestimated throughout most of
the last glacial cycle except for the LGM (Fig. 11). Note how-
ever that both reconstructions include sea level change from
variations of the Antarctic ice sheet as well, which are not
considered here. Since the contribution from Antarctica to
global sea level change is estimated at less than 20 m at the
LGM (;8 3 106 km3) (Huybrechts 2002; Pittard et al. 2022),
this effect cannot account for the observed difference. The de-
viation from these two reconstructions is largest during MIS3
with an underestimation of up to 40 m. Yet, more recent stud-
ies that focus on MIS3 indicate that sea level was in fact much
shallower than these initial reconstructions suggested (e.g.,
Farmer et al. 2023; Pico et al. 2016; Gowan et al. 2021) and
are more in line with the ice volume simulated here. For in-
stance, simulated total ice volume more than doubles from
MIS3 to the LGM, in agreement with reconstructions that in-
dicate the closing of the Bering Strait (sill depth of 253 m)
only at around 36 kyr BP (Farmer et al. 2023). Although the
initial disintegration of the ice sheets during the last deglacia-
tion is simulated in good agreement with reconstructions, re-
sidual ice sheets in both North America and Eurasia do not
fully vanish during the Holocene with around 8 3 106 km3 (or

FIG. 10. Simulated evolution of (a) ice area, (b) accumulation rate, and (c) freshwater flux of the North American (blue) and Eurasian
(green) ice sheets, and both combined (black). Note that freshwater removal is globally uniform while addition is only to the North Atlantic
and Pacific. (d) Ice volume of the North American (blue) and Eurasian (green) ice sheets, and the total Northern Hemisphere (black).
(e) Northern Hemisphere summer insolation at 658N (Berger and Loutre 1991). Snapshots of ice thickness at (f) 90 and (g) 40 kyr BP for
both ice sheets with contour lines every 1 km. External forcings of the simulation are depicted in Figs. 8a–c.
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;20 m of sea level equivalent) left at the end of the simula-
tion. Note, however, that we here focused on simulating
LGM ice sheets in good agreement with reconstructions and
only to a lesser extent on a realistic deglaciation.

Continental ice area extent shows attenuated variability
over the last glacial cycle compared to ice volume (Fig. 10a)
implying that ice thickness also substantially varies on these
orbital time scales. Further, ice accumulation (Fig. 10b) peaks
slightly (;2 kyr) before the maximum ice volume is reached
during precessional cycles, since it is a function of both cli-
mate and ice area extent. The freshwater fluxes associated
with the growth and decay of the ice sheets are generally
small (,0.02 Sv) during the entire last glacial cycle (Fig. 10c),
which is a result of the simplified ice physics that are unable
to accurately simulate ice sheet/shelf instabilities that are
thought to have caused past Heinrich events (Broecker 1994).
Only during the last deglaciation model freshwater fluxes
reach up to 0.1 Sv, yet the large meltwater pulses of ;0.3 Sv
(e.g., Liu et al. 2016) that characterized the deglaciation are
not simulated.

c. Ice sheet sensitivity

To explore and illustrate the sensitivities of the ice sheet
model to critical parameters and forcing, we performed a
number of experiments. In a first sensitivity experiment, we
changed the time scale of the relaxing mantle from 2 to
10 kyr, which impacts how quickly the bed topography adjusts
to changes in ice load. Similar to previous modeling efforts
(Ganopolski et al. 2010; Gregoire et al. 2012), we find only lit-
tle change in the ice sheet evolution depending on the mantle
relaxation time scale (Fig. S10). Even though this process is
thought to play an important role for the ice–elevation feed-
back (Levermann and Winkelmann 2016), it appears to have

little effect on multimillennial-scale ice sheet evolution during
the last glacial cycle.

Many ice sheet models employ a so-called flow enhance-
ment factor, which is a coefficient in the flow law (Paterson
1994) that increases ice velocities. Here we test the effect of
reducing this factor from 5.5 in the control simulation to 2.0.
We find a weak sensitivity of the ice sheet model on this pa-
rameter, with virtually no difference in ice volume throughout
most of the last glacial cycle (Fig. S10). The only exception is
during MIS3 when the ice volume of both the North Ameri-
can and Eurasian ice sheets decreases less than for the control
simulation. Because of the lower velocities, the ice advances
more slowly to regions of high ablation and ice thickness
hence decreases slower.

Finally, we performed an experiment for which we modi-
fied the aerosol radiative forcing to be logarithmically scaled
from the EPICA Dome C dust record (not linearly as in the
control run) (Köhler et al. 2010). This forcing leads to lower
temperatures mostly during MIS5 and MIS3 on the order of
0.48–0.78C in GMST (Fig. S11). We find that the total ice vol-
ume responds rather linearly to the colder temperatures on
these multimillennial time scales with an increase of about
1 3 106 km3 per 0.18C cooling. As such, the maximum addi-
tional ice volume is about 7 3 106 km3 (or 18 m additional
lower sea level; Fig. 11) at around 50 kyr BP. This increased
ice volume reduces the bias relative to sea level reconstruc-
tions based on ICE-6G (Peltier et al. 2015) and derived from
benthic d18O (Waelbroeck et al. 2002) by about 50%, yet
discrepancies to these earlier reconstructions remain in partic-
ular during MIS5. More recent sea level reconstructions
(Gowan et al. 2021; Farmer et al. 2023) generally agree better
with the simulated sea level evolution. This suggests that fur-
ther sea level constraints are required in order to better judge
the performance of the model, as the reconstructions diverge
by more than 40 m during MIS3.

7. Climate, ocean, and ice sheets at the LGM

We evaluate the LGM state (20 kyr BP) of the standard
transient simulation of the last glacial cycle described in
section 6 (i.e., linear dust scaling for the aerosol forcing, and
ice sheet parameters as in Table S2). The simulated GMST is
9.98C or about 58C colder than during PI, which is at the
warmer end of recent estimates that indicate GMST anoma-
lies ranging between 24.58 and 27.18C (Annan et al. 2022;
Osman et al. 2021; Tierney et al. 2020). The strongest cooling
is concentrated at the northern high latitudes, due to the ele-
vation effect of the continental ice sheets (Figs. 12a,d) with
zonal mean cooling exceeding 108C. Enhanced cooling is also
simulated at the southern high latitudes, albeit to a lesser
degree compared to the northern latitudes, and is instead
caused by the expansion of sea ice in the Southern Ocean
(Figs. 12b,e).

The MOT anomaly relative to PI is 1.68C and thus falls short
of the 2.68C reconstructed with the noble gas thermometry
from ancient air trapped in polar ice (Bereiter et al. 2018) but
agrees within uncertainties with a recent reassessment of the
inferred MOT from noble gases (Pöppelmeier et al. 2023a).

FIG. 11. Global mean sea level as simulated by the Bern3D
model (black dashed line is with logarithmic dust scaling for the
additional radiative forcing as depicted in Fig. S11) compared to
reconstructions inferred from global mean benthic d18O stack
(orange; Waelbroeck et al. 2002), glacial isostatic adjustment of
ICE-6G (green; Peltier et al. 2015), the timing of the opening of
the Bering Strait (blue; Farmer et al. 2023), and geological con-
straints (Gowan et al. 2021). Note that only the Northern Hemi-
spheric ice sheets are simulated by the Bern3D model while recon-
structions consider also changes in the Antarctic ice sheet.
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The ensemble mean of the MOT anomaly simulated with
more complex models in the Paleo Model Intercomparison
Project 3 is also 1.68C (Bereiter et al. 2018), the same as simu-
lated here, highlighting systematic model–data discrepancies
that require more in-depth investigations in the future. In con-
trast, simulated global mean SST is 2.98C colder at the LGM
compared to PI, in good agreement with reconstructions that
suggest a cooling of 3.18 6 0.38C (Tierney et al. 2020). En-
hanced sea surface cooling is found here in the northern high
latitudes, in particular the subpolar North Atlantic (Figs. 12c,f).
This pattern is a result of the bipolar seesaw of the weakened
AMOC during the LGM (cf. Fig. 7c), which is decreased by
about 4 to 14 Sv (Figs. 13a,b). A recent constraint of the LGM
AMOC strength from a model–data comparison indicates a
weakening of about one-third relative to PI (Pöppelmeier et al.
2023b) and is thus only slightly weaker to the here simulated de-
crease of;20%. As during MIS3 and MIS4, AABW formation
is strongly enhanced at the LGM (Fig. 9), because Southern
Ocean sea ice extent is at its maximum stimulating vigorous
brine rejection and hence deep water formation. On the other
hand, reconstructions from the Weddell Sea suggest no or very
limited export of bottom waters during the LGM (Huang et al.
2020), but open ocean convection cannot yet be excluded,
which is the dominant process for deep water formation in the
model.

Both simulated ice sheets are not fully in equilibrium at the
LGM, underlining that a transient “spinup” of simulating the
entire last glacial cycle is indeed necessary for a fair model–
data comparison (Figs. S12 and S13). The maximum ice vol-
umes of 36.93 106 and 9.73 106 km3 for the North American
and Eurasian ice sheets, respectively (Figs. 13c,d), are reached
between 20 and 19 kyr BP. These compare fairly well to the
ICE-6G reconstructions of 35.1 3 106 and 6.7 3 106 km3, re-
spectively, even though the Eurasian ice sheet volume is over-
estimated here by about 40%. Biases of the North American
ice sheet form a spatial dipole pattern, where ice thickness is
underestimated at the Arctic Archipelago and east of the
Rocky Mountains while it is increasingly overestimated east
of ;908W (Fig. S14). In addition, Alaska is glaciated too
strongly, which reconstructions suggest was ice free during

the LGM (Peltier et al. 2015). The simulated Eurasian ice
sheet extends too far into Siberia and its thickness is strongly
overestimated over the Baltic Sea and North Sea (Fig. S15).
Presumably, the too thick ice sheet over regions that exhibit
very soft bed conditions of marine sediments is caused by the
simplified parameterization of basal friction employed here
that does not differentiate between compacted and loose
sediments.

In summary, we here demonstrated that the coupled Bern3D
ice sheet model is able to realistically simulate the entire last
glacial cycle cumulating in an LGM state that compares well to
reconstructions of climate, ocean, and ice characteristics, even
though some aspects of the last deglaciation are not simulated
in full agreement with reconstructions.

8. Conclusions

We here presented a new version of the Bern3D EMIC
that incorporates a higher resolved spatial grid, new parame-
terizations of diapycnal diffusivity and brine rejection, and the
option for bidirectionally coupling it to the glimmer-CISM ice
sheet model. The model simulates the preindustrial climate
well, but biases persist in precipitation and evaporation due to
the simplified atmosphere module that further imprint in sea
surface temperature and salinity. As a result of the relatively
coarse spatial resolution of the model, ocean eddies cannot be
resolved and are instead parameterized as diffusive processes.
This, however, comes with the advantage that the model is com-
putationally very inexpensive and able to simulate ;10 kyr per
day in its fully coupled mode. We further performed a number
of sensitivity tests that characterize the model’s response to
abrupt perturbations such as atmospheric CO2 changes and
North Atlantic freshwater hosing. These experiments demon-
strate that the Bern3D v3.0 model performs similarly to state-
of-the-art climate models in many parameters and exhibits an
equilibrium climate sensitivity of 3.48C.

To test the climate–ocean–ice interactions of the coupled
model, we simulated the entire last glacial cycle with interac-
tive North American and Eurasian ice sheets. In the simula-
tion, ice sheets first start forming immediately after the last
interglacial and exhibit pronounced variability on orbital

FIG. 12. (a)–(c) Surface atmospheric temperature (SAT), albedo, and sea surface temperature (SST) at the LGM and (d)–(f) their
anomalies relative to the preindustrial control simulation. Global mean surface temperature (GMST) at the LGM is 9.98C, and thus 4.98C
colder than the preindustrial.
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(mainly precessional) time scale throughout the last glacial cy-
cle. Overall, ice volume is simulated in reasonable agreement
with reconstructions of past sea level and the ice extent and
volume at the LGM agrees well with the ICE-6G reconstruc-
tion. Dansgaard-Oeschger and Heinrich events, which charac-
terized millennial-scale variability of the last glacial, are not
simulated with the current setup, but might emerge when en-
abling higher-order ice physics that are readily available, al-
beit at a significant increase in computational cost. Further,
improvements could come from coupling a surface energy-
mass balance model, such as the Bergen Snow Simulator
(BESSI; Born et al. 2019), to the Bern3D model to directly
drive the ice sheet model with the surface mass balance. For

simulating multiple glacial–interglacial cycles this approach,
however, is currently computationally too expensive. At the
LGM, the climate and ocean state are simulated in good
agreement with most reconstructions exhibiting features such
as pronounced Northern Hemispheric cooling and a shallow
and weak AMOC.

The high computational efficiency of the coupled Bern3D
model makes it ideally suited for simulations of multimillen-
nial to glacial–interglacial time scales and the investigation of
interaction and sensitivities of the ocean–atmosphere–ice sys-
tem on these time scales. Yet, it should be also noted that the
high computational efficiency comes at the cost of more sim-
plifications and parameterizations of processes, and the model

FIG. 13. (a) Atlantic streamfunction (filled contours) and northern-sourced water (NSW) distribution (contour lines) of the LGM.
(b) Anomalies of the LGM Atlantic streamfunction and NSW distribution relative to the PI control simulation (Fig. 5a). (c) North
American and (d) Eurasian ice sheet thickness at the LGM (contour lines every 1 km).
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can hence not simulate interannual climate variability such as
El Niño–Southern Oscillation or the North Atlantic Oscilla-
tion. Large ensemble simulations, for instance, to explore the
impact and ultimately to constrain uncertain parameters are
another possible application of the Bern3D model. In the fu-
ture, we will further exploit the rich palette of ocean tracers
implemented in the model for comprehensive model–roxy
evaluations and innovative proxy interpretations to better
constrain past climate states that can complement more com-
plex model approaches. Finally, the Bern3D v3.0 model is now
ready to simulate glacial–interglacial cycles including a coupled
dynamical carbon cycle model consisting of land and marine
biospheres, as well as a palette of biogeochemical and physical
tracers. This will be presented in a forthcoming study.
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