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WHAT Is GG? Digital World
, @ .

* No general globally-accepted vision on 6G / ’Connecte}‘ \ @3

* European vision (6G-SNS) Qoll  'ntelligence :\%4
* Massive digitalization - Phy representation 'ES, E o c% \ %
* Connected intelligence - Awareness, real-timeness E' § g- f g
* Network as Compute Fabric - Decisions, actions 1 GG | §

* Key values \ /8
* Sustainability \ 4 7
* Inclusion @ 6
* Trustworhiness

Physical World Human World
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Source: https://5g-ppp.eu/wp-content/uploads/2021/06/WhitePaper-6G-Europe.pdf



6G GOALS

Main 6G Goals Improving 5G

- - . 150 Tbp/s/km2
Connecting intelligence Capgcity

Programmable

Energy Effic:%k 66 x1Q A‘Jér'experience data rate
Determinism 10 Gb/s

x10

Integrated sensing x300

%30

Sustainable .

Location accur:.;w X10 tency
Trustworthiness tem e

(9]

Affordable and Scalable

Devicetensity
10M/km?
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Source: https://5g-ppp.eu/wp-content/uploads/2021/06/WhitePaper-6G-Europe.pdf



USE CASES

* Holographic teleportation

* Extended reality - AR/VR =

* Pervasive connectivity - Internet of Everything
* UAV services
* Autonomous services

* Ambient connectivity
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RESEARCH CHALLENGES

Radio HW

* Achieve 1 Tbps; semiconductors, optics and new materials in THz applications;

Physical layer

* Ultra-low-power communication, physical layer security, high spectral efficiency

* Networking infrastructure

* Embedded trust, attack protection and mitigation, differentiated service quality, high flexibility, network as
a computing platform, end-to-end point of view, dynamic service management, distributed
control/intelligence, zero-touch operation

* New service enablers

* Support for a wide range of services, user-specific computations and intelligence at edge cloud, increased
sensing and accurate positioning, increased trust and privacy, deterministic networking
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More complete list: https://dl.acm.org/doi/pdf/10.1145/3571072



Capgycity

WHATWERETHEMAIN = S AN .
PROMISES OF 5G?

xxxxx

* High performance/High throughput
* A converged infrastructure

* Automation ang¢

>DESIRE6G ¢



ARCHITECTURAL CHALLENGES FOR 6G

* Main questions of all architecture discussions:
* How should the functions be grouped / split?
* How should the interfaces and procedures look like?

* 5G was addressing complexity issues, but only
with partial success:

* “Service Based Architecture” (SBA) became heavier
and less cloud-native than expected

* User plane remained mainly node-based,
no “cloud-native” evolution happened there

®* Too detailed standards, less room for vendor
innovation

* The standard does not really count on using IT
frameworks/tools to simplify the architecture
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DEEP PROGRAMMABILITY & SECURE DISTRIBUTED
INTELLIGENCE FOR REAL-TIME END-TO-END 6G NETWORKS
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DEEP PROGRAMMABILITY & SECURE DISTRIBUTED
INTELLIGENCEFC~ "~ —" 7 77 777 5G NETWORKS
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DEEP PROGRAMMABILITY & SECURE DISTRIBUTED

INTELLIGENCE FC— — -
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e )G NETWORKS



WHY DESIRE6G?

What is the difference between D6G and the other 6G projects?
We study

* How end-to-end network programmability helps in solving really challenging use
cases / KPlIs (such as below ms latency)

* How to solve the complexity problem of centralized control and optimization with a
distributed agent-based system

* And how can we put this together as simply as possible with other innovative
methods, like Al-driven telemetry, blockchain-based federation and a DLT-backed
software security framework

* So D6G has a bottom-up view and focuses on proof of concept demos to validate
the value proposition
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D6G ARCHITECTURE

Application

D&%,

E2E Service Management & Orchestration

Palicy ,
Siaje - Aclion

Transport SON
Controller

e

CP-MS
Ty Federaled ML (/( }\ gl
A e, O (@) (ST
KERZ' Secure Multi-agent-based network control
Partners UVA, TID, EBY, NUBIS TSS UPC, UC3M UOou, CNIT

& L

KER1 Deep Data Plane Programmability

Partners: UVA, ERI-HU, TID, NVIDIA NUBIS, ACC, TSS, UPC, UC3M, ELTE, CNIT, NEC

KER3: Privacy-preserving pervasive monitoring
Partners: UVA, ERI-HU, TID, NVIDIA, ACC, TSS, UPC, UC3M, ELTE, CNIT, NEC
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Innovation

Intelligent
Applications

End-to-end and per-
domain intent-based
orchestration

Lightweight
blockchain-based
federation

XURLLC
services

Serveress
Architectures

RAM-Core
Convergence

Cloud-to-edge
continuum

Secura Distributed
Intelligence

E2E Data Plang
Prograrnmalbility

|I'-.-'Iu|1j HW acceleration |

EZE Telemetry
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DEEP PROGRAMMABILITY
) Innovation

XURLLC services

Application

Edge Intelligence

Intent-based
orchestration

Blockchain-based
federation

Secure distributed
intelligence

RAN-core
convergence

Edge-to-Cloud
continuum

Serverless
architecture

frastructure Management Layer E2E programmable
m data plane

LLLEL m

W B oP

e R Multi HW
acceleration

Pervasive Monitoring System
E2E network
telemetry
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DEEP PROGRAMMABILITY

«4— —p >4 L »>
Far Edge Edge Transport Core
P e Dy s D) cove s P o s |7 pata Network
Fronthoul ‘ML | Midhaul 7X-haul ML Backhaul IML IML
Cloud Stack

lllllll
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E2E NETWORK VISIBILITY
<€) Innovation

XURLLC services

ﬂ Edge Intelligence

Service I ntent-bas_ed
sign Tools orchestration

9
Q@\. A\ Blockchain-based
« ] [ federation

Application

Secure distributed
intelligence

RAN-core
convergence

Edge-to-Cloud
continuum

Serverless
architecture

Infrastructure Management Layer E2E programmable
& Ll m
& a

@ data plane

FPGAS

[EajEs)
ﬂ

=1 DPU

Multi HW
acceleration

E2E network
telemetry

Pervasive Monitoring System




CLOUD NATIVE

Application

Service
Design Tools

MAS-based Network Control@ f":u,

AP
I P S

¢ NN k A
. cpms || IBY Newwork &

UP-MS -

,;\“: o T

Infrastructure Management Layer

Pervasive Monitoring System

() Innovation

XURLLC services

Edge Intelligence

Intent-based
orchestration

Blockchain-based

federation

Secure distributed
intelligence

RAN-core
convergence

Edge-to-Cloud
continuum

Serverless
architecture

E2E programmable
data plane

Multi HW
acceleration

E2E network
telemetry
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AI-NATIVE

Application

E2E Service Management & Orchestration @

Service
NE) ] Design Tools

federation
Secure distributed
intelligence
N
MAS-based Network Control &) ¥, RAN-cora
A s convergence
% z Edge-to-Cloud
N continuum
r@ @?ﬁ A UP-MS CP-MS Ll
= = : Serverless
Mo @ A4 I 0 architecture
0,-:' P Infrastructure Management Layer E2E programmable
®
] A P : i T data plane
PoOTT T S ALl Multi HW
i _. acceleration
Pervasive Monitoring System
E2E network
telemetry

N

&

() Innovation

XURLLC services

Edge Intelligence

Intent-based
orchestration

Blockchain-based
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DLT FOR ZERO-TRUST ARCHITECTURE
<€) Innovation

Application XURLLC services

J L Edge Intelligence

. . - i .
E2E Service Management & Orchestration @é‘;ﬁ é?éﬁgtsgg?ﬁ)%

Blockchain-based
federation

Secure distributed
intelligence

RAN-core
convergence

Edge-to-Cloud
continuum

MAS-based Network Control@ a-'?i‘*

’

Serverless
architecture

E2E programmable
data plane

Multi HW

acceleration
Pervasive Monitoring System
E2E network

telemetry
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WP STRUCTURE

|[ WP2 - Requirements and Architecture Design E

g | (= - -
E E E Usia Cases, Requirrements, Feedback on E E
20 g s High-level Architecture features ﬁ ;
= E = =~ 2 =
g 3 WP3 - Intelligent and WP4 - Unified T E s
s 3O secure management, Programmable ;,': g _E
% =3 orchestration and control Data Plane Layer 20 8
g E - 2 s

o g Use Cases, Architectural Components Validation, 2 B
= L= KPIs/KVIs, data- and AI/ML solutions evaluation feedbaclf | £ i
; <~ sets definition v
| WPS - Integration, Validation and Demonstration | g
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THE DATA/USER PLANE ARCHITECURE:
TOWARDS A UNIFIED CLOUD-NATIVE DATA PLANE

Co-funded by

DESIRE6G has received funding from the Smart Networks and Services Joint Undertaking (SNS JU) under the European Union’s i}
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SOFTWARIZATION TREND IN
PACKET CORE NETWORKS

* Delivering new functionalities
* Timely and customized way

* Softwarized packet core
* Packet processing in software
* Running on commodity servers

* High flexibility and good scalability
* Software instances can be scaled up or down
* Network Function Virtualization

VERTICAL SCALING

-q‘-‘

u.'

.~ D~ D~

1% RAM 1% RAM 1% RAM
1%CPU 1%CPU 1%CPU
1% RAM 1xRAM 1% RAM
1xCPU 1xCPU 1xCPU

HORIZONTAL SCALING
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DRAWBACKS

* Unpredictable latency and problems with low latency guarantees m
)

* Commodity hardware not designed for packet processing

* Throughput limits
* Several bottlenecks: PCle speed, cache misses, memory access, etc.

* Kernel-bypass techniques .
High performance packet processing Application

Needed for good througput
Fully utilized CPU cores Packet Write/Read

L1 AU FVTPRTPRRTRY. SO
* Constantly polling NICs bypass
* High energy consumption
* W/pps |
* Increasing OPEX noling

>DESIRE6G ¢

Egress Port Ingress Port



PROGRAMMABLE NETWORK DEVICES
AS NF(V) BACKENDS

>

SW-HW Design Targets

General Purpose Hardware (CPU)

=

E

£

S S
g S
? Field-programmable Gate Arrays £
O (FPGA) L
S Q
% Application-specific Integrated

Ju Circuits (ASIC)

N

< HW-HW Design Targets v
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PROGRAMMABLE NETWORK DEVICES
AS NF(V) BACKENDS

SW-HW Design Targets

>

General Purpose Hardware (CPU)

Field-programmable

\bstraction / Programmability
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E2E PROGRAMMARBILITY VISION

-+ L >4 L >
Far Edge Edge Transport Core
P — DU I Cu-uP ] P UPF I Data Network
Fronthaul ML | Midhaul 7X-haul IML Backhaul IML IML
Cloud Stack

lllllll

Hardware @é =




SHARED
INFRASTRUCTURE

()
A

External
Network
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SHARED
INFRASTRUCTURE

()
A

MVNO#1 - ServiceSlice A

MVNO#2 - ServiceSlice B

UE/CPE DU NF1 NF3

Data
Network

External
Network
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MVNO#1 - ServiceSlice A MVNO#2 - ServiceSlice B

SHARED g
INFRASTRUCTURE

Data

UE/CPE DU NF1 NF3 Network

Network

UE with high 4
throughput N
demand

Externa

()
A \
Network services are defined at high abstraction level.

IS vt Tl Network function implementations are not node specific. Network
The D6G data plane hides the implementation details -

throughput

demand
R

introducing a cloud-native approach for packet
processing.
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INSTANCE OF A NETWORK FUNCTION GRAPH TEMPLATE

NETWORK SERVICE (AKA SLICE): i//

Abstract network function (NF) (or service) graph

* End-to-end packet processing logic of one network service/slice

* eg,Internet access, real-time voice/video calls, robot control @MEC, XR communication, DetNet over L3

* Dynamic creation and configuration of network services
* A user/application can join a network service (i.e, the slice implementing it)

* Instantiation of service template between the end points

* Mostly configuration, but redeployment of NFs may also be required

® One graph per direction (UL/DL) — the functionality is not always the same

NF #3

[Latency]
Start NF #1 NF #2 NF #5 Endpoint
[Location] [Latency] [Latency] NE #4 [Latency] [Location?]

[Latency]

>DESIREG6G ¢

DOWNLINK NF graph
UPLINK NF graph i




PACKET PROCESSING
NETWORK FUNCTIONS: CP+DP

Running on CPU

Control Plane

Different equivalent NF-DP

@ CETmel [EnA0E implementations (e.g., P4,
(P4Runtime)

eBPF/XDP, DPDK) for the
same DP functionality

port#1 Data Plane : ®

in-port#N out-port#K

111 TITTTTTITTT R = = = =}

SHELEE o O

Different implementations
can be executed on various

Hardware

|
NFs are stored in an NF repository and instantiated by Service Slices
NF-DP implementation properties include
* Execution latency on specific target config
* Max. bitrate/packet rate capacity >DESIRE6G ¢«
* Max. number of Ues to be handled

targets




A CLOUD-NATIVE DATA PLANE MANAGER

Infrastructure Management Layer (IML)
* A cloud-native data plane manager

* Provides a simple logical view of the data plane to control planes

* Ensures service/slice requirements

Hides the underlying implementation and optimization details
* Load balancing
* Heavy hitter handling
* Auto-scaling
* HW offloading/acceleration
* HW multitenancy

>DESIRE6G ¢



o
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Available resources to deploy on

* Initial resource view |
for our example ,

RAN site #1 Edge site #1 Core / Cloud site #1
[hw setup: cpu (16), snic (8), psw (1)] [latency to RAN site #1: 5 ms] [latency to edge: 10 ms]

------------------- = IML EEEEEEEEEEEEEEEEEEEF IML EEEEEEEEEEEEEEEEEEEF

e . I . I | I
T | T ) | T
: P COTR ) P TR ) :
| T e " e e
(o () e D
AsmEEEEEEEEEEEEEEEEEEEEEESE " AsmEEEEEEEEEEEEEEEEEEEEEESE " AsmEEEEEEEEEEEEEEEEEEEEEESE "




IML and service deployment

® During service deployment IML can (sometimes must) add further NFs to the graph
* Transport adapters: adapt to transport between two sites
® Probably via non-programmable devices —we need to connect these domains
* Network slicing (both separation and QoS)
* Load balancing for a given NF or graph fragment Transparent optimizations for NFs

* Heavy-hitter pattern (kind of load balancing)

————— » Logical link

m—)  Final link

Site 1 Site 2

@)

End

[Location?]

Start

[Location]

Router /
Load . " Heavy-
Balancer adapter ; hitter logic C\t
>DESIRE6G < c\




4
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IML: the physical deployment view (site 1)

color codes: service NF, infra NF, static function

* Map logical functions to physical (workers, hardware)
* Map virtual ports to physical ports

ﬂel \

NF #1 NF #2

worker 2 worker 2

worker 1

NF #4+5

worker 2

x86 #2

- . .

\ 4

y
Transport
adapter IP router

(ServicelD +) Load Vport = tx_2 NF #3
NF router Balancer Pport =22

hardware

i G Tofino #1
etc.)




IML Deployment Functions

K8S
% VIM & Networking

/ComputeNode

/ComputeNode

SW-DP 4 =,

>
0
O
i08
(D
-
Y
ﬁ
)
-
wn
2
—
0
-
4

& YoUMSIOleI|93dy

JINMeWS
[ JINMewWS

Example data path e
4 InfraSwitch >
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SLICING REQUIREMENTS
AGAINST DATA PLANE

Resource isolation between service slices
* Requires multi-tenant support for NF deployment on dedicated PDP HW

Security isolation

* Access control between data plane objects and control plane components

QoS/Performance isolation between slices and subslices
* Includes routing, traffic management and load balancing implemented by PDP
* Fine grained and on demand settings
* SLA enforcement with runtime optimization

Pervasive monitoring for SLA assurance
* Fast reaction to failures and performance degradation
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QOS SLICES IN D6G
(~ETSI ZSM)

MVNO#1 - ServiceSlice 1A

Data

UE/CPE DU CU-UP UPF Network

Data

UE/CPE DU Network

MVNO#2 - ServiceSlice 1A

Data

UE/CPE DU NF1 NF3 Network

Users are the lowest
Resource sharing level of the HQoS

ratios between slices hierarchy, different

Highest abstraction weights can also be
level assigned to different

users

Within each service
slice multiple QoS
classes can be
defined

QoS requirements include
« Resource sharing requirements
* ie,HQoS
» E2E Latency requirements
e Guaranteed throughput demand
* L4S support at TM level
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DEEP SLICING REQUIREMENTS
AGAINST DATA PLANE

* Resource isolation between service slices
* Implemented by P4 program aggregation and slice-based traffic classification in PDP

* Security isolation EXAMPLE#1
* Implemented by a Proxy between the Aggregated Data Plane and Control Plane instances

* Performance isolation between slices and subslices EXAMPLE#2
* Implemented by so called InfraNFs: routing, traffic management and load balancing
* Reconfigurable traffic management and load balancing, self-driving pure data plane solutions

* Pervasive monitoring for SLA assurance
* Implemented as an in-band network telemetry solution, can notify higher layers if needed
* QoS/SLA measurement techniques for continous monitoring of the provided services
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EXAMPLE1T: MULTITENANCY

SUPPORT ON P4 TARGETS

New NF1in NF Repository

NF2-CP

( N\
—

8 NF1-DP (P4) NF1-CP

S0000000000000000db000000000000000000D00EN000000000C0000000000000000000 E P4RT messages

PDP Aggregation Proxy
(part of IML)

the multitenant P4 program-

Add NF-DP to Q@{E‘.
-0l

Goals: |
 Shared P4 ASIC resources Tofino ASIC g
« Resource/Traffic isolation (Aggregated P4 program) .

v

* Security isolation (PDP Aggregation Proxy)

Redis
Persistency
layer

State
preserving

i
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EXAMPLE2: SEAMLESS LOAD
BALANCING/OPTIMIZATION

N[=d>

P4Runtime

lllllllllllllllllllllllllllllll

-------------------------------

»

N[=d>

Unified view of
dissaggregated
data planes

P4Runtime

PR
||

Proxy (part of IML)

Common CP-API

P4Runtime

4 Traffic
Handler

InfraNF on P4 switch, NF-DP instances on
e.g, load balancer, different targets
heavy hitter offloader (not only P4)
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EXAMPLE2: HEAVY HITTER OFFLOADING
WITH HYBRID HARDWARE

8 NF-CP

Redis

Moving states from one

target to another O . (pl:_lal:( l;;ol)l*(/lyL) ---------------------- Persistency
layer
State

preserving

Goals:
* Heavy hitters with high throughput demand
* Served by dedicated HW like Tofino ASIC
* Non-heavy hitters not requiring dedicated high-
speed HW

* Run-time optimization needed
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CASE STUDY I1 I: APP APP APP
UPF ON HYBRID HW o

P4Runtime

AN

* Key functions

* L2 switching/virtualization |_DP-Agent | |_DP-Agent |
x86 x86

* QoS support -

.
* Firewall Standard P4-

NIC DPDK SmartNIC
* GTP decap/encap

* L3 routing V4
|  DP-Agent |

P4 Programmable

5
* Disaggregation of the pipeline @ Switch ASIC
L
T

* Horizontal split

AfA
vvy

* Identical logic, but the traffic is split

[T 1
IO

* Vertical split

®* (Chain of basic functional blocks >DESIREG6G ¢

[1] S. Kumar Singh et al, "Hybrid P4 Programmable Pipelines for 5G gNodeB and User Plane
Functions,” in IEEE Transactions on Mobile Computing, 2022, doi: 10.1109/TMC.2022.3201512.



CASE STUDY I1 I: = SDN 2:r|:;roller =
UPF ON HYBRID HW

| P4Runtime |
AN

* Tofino ASIC

* Guaranteed low and bounded per packet delay = = =

* >6.5 Thit/sec forwarding capacity Sandard ] Smariic

* Limited SRAM resources - 10000s of UE matches only <

* Good target for crucial control functions like ACL | Dpxem |
* Solutions — P4 Programmable =

* Option 1-Scaling out to multiple switches @ r%

* Option 2 - Differentiate between UEs ;L - '—E 2

* 90-95% of UEs are inactive or non-heavy-hitters ) T T i

Only 5-10% have high throughput demand (heavy-hitters (HH))

E.g, 5M UEs: 5-10% smart phones (HH), 10-20% wideband loT (HH),
70-85% narrowband loT (non-HH)

Deploying HHs on Tofino, while non-HHs on x86

>DESIRE6G ¢

[1] S. Kumar Singh et al, "Hybrid P4 Programmable Pipelines for 5G gNodeB and User Plane
Functions,” in IEEE Transactions on Mobile Computing, 2022, doi: 10.1109/TMC.2022.3201512.



CASE STUDY [1]:
UPF ON HYBRID HW

P4 R:]R:ilme P4Runtime
° Controlplane Agent
SW T Install entry to HW switch
* Upstream on Tofino only F - ves .
EE E%?'z :ﬁ)% ><Flow is HH >0, %%
* Downstream on both 3¢ |ga]  f ? x
. . . . | !
* Heavy hitter detection-based switching RX X
| Al
. Stratum RX 1P,
* Inter Packet Gap-based HH detection — ~
. ) l W= |z | 2. [ _
* High detection accuracy | T RslixEE EEOEE L
o _ aF| o o« = o - 0
ope . % 2 - T i o g~ L »g
* Notification to the control plane g £ & % > 1 E 23
FduS il (GTF Hi
* Autonomous operation EFE 7] F N2, 8. | EeEt
S R % ﬁ—bg E - Flow’i?s HH (gipmg § —
] i Miss &
* Exceptions can be added t Tofinohw 22~ ° e &

* Low latency flows

* Slices with low latency requirements
>DESIREG6G «

[1] S. Kumar Singh et al, "Hybrid P4 Programmable Pipelines for 5G gNodeB and User Plane
Functions,” in IEEE Transactions on Mobile Computing, 2022, doi: 10.1109/TMC.2022.3201512.



CASE STUDY [1]:

UPF ON HYBRID HW

UPF-Tofino H-UPF(Tofino+x86)
SRAM 60% 34.4%(Tofino)
UEs 850K 430K (Tofino)+15M(x86)
=13 : 5085
] (7
= I § 0.65 !
£ Tl £ 0.55
2 =3 UPF-Tofino | &£ BN UPF-x86
1.0 = 0.45
100K 800K 100K 800K 1M 2M
Number of UEs Number of UEs
(a) UPF-Tofino Latency (b) UPF-x86 Latency
e P4Runtime
) T P
: i HH"’%OG Stratum
i H 7
3 gNodeB < 25 m UPF.p4 +
R ETe ‘ HH-IPG.p4
90 Tofino HW

1G

Throughput (Gbps)

(a) QoS-HH Use-case Scenario

Testbed settings:

[ UPF-xB6,c=1
Bl UPF-x86,c=4
B3 H-UPF (Tofino+x86,c=1)

.
i
5
kA

100K

0 H-UPF (Tofino+x86,c=4)
[23 UPF-Tofing
—s— Throughput (Mpps)

800K
Number of UEs

(a) TP for the number of UEs

Upstream
Router

(b) Flow completion time with and without HHs offloading

* Tofino switch: Edgecore Wedge 100BF-32X
* X86 server: Intel Xeon D-1518 (4C, 2.2GHz) 10G SFP+ ports
® Traffic generator: NetFPGA SUME 10G
* Traffic: CAIDA 2016 ISP traces
14.00 124 14.00 12
[ UPF-xB6,c=1 3 H-UPF(Tofino+x86,c=4) BEXH H-UPF(Tofino+x86,c=1) Throughput

11.67 —~ 7 10| EER UPF-xB6,c=4 == UPF-Tofino 11.67% — 10| T H-UPF(Tafino+x86,c=4) in Mpps

"é a B2 H-UPF(Tofino+x86,c=1) —*— Throughput(Mpps) o a8
933 £ § s 7 933 = | ©

oy o . /| " P / oy =
700 2 3 6 o i A 7.00 2 2

R s i’ ] S | 5
467 2 2 4 JE & 5 4.67 32 3
23 E £ E§§§ §§§: 23 233 E F
0.00 CAIDA CAIDA CAIDA capa 000 5Mbps 10Mbps 20Mbps

——— Delay Critical (Baseline)
Delay Critical + HHs (Traditional)
—— HHs through high bandwidth path (HH-IPG)

2016/01/21 2016/02/18 2016/03/17 2016/04/06
(b) TP for 4 days of CAIDA trace data

ml
2 3 4

Flow Completion Time (Sec)

Heavy-Hitter Threshold
(c) TP based on different HH thresholds

114.00

111.67

9.33

+7.00
+4.67
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Throughput (Mpps)

[1] S. Kumar Singh et al, "Hybrid P4 Programmable Pipelines for 5G gNodeB and User Plane
Functions,” in IEEE Transactions on Mobile Computing, 2022, doi: 10.1109/TMC.2022.3201512.



TAKE-AWAY

* Programmable data planes as Technology enablers
* Accelerating customized packet processing
* Quasi deterministic, ultra-low packet processing latency
* InfraNFs can do runtime optimization at packet processing time-scale

* Non-traditional traffic management - fine-grained resource sharing
* Routing/Fast Rerouting
* Load balancing including heavy hitter offloading can improve scalability - less load on CPU resources

* Pervasive monitoring via in-band network telemetry

* Fast notification and reaction to unexpected situations, failures and performance issues

* Challenges
* HW PDPs are not shared resources by default, application of the cloud-native approach is challenging
* HW PDPs have numerous limitations and many restrictions
* Migration of stateful NF-DPs
* Seamless data plane optimization (acc. cloud-native approach)
* Dealing with non-programmable node in the transport
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