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Abstract
Despite the advances in Machine Learning Operations and the availability of
variation of the Machine Learning lifecycle, there is none yet aligned to the
Findable, Accessible, Interoperable and Reusable (FAIR) principles. Here we
present our proposal of such a lifecycle, including an initial analysis on which and
how the FAIR principles apply together with some additional information on
reporting best practices and existing resources that could support the different
phases in the lifecycle.
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1. Introduction
Thanks to advancements in what is nowadays known as Machine Learning Operations (MLOps) [1], the
lifecycle of Machine Learning (ML) pipelines, from data collection to model monitoring, are well
covered, see Figure 1. However, such variations of the ML lifecycle do not necessarily cover the aspects
of Findability, Accessibility, Interoperability and Reusability (FAIR) of ML models. In fact, there is not
yet clarity on what the FAIR principles would mean in the case of ML [2] as it could include elements
from FAIR for data [3], FAIR for software [4,5], FAIR for workflows [6,7] and might also require some
new elements explicitly defined for FAIR for ML (or FAIR for Artificial Intelligence), for instance
[8–11].

Figure 1. Results from an image search on Google using the query “ml lifecycle”.
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To tackle and tune FAIR for ML, the Research Data Alliance (RDA) FAIR4ML Interest Group1 was
officially launched in 2023. Currently, the group has two task forces; Task Force 1 is working on a white
paper on FAIR for ML, and Task Force 2 on structured metadata to describe ML approaches. During the
RDA Plenary 212 in October 2023, Task Force 1 asked participants to list the necessary steps in an ML
lifecycle. With the purpose of accelerating and benefiting from the RDA FAIR4ML definition of an ML
lifecycle within the scope of FAIR, the Semantic Technologies team (SemTec)3 at ZB MED Information
Centre for Life Sciences (ZB MED)4 organized a 2-day hackathon on behalf of the National Research
Data Infrastructure (NFDI) for Data Science and Artificial Intelligence (NFDI4DS)5, one of the NFDI6

consortia in Germany, in which FAIRness and metadata for ML are core activities. This ML Lifecycle
hackathon took place with seven participants coming from six European-based institutions. Here we
report the results from the hackathon.

On the first day, the same challenge as in the RDA plenary was presented to the hackathon
participants: “list the different phases in the ML lifecycle”. Based on the provided answers and a
follow-up discussion, the group identified a set of steps and the corresponding graphical representation.
On the second day, the group focused on aligning these steps to the FAIR principles best practices and
some possible corresponding resources. In the rest of this document, we elaborate on the results of this
2-day hackathon.

2. Lifecycle for FAIR ML
Participants worked in pairs or individually in the activity “list the different phases in the ML lifecycle”,
and this yielded four sets of responses as shown in Table 1.

Table 1. List of phases in the ML lifecycle
Please list the different phases in the ML lifecycle

1. Problem definition (requirements, assumption, etc.)
2. Data acquisition (cleaning, restructuring, AI-ready?)
3. Method selection (identify algorithm, relevant parameters,

relevant software)
4. Model creation (use of computer infrastructure, software

execution, model optimization)
5. Model evaluation (use of indicators, evaluation, validation)

6. Model retrain?
7. Model deposition (relevant metadata,

repository, registry)
8. Model re-use (other dataset, environment,

deployment?)
9. Feedback on the above

1. Data collection/data selection
2. Data preprocessing
3. Define the ML problem or approach that we would to

solve, select the ML task, and select the algorithm
4. Model Training

5. Parameters
6. Evaluation
7. Optimization
8. Model Deployment

6 NFDI https://www.nfdi.de/?lang=en
5 NFDI4DataScience (NFDI4DS) https://www.nfdi4datascience.de/
4 ZB MED https://www.zbmed.de/en/
3 ZB MED SemTec https://zbmed-semtec.github.io/
2 RDA Plenary 21 https://www.rd-alliance.org/plenaries/international-data-week-2023-salzburg

1 Research Data Alliance (RDA) FAIR4ML Interest Group
https://www.rd-alliance.org/groups/fair-machine-learning-fair4ml-ig
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Please list the different phases in the ML lifecycle

1. Definition of the problem
2. Design
3. Data collection
4. Data preprocessing
5. Model training
6. Model evaluation

7. Model validation
8. Documentation
9. Model sharing
10.Publication
11. Retraining
12.Reuse

1. Problem-Method argument and definition
2. Data gathering
3. Preprocessing
4. Training and testing/ retraining /experiment tracking

5. Validation
6. Reporting/
7. Communicating results
8. Model+SC archiving

Based on the proposed steps for the ML lifecycle collected in Table 1, the activity carried out during
the RDA Plenary 21, and the discussions during the hackathon itself, we came up with names for the
individual steps/phases, including descriptions, outcomes and notes for each step (see Section 2.1 Step by
Step). Questions arose during the discussion that produced further debate and suggested additional
clarifications were needed. We have collected these in Section 2.1 Definitions and Q&A. Figure 2 shows
a graphical depiction of the phases/steps corresponding to the ML lifecycle.
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Figure 2. ML lifecycle from problem definition to model (re)use. The bolded lines show the most common steps
in ML done during research (e.g., model deployment is not yet a common step in research, though it may be in
industry). This bolded path also shows a somewhat ideal scenario where everything goes well from the first try

(which rarely happens). Some backward and loop lines show deviations due to the need for further data processing,
or alternative learning and optimization approaches to obtain a better evaluation.

2.1. Step by step

Name: Problem Definition
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Description: Define the problem that we would like to solve using ML and identify the approach that we
propose (i.e. the corresponding ML task). This will require documenting the problem assumptions and
listing the expected requirements (both algorithmic and computational), as well as confirming that ML is
indeed necessary.
Outcome: By the end of this, you will have an understanding of the problem assumption and the expected
ML requirements.
Notes: (i) The appropriateness of the selected ML method and the problem at hand (nature of data) should
be carefully evaluated, (ii) The computational infrastructure capacity at hand should be considered during
problem definition.

Name: Data Gathering
Description: Collect the data that will be used in the ML process. This will require defining the access
protocol, the data type and the file format used, as well as any Ethical, Legal and Societal Aspects and
Implications (ELSA/ELSI).
Outcome: By the end of this, the necessary data for tackling the problem will be available and accessible
to you.
Notes: Access protocol encompasses obtaining the actual data directly, from multiple sources, or from a
single source. Data type could be image, text, sequence, etc. Data format could be proprietary, open, etc.

Name: Data Preprocessing
Description: Using the available data, apply the necessary preprocessing steps to ensure that the data is
AI-ready (such as data imputation, class rebalancing, characterizing dataset, restructuring data, feature
selection, etc.). An important aspect of this step is to be aware of any effects that the preprocessing has on
the structure/distribution of the original data (i.e. introducing biases).
Outcome: By the end of this, the data will be ready to be used in the appropriate ML process.
Notes: A good practice in this step is for the final AI-ready data to be deposited to a repository, including
all characterization so that it can be reused (transparency).

Name: Method Selection
Description: Identify the appropriate ML method and/or algorithm that fits the problem definition and the
underlying assumptions (i.e. requirements). These requirements will also allow the identification of the
key method parameters that will need to be taken into consideration. Based on this, also identify existing
software that can be used under the appropriate license (or implement it if none exists) that will run the
model creation process.
Outcome: By the end of this, you will have the ML method and software ready to use on the AI-ready
data for the model creation.
Notes: For example, the selection of a clustering method would be a k-mean implementation in R, that
will only use the k parameter to investigate the segmentation of the AI-ready dataset.

Name: Model Creation
Description: Using the method and/or algorithm selected, with the AI-ready data, run the appropriate
software (either re-used or implemented) on the appropriate compute infrastructure, and train an ML
model.
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Outcome: By the end of this, you will have a trained, optimized, working ML model to address the
problem defined.
Notes: This process could also include iterations of training and test phases (training/test,
training/test/validation, etc.), towards the optimization of the model parameter values (parameter tuning).
A good practice here is detailed documentation of every individual step of the internal process
(documentation).

Name: Model Evaluation
Description: Using a set of metrics, indicators and other descriptors (ideally community-backed and
problem-specific) to understand whether the ML process has run appropriately. These metrics will be
assessed against given thresholds (or other ground-truth metrics) to assess model performance.
Outcome: By the end of this, you will have a list of model performance indicators.
Notes: —

Name: Extrinsic evaluation/validation of the model
Description: The model output is validated against a completely foreign/external dataset or
experimentally, in order to assess whether it addresses the problem it was created for in the first place.
Another example of validation could be a benchmarking process.
Outcome: By the end of this, you will have some measure of validation of the created model.
Notes: —

Name: Model Deployment and Monitoring
Description: Your created model is being used as is in practice as part of an established process (such as
supporting a Supply Chain Management -SCM, workflow). While part of the overall workflow, the output
of the model is constantly assessed against the expected performance (such as when the input data is
starting to significantly deviate from the data used to train the original model). In that case, you need to
re-train the model.
Outcome: By the end of this, you will have a framework to continuously monitor a deployed ML model,
so that you can assess whether a full retraining process is required.
Notes: —

Name: Model Storage and Sharing
Description: The created model should be deposited and stored in a repository - the repository selection
is driven by the characteristics of the model itself (such as size, license, etc.) and also community
practices. In order to be able to share the model, the respective metadata of the model needs to be made
available through an appropriate registry. The metadata of the model includes all aspects of the model
creation including data, software, evaluation, etc.
Outcome: By the end of this, your model will be made available to others, with clear metadata describing
it.
Notes: The selection of repository/registry services is completely up to the user and also according to the
license / requirements of the model itself. There are services (such as Hugginface) that are both a
repository and a registry, but there are also ML-specific registries (such as the DOME registry) and
general repositories (such as Zenodo and GitHub).
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Name: Model (re)use
Description: You retrieve a model that has been made available by others, and you use it (as it is) using
your own data that fits the model input requirements. Another option is to fine-tune the model by
retraining it to fit your own needs (such as fine-tuning LLMs for a domain-specific corpus or using a set
of Earth observation images with a model originally trained for microscopy data).
Outcome: By the end of this, you will have a variation of a created model to fit your own needs.
Notes: —

2.2. Definitions / Q&A

Q: What does AI-ready mean?
A: Everything is done, so that it’s ready to run ML on it. Example from AI4Life:
https://ai4life.eurobioimaging.eu/the-bia-launches-a-collection-of-explorable-ai-ready-image-datasets/
From the raw-data you can have multiple AI-ready datasets generated from this, depending on the
objective. Also, an AI-ready dataset for a particular objective might require additional preprocessing
towards an AI-ready dataset for another objective

Q: What is the difference between evaluation and validation?
A: Evaluation is assessing whether the process runs as intended. Validation is if the model addresses the
problem it was designed for.

Q: What was not considered as part of the ML lifecycle presented here?
A: There are some things that we ignored (as part of the ML Lifecycle):

● Publication of the model (either as a model on its own or via a traditional scholarly publication
describing methods, materials and results)

● Documentation of the software and model
● Continuous monitoring of the process
● Lifecycle of data and software

Q: What is really an ML model?
A: Here we present some points to keep in mind that should help clarify what we mean by ML model

● An ML model is the result of a machine learning process. Examples include
○ A clustering analysis produces a set of clusters which model that data
○ A topic modeling algorithm produces a set of topics from a corpus of documents that may

be useful, for example, when comparing new texts.
○ A classifier is a model that results of training an algorithm with certain supervised data

● An executable ML model is a result of an ML training process that produces a file (pkl, bin, etc.)
that can be used for a given task accepting an input and producing an output (i.e., prediction).
Examples of tasks are regression, classification, etc.

● Examples of ML models that are not executable ML models: clustering, PCA analysis.
● Examples of ML executable models include LLMs, classifiers, fine-tuned models, etc.

3. FAIR aspects of the ML lifecycle

_____________________________________
© 2024 Copyright for this paper by its authors.
Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).

https://ai4life.eurobioimaging.eu/the-bia-launches-a-collection-of-explorable-ai-ready-image-datasets/


The discussion on day 2 is summarized in Table 2 which shows aspects related to FAIR and best practices
for reporting the ML lifecycle steps as well as related information and research artifacts. Data and
software FAIRness were not considered independently, i.e., data and software are analyzed only as parts
of the ML lifecycle. This table is not intended to be exhaustive and collects mostly approaches known to
the participants, and it focuses mostly on the software and model aspects of ML.

Table 2. FAIR and good practices to consider for the ML lifecycle. The first column indicates which set of FAIR
principles may apply, the second column aligns to either the Data, Optimization, Model and Evaluation (DOME)
[12] recommendations for supervised machine learning in computational biology or the ML model cards [13], the
third column collects related metadata schemas, the fourth column show some services that could offer some support
to improve FAIRness and the fifth column has some activities that could help to improve FAIRness.

FAIR
Principles

Best
practices on
reporting

Metadata schemas Resources What do you need to do here

1 Problem
Definition

FAIR Data - Documentation

FAIR Software - Documentation

FAIR AI
Models

- Documentation

2 Data
Gathering

FAIR Data
(for training
dataset)

DOME (D
part)

- Data Management, e.g.,
Data Stewardship Wizard
(DSW)7 [14]and Research
Data Management Organizer
(RDMO)8 [15]
- Report data provenance and
availability DOME registry9

and BioImage Archive10

- SPDX licenses11

- Create a DMP
- Fill in information on the data
in the DOME registry through
the DOME Wizard

FAIR Software

FAIR AI
Models

- Fill in information on the data
in the DOME registry through
the DOME Wizard

3 Data
Preprocessing

FAIR Data
(for training
dataset and
splits)

DOME (D
part)

ML Commons
Croissant12

- Data Management, e.g.,
DSW and RDMO
- Report data splits DOME
registry
- SPDX licenses

- Create a DMP of the AI-ready
data
- Report data features
- Report data splits and data
distribution
- Report feature selection /
augmentation

12 ML Commons Croissant https://github.com/mlcommons/croissant
11 SPDX https://spdx.org/licenses/
10 BioImage Archive https://www.ebi.ac.uk/bioimage-archive/galleries/AI.html
9 DOME registry https://registry.dome-ml.org/intro
8 RDMO https://github.com/rdmorganiser/rdmo
7 DSW https://ds-wizard.org/
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FAIR Software
(for data
pre-processing)

Codemeta13 [16],
Bioschemas14

[17,18]15,
maSMP16 [19–21]

- ELIXIR SMPs [22]
- SMPs in RDMO and
metadata extraction [23]
- SPDX licenses

- Create the SMP
- Create the software
- Report feature selection /
augmentation

FAIR AI
Models

- DOME registry
- BioImage Archive
(AI-ready datasets)

4 Method
Selection

FAIR Data

FAIR Software Codemeta,
Bioschemas
Computational
tool, maSMP

- ELIXIR SMPs
- SMPs in RDMO and
metadata extraction
- SPDX licenses

- Update/create the SMP
- Update software metadata
- Selection of hyperparameters
(actually used vs available)

FAIR AI
Models

DOME (O
part)
ML cards

DOME registry

5 Model
Creation

FAIR Data

FAIR Software Codemeta,
Bioschemas
Computational
tool, maSMP

- ELIXIR SMPs
- SMPs in RDMO and
metadata extraction
- SPDX licenses

- Update/create the SMP
- Update software metadata

FAIR AI
Models

DOME (M
part)
ML cards

- DOME registry
- NFDI4DS PADME
analytics and federated ML17

- Report model characteristics,
limitations, bias
- Report optimization/tuning
strategy and hyperparameters

6 Model
Evaluation

FAIR Data

FAIR Software

FAIR AI
Models
(possibly only
the “winning”

DOME (E
part)
ML cards

- DOME registry
- BioImage Model Zoo18

- NFDI4DS Gerbil
benchmark19

- Archive/Publish model
- Report evaluation metrics and
values
- Report final hyperparameters

19 Gerbil https://aksw.org/Projects/GERBIL.html
18 BioImage Model Zoo https://bioimage.io/
17 PADME analytics and federated ML https://websites.fraunhofer.de/PersonalHealthTrain/
16 maSMP https://zbmed-semtec.github.io/maSMPs/ and https://discovery.biothings.io/ns/maSMP
15 Bioschemas ComputationalTool https://bioschemas.org/profiles/ComputationalTool
14Bioschemas https://bioschemas.org
13 Codemeta https://codemeta.github.io/
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model) - NFDI4DS European
Language Grid (ELG)20 [24]

and model weights
- Fill in an evaluation report

7 Model
(extrinsic)
Validation /
Evaluation

FAIR Data - Document data validation set
including provenance trace

FAIR Software

FAIR AI
Models

DOME (E
part)

- DOME registry
- NFDI4DS Gerbil
benchmark
- NFDI4DS ELG

- Report extrinsic validation /
evaluation results

8 Model
Deployment
& Monitoring

FAIR Data

FAIR Software

FAIR AI
Models

- For “executable” models,
report how this can be used and
run from elsewhere

9 Model
Storage &
Sharing

FAIR Data - SPDX licenses
- Hugging Face Licenses21

Licensing

FAIR Software - SPDX licenses
- Hugging Face Licenses

Licensing

FAIR AI
Models

For instance
DECIDE AI
[25]
- CONSORT
AI [26]
- SPIRIT AI
[27]

- DOME registry
- NFDI4DS ELG
- HuggingFace22, MLFlow23,
OpenML24 [28], BioImage
Model Zoo
- GitHub25, GitLab26

- Zenodo27

- Choosing repositories,
metadata management
- Create/update metadata for
model
- Report This includes the
environment configuration and
dependency information
(YAML,TOML, JSON, etc.)

10 Model
(Re)Use

FAIR Data

FAIR Software

FAIR AI
Models

- NFDI4DS ELG
- HuggingFace28, MLFlow29,

- This includes fine tuning /
transfer learning

29 MLFlow https://mlflow.org/
28 HuggingFace https://huggingface.co/
27 Zenodo https://zenodo.org/
26 GitLab https://about.gitlab.com/
25 GitHub https://github.com/
24 OpenML https://www.openml.org/
23 MLFlow https://mlflow.org/
22 HuggingFace https://huggingface.co/
21 HuggingFace licenses https://huggingface.co/docs/hub/repositories-licenses#licenses
20 ELG https://live.european-language-grid.eu/
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OpenML30, BioImage Model
Zoo

4. Conclusions and future work
The RDA FAIR4ML group will continue working on the FAIRness for ML while NFDI4DS will adopt
(and further develop) their recommendations for the ML FAIRness evaluator currently under
development. Moreover, the ELIXIR Machine Learning Focus Group will further develop the DOME
registry, to encompass both the common metadata schema as well as support indicators for FAIRness. ZB
MED/NFDI4DS will deliver a visualization tool for the ML lifecycle that takes input from the FAIRness,
good practices and resources table so that readers can easily interact with the different elements and learn
more about related information.
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