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A B S T R A C T

Previous research on real-time deterministic sea wave prediction has generally focused on evaluating the
accuracy and efficiency of short-term wave fields within a specific prediction zone. However, for a real-time
wave prediction system, it is necessary to provide a continuous description of the ocean wave surface based on
short-term prediction segments. In this regard, we have developed algorithms for continuous wave prediction
in directional wave fields based on the ‘‘practical" prediction zone. The practical prediction zone refers to
the time interval available for generating a continuous wave forecast by excluding the reconstructed waves
from the prediction zone proposed by Kim et al. (2023). We also introduce and discuss several important
time factors, such as the update interval of the spatio-temporal wave dataset, the total computation time, and
the length of the practical prediction zone. By gaining a deeper understanding of numerical modeling setups,
we have established strategies to reduce computational costs, which are directly related to the accuracy of
continuous wave prediction. In particular, the development of these strategies suggests guidance in specifying
direction and frequency bandwidths for continuous wave prediction.
1. Introduction

A real-time short-term deterministic sea wave prediction, aiming
to provide wave descriptions several tens of seconds before waves
arrive at floating structures, is important for the safety and efficiency
of surface vessel operations (Grilli et al. 2011, Nouguier et al. 2013,
Kusters et al. 2016, Dannenberg et al. 2010). It can also improve ocean
wave energy harvesting systems (Li et al. 2012, Previsic et al. 2021) and
the design of marine structures, such as floating wind turbines (Raach
et al. 2014, Ma et al. 2018, Al et al. 2020). The present work was sup-
ported by the European H2020 FLOATECH and French ANR CREATIF
projects. In this project, real-time wave forecasts are implemented for
optimizing actions on structures, such as load mitigation on offshore
floating wind turbines. We herein develop algorithms for a continuous
(in time) description of the ocean wave surface based on short-term
wave prediction.

Some operational systems for the floating structure in actual sea
states require a continuous exchange of wave information (Lee et al.,
2022). With constantly provided inputs (e.g., spatio-temporal datasets),
a series of short-term predictions can be generated. Here, short-term
prediction refers to a limited wave description of the future over a
specific domain in time and space. When using a set of short-term ocean

∗ Corresponding author at: College of Earth, Ocean, and Atmospheric Sciences, Oregon State University, Corvallis, OR, USA.
E-mail address: inchul.kim@oregonstate.edu (I.-C. Kim).

waves to provide a continuous (long-term) wave prediction in time, we
should optimize the prediction system by considering computational
time, the presence of overlapping waves between short-term segments,
and their corresponding accuracy. Nonetheless, to our knowledge, the
influence of numerical modeling setups focusing on the final continuous
prediction has not yet been studied. In most instances to date, studies
on the problems of short-term wave prediction have primarily dealt
with the accuracy of the algorithms within the limited prediction
horizon. Efforts toward achieving real-time simulation with a low
computational cost have also been made by developing efficient data
assimilation processes (e.g., Köllisch et al. 2018, Al-Ani et al. 2019, Kim
et al. 2023) or using machine learning methods (e.g., Law et al. 2020,
Duan et al. 2020, Zhang et al. 2022b).

In this work, we discuss the challenges associated with the contin-
uous (in time) description of ocean wave motion. The primary focus
of our model performance assessment presented here is on the basis
of accurately describing the continuous wave profile prediction, rather
than short-term wave prediction. In this regard, we investigate the
impact of temporal quantities, such as the length of the prediction zone
in time and the computation time, on the accuracy of continuous wave
prediction. Depending on the magnitude of these factors, the long-term
029-8018/© 2023 The Authors. Published by Elsevier Ltd. This is an open access art
c-nd/4.0/).
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Nomenclature

Acronyms

CWM Choppy wave model
ICWM Improved choppy wave model
ISSP Improved surface similarity parameter
LIDAR Light detection and ranging
LWT Linear wave theory
LWT-CDR Linear wave theory with a corrected disper-

sion relationship
SSP Surface similarity parameter
WG21 Additional downstream wave gauge or

target location

Greek Symbols

�̄�𝑙 Measured surface elevation at the 𝑙th
measurement point

𝛽𝑎 Horizontal aperture angle (=2𝜃𝐵)
𝜂 Free surface elevation
𝜂𝑙 Simulated surface elevation at the 𝑙th

measurement point
𝜇 Small fraction of wave spectrum
𝜔max Maximum wave frequency
𝜔min Minimum wave frequency
𝜔𝑝 Peak wave angular frequency
𝜔𝑛𝜔 Wave angular frequency
𝛹𝑛 Nonlinear phase function
𝜓𝑛 Linear phase function
𝜏 Time interval between measured surface

samples
𝜃 Propagation direction
𝜃lim Direction limit or half of direction band-

width
𝜃max Maximum direction cutoff
𝜃min Minimum direction cutoff
𝜃𝐵 Angle between both end directional arrays
𝜃𝑛𝜃 Propagation direction for the 𝑛𝜃 direction

component
�̃�𝑛 Corrected wave frequency
�̃�𝑛 Corrected nonlinear phase function
𝜀 Normalized misfit error
𝜀 Averaged normalized misfit error over the

entire duration
𝜀 Averaged normalized misfit error over the

practical prediction zone
𝛥𝑡 Time step of wave observations
𝜂𝑝𝑟𝑒𝑑,𝑖 Prediction ocean surface of the 𝑖th sample
𝜂𝑟𝑒𝑓 ,𝑖 Reference ocean surface of the 𝑖th sample

Other Symbols

⌈ ⌉ Least integer function

Roman Symbols

𝐀 Coefficient matrix

forecast may involve overlapping waves. Hence, it becomes necessary
to address the issue of overlapping short-term forecasts while improv-
ing the representation of wave propagation. Strategies for long-term
2

wave prediction are explored not only in terms of wave parameters
𝐁 Measurement matrix
𝐤𝑛 Wavenumber vector
𝐩 Amplitude parameter vector
𝐫 Horizontal coordinate vector
𝐫𝑗 Horizontal coordinate vector at the 𝑗th

spatial measurement point
𝐔𝑠0 Stokes drift
T Length of practical prediction zone (= 𝑡max−

𝑡𝑟)
𝐹 𝜂,𝑟𝑒𝑓 Frequency-averaged Fourier transform of

reference surface elevations
𝐴𝑛 Wave amplitude
𝑎𝑛 First wave amplitude parameter
𝑏𝑛 Second wave amplitude parameter
𝑐𝑔,max Maximum group velocity
𝑐𝑔,min Minimum group velocity
𝑐𝑔,𝑁𝜔 Group velocity of the last frequency compo-

nent
𝑑 Water depth
𝐹 (𝐩) Quadratic cost function
𝑓𝑝 Peak wave frequency
𝐹𝜂,𝑝𝑟𝑒𝑑 Fourier transform of prediction surface

elevations
𝐹𝜂,𝑟𝑒𝑓 Fourier transform of reference surface ele-

vations
𝐻𝑠 Significant wave height
𝐽 Total number of measurement points in

space (= 𝐽𝑟×𝐽𝜃)
𝑗 Index for spatial measurement point
𝐽𝜃 Total number of directional arrays for

measurement zone
𝐽𝑟 Total number of wave gauges installed on a

straight structure
𝐾 Total number of measurement points in

time
𝑘 Index for temporal measurement point
𝑘1 Wavenumber of the first frequency compo-

nent
𝑘𝑝 Peak wavenumber
𝑘𝑁𝜔 Wavenumber of the last frequency compo-

nent
𝐿 Total number of spatio-temporal measure-

ment points (= 𝐽 × 𝐾)
𝑙 Index for spatio-temporal measurement

point
𝐿𝑝 Peak wavelength
𝑁 Total number of wave components
𝑛 Index for wave component
𝑁𝜔 Total number of wavenumber components
𝑛𝜔 Index for wavenumber component
𝑁𝜃 Total number of direction components
𝑛𝜃 Index for direction component
𝑁𝑃𝑟𝑒𝑠𝑒𝑛𝑡
𝜃 Total number of direction components in

the present study
𝑁𝑃𝑟𝑒𝑣𝑖𝑜𝑢𝑠
𝜃 Total number of direction components in

the previous study

in numerical simulations but also in terms of an iterative process of
determining the initial wave conditions (e.g., initial guess and error
tolerance).
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𝑁𝑠 Number of surface samples
𝑃𝐿𝑊 𝑇
𝑚𝑙 Derivative of 𝜂 with respect to 𝑎𝑚 at the 𝑙th

point for LWT
𝑄𝐿𝑊 𝑇
𝑚𝑙 Derivative of 𝜂 with respect to 𝑏𝑚 at the 𝑙th

point for LWT
𝑠 Directional spreading factor
𝑆𝜂(𝜔) Power spectral density
𝑡′ Relative time (= 𝑡 − 𝑡𝑟)
𝑡′max Relative end of prediction zone in time (=

𝑡max − 𝑡𝑟)
𝑡′min Relative beginning of prediction zone in

time (= 𝑡min − 𝑡𝑟)
𝑡 Time
𝑡max End of prediction zone in time
𝑡min Beginning of prediction zone in time
𝑇𝑎 Assimilation time
𝑡𝑎 Start of time series used in this study
𝑡𝑏 End of time series measured in experiments
𝑡𝑘 Time at the 𝑘th temporal measurement

point
𝑇𝑝 Peak period
𝑡𝑟 Latest time of wave reconstruction
𝑡max𝑖 End of prediction zone in time for the 𝑖th

surface sample
𝑡min𝑖 Beginning of prediction zone in time for the

𝑖th surface sample
𝑇𝑓𝑜𝑟𝑒𝑐𝑎𝑠𝑡 Forecast calculation time for a single short-

term prediction
𝑇𝑛𝑜𝑤𝑐𝑎𝑠𝑡 Nowcast calculation time for a single short-

term prediction
𝑡𝑟𝑖 Latest time of wave reconstruction for the

𝑖th surface sample
𝑡𝑟𝑖 Latest time used in wave reconstruction for

the 𝑖th surface sample
𝑇𝑡𝑜𝑡𝑎𝑙 Total calculation time for a single short-

term prediction
𝑥 Spatial coordinate
𝑥𝑏 𝑥-coordinate of beginning of measurement

points
𝑥𝑒 𝑥-coordinate of end of measurement points
𝑥𝑡 𝑥-coordinate of target point
𝑦′ Relative 𝑦-coordinate with respect to the

centerline (= 𝑦 − 𝑦𝑐)
𝑦 Spatial coordinate perpendicular to 𝑥
𝑧 Vertical coordinate
𝐴𝐿𝑊 𝑇
(𝑚,𝑛) Entry in 𝐀 for LWT

𝐵𝐿𝑊 𝑇
(𝑚,𝑛) Entry in 𝐁 for LWT

�̂�𝑛𝜃 Unit wave vector
𝑘𝑛𝜔 Wavenumber

Methods for deterministic wave prediction have been developed
sing wave datasets obtained by LIDAR (Light Detection and Ranging)
ameras (e.g., Grilli et al. 2011, Nouguier et al. 2013, Kabel et al.
019, Desmars et al. 2020). An alternative to the LIDAR technique
ses X-band radars (or microwave radars) to record observations of
he sea surface elevation (e.g., Hilmer and Thornhill 2015, Kusters
t al. 2016, Naaijen et al. 2018, Klein et al. 2020, Zhang et al. 2022a).
oth LIDAR and X-band radar measurements, obtained by a structure-
ounted instrument with the grazing incidence angles of the beams,
3

ave inherent physical limitations, such as uneven spatial sampling.
Moreover, a wave shadowing phenomenon is more likely to occur due
to the spatial gaps behind the illuminated wavefronts. The insufficiency
of data over the shadowed regions may be compensated by using spatio-
temporal datasets (e.g., Grilli et al. 2011, Nouguier et al. 2013, Kabel
et al. 2019, Desmars et al. 2020).

Nonlinear phase-resolved models can capture detailed nonlinear
surface wave dynamics. As the sea states become more severe in terms
of wave steepness or when the time horizon of the wave prediction is
extended, nonlinear wave mechanics, such as bound waves and non-
linear phase velocity, need to be addressed. In this context, Nouguier
et al. (2009) proposed the Choppy Wave Model (CWM) based on
the Lagrangian description. Later, Guérin et al. (2019) developed the
Improved Choppy Wave Model (ICWM) by redefining the location
of reference particles, resulting in a modified third-order nonlinear
dispersion relation that is entirely consistent with that of the Eulerian
system. Recent comprehensive studies of this topic (Desmars et al.
2020, Kim et al. 2023) showed that wave prediction algorithms based
on the Lagrangian approach successfully simulate the propagation of
any wave field in real-time with great accuracy for both unidirectional
and multidirectional wave conditions.

This paper is organized as follows. In Section 2, we define the
methods used to provide the continuous prediction of phase-resolved
ocean waves. In particular, Section 2.3 details the continuous wave
prediction. Section 3 explains the dedicated wave-tank experiment
and the corresponding prediction zone. Strategies to improve model
accuracy of the long-term forecast and their effects on prediction errors
are presented in Sections 4 and 5, respectively. Finally, we summarize
the conclusions of this paper in Section 6.

2. Methods

This section describes how to achieve a continuous wave forecast
system based on wave measurements around the target point. The
process begins with short-term wave predictions, which consist of two
steps: (1) data assimilation (or reconstruction; ‘nowcast’) that uses
wave datasets to initialize the wave models; (2) wave propagation
(or prediction; ‘forecast’) that simulates ocean wave surfaces over the
spatio-temporal domain where the short-term wave prediction is valid.
The continuous wave prediction system in real-time is constructed by
combining the short-term ocean surfaces appropriately.

2.1. Wave models

We used ICWM (Guérin et al., 2019), based on the second-order
Lagrangian description, as the most developed wave model due to its
inclusion of essential nonlinear aspects. We compare the resulting wave
forecasts obtained using ICWM with those obtained using linear wave
theory (LWT) and by linear wave theory with a corrected dispersion
relationship (LWT-CDR).

2.1.1. LWT
We define a Cartesian coordinate system with (𝑥, 𝑦, 𝑧) = (𝐫, 𝑧), where

(𝑥, 𝑦) is located on the mean free surface and 𝑧 is positive vertically
upward. The linearized water wave boundary problem describes the
behavior of small steepness waves on the surface of an inviscid and
incompressible fluid and an irrotational flow. The free surface elevation
at time 𝑡 by LWT is expressed by:

𝜂LWT(𝑥, 𝑦, 𝑡) =
𝑁
∑

𝑛=1
[𝑎𝑛 cos𝜓𝑛 + 𝑏𝑛 sin𝜓𝑛]

=
𝑁𝜔
∑

𝑛𝜔=1

𝑁𝜃
∑

𝑛𝜃=1
[𝑎(𝑛𝜔 ,𝑛𝜃 ) cos𝜓(𝑛𝜔 ,𝑛𝜃 ) + 𝑏(𝑛𝜔 ,𝑛𝜃 ) sin𝜓(𝑛𝜔 ,𝑛𝜃 )]

(1)

here subscript 𝑛 indicates the 𝑛th wave component 𝑛 = (𝑛𝜔, 𝑛𝜃), with
𝜔 and 𝑛𝜃 being the 𝑛𝜔th wavenumber component (𝑛𝜔 = 1 to 𝑁𝜔) and
he 𝑛 th direction component (𝑛 = 1 to 𝑁 ), respectively. The wave
𝜃 𝜃 𝜃
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amplitude parameters (𝑎𝑛, 𝑏𝑛) are determined by the amplitude 𝐴𝑛 and
he phase 𝜑𝑛:

𝑎𝑛, 𝑏𝑛) = (𝐴𝑛 cos𝜑𝑛, 𝐴𝑛 sin𝜑𝑛) (2)

nd the linear phase function is

𝑛 = 𝐤𝑛 ⋅ 𝐫 − 𝜔𝑛𝑡 = 𝑘𝑛𝜔 cos 𝜃𝑛𝜃𝑥 + 𝑘𝑛𝜔 sin 𝜃𝑛𝜃 𝑦 − 𝜔𝑛𝜔 𝑡 (3)

here 𝐤𝑛 = 𝑘𝑛𝜔 �̂�𝑛𝜃 is the wavenumber vector, in which the unit wave
ector �̂�𝑛𝜃 = (cos 𝜃𝑛𝜃 , sin 𝜃𝑛𝜃 ) is given by the propagation direction
𝑛𝜃 . The wavenumber 𝑘𝑛𝜔 and the wave frequency 𝜔𝑛𝜔 are related by
he linear dispersion relation in deep water. For a finite water depth,
e can easily obtain a similar equation by using the fully dispersive
avenumber.

.1.2. ICWM
Guérin et al. (2019) proposed ICWM on the basis of the Lagrangian

ormalism, and ICWM has been proven to be advantageous for solving
he propagation of nonlinear waves at a low numerical cost (Desmars
t al. 2020, Kim et al. 2023). The surface elevation is explicitly given
y ICWM:

ICWM(𝑥, 𝑦, 𝑡) =
𝑁
∑

𝑛=1
[𝑎𝑛 cos𝛹𝑛 + 𝑏𝑛 sin𝛹𝑛 +

1
2
(𝑎𝑛2 + 𝑏𝑛2)𝑘𝑛] (4)

where the nonlinear phase function 𝛹𝑛 represents critical contributions
to the nonlinear wave effects: the nonlinear phase shift represented by
the summation in Eq. (5) and Stokes drift 𝐔𝑠0:

𝑛 = 𝐤𝑛 ⋅ [𝐫 −
𝑁
∑

𝑖=1
�̂�𝑖(−𝑎𝑖 sin �̃�𝑖 + 𝑏𝑖 cos �̃�𝑖)] − �̃�𝑛𝑡 (5)

𝑠0 =
𝑁
∑

𝑖=1
(𝑎𝑖2 + 𝑏𝑖2)𝜔𝑖𝐤𝑖 (6)

here a tilde denotes quantities with the effect of Stokes drift, such
s the corrected wave angular frequency �̃�𝑛 = 𝜔𝑛 +

1
2𝐤𝑛 ⋅ 𝐔𝑠0 and the

corrected nonlinear phase function �̃�𝑛 = 𝐤𝑛 ⋅ 𝐫 − �̃�𝑛𝑡. The last term in
q. (4) refers to a correction of the mean surface level.

.1.3. LWT-CDR
The model based on linear wave theory with the corrected disper-

ion relation (LWT-CDR) was also taken into account in this paper.
ue to the inclusion of the effect of Stokes drift only, it also provides
good compromise between simplicity and accuracy. We note that

he nonlinear wave models employed in this paper (i.e., LWT-CDR and
CWM) are based on the same assumptions as in LWT. The free surface
y LWT-CDR is

LWT-CDR(𝑥, 𝑦, 𝑡) =
𝑁
∑

𝑛=1
[𝑎𝑛 cos �̃�𝑛 + 𝑏𝑛 sin �̃�𝑛] (7)

.2. Data assimilation

The amplitude parameters (i.e., 𝑎𝑛 and 𝑏𝑛) in the wave models are
btained through the process of model inversion using the measured
urface elevation �̄�, assuming unchanging wave parameters over the
rediction zone. In the present study, a quadratic cost function measur-
ng the discrepancy between the measured surface elevation (�̄�𝑙) and the

simulated one (𝜂𝑙) is employed in the data assimilation process (Blondel
t al., 2010), and we aim to minimize the least squares cost function
ith respect to 𝑎𝑛 and 𝑏𝑛:

𝐹 (𝐩) = 1
2

𝐿
∑

𝑙=1
[𝜂𝑙(𝐩) − �̄�𝑙]2 =

1
2

𝐽
∑

𝑗=1

𝐾
∑

𝑘=1
[𝜂(𝑗,𝑘)(𝐩) − �̄�(𝑗,𝑘)]2 (8)

where 𝐩 = [𝑎1,… , 𝑎𝑁 , 𝑏1,… , 𝑏𝑁 ]𝑇 is the vector composed of amplitude
parameters. Subscript 𝓁 denotes the 𝓁th spatio-temporal measurement
point 𝓁 = (𝑗, 𝑘) (𝓁 = 1 to 𝐿) at the spatial point 𝐫 (𝑗 = 1 to 𝐽 ) and time
4

𝑗

𝑡𝑘 (𝑘 = 1 to 𝐾). The total number of spatio-temporal data is 𝐿 = 𝐽 × 𝐾.
As the system of equations 𝐀𝐩 = 𝐁, or the coefficient matrix 𝐀 and the
measurement matrix 𝐁 vary depending on the wave model, we present
them for each wave model in this section.

2.2.1. LWT
The matrices in the process of data assimilation for LWT are repre-

sented by:

𝐴𝐿𝑊 𝑇
(𝑚,𝑛) =

𝐿
∑

𝑙=1
cos𝜓𝑛𝑙𝑃𝐿𝑊 𝑇

𝑚𝑙

𝐴𝐿𝑊 𝑇
(𝑚,𝑁+𝑛) =

𝐿
∑

𝑙=1
sin𝜓𝑛𝑙𝑃𝐿𝑊 𝑇

𝑚𝑙

𝐴𝐿𝑊 𝑇
(𝑁+𝑚,𝑛) =

𝐿
∑

𝑙=1
cos𝜓𝑛𝑙𝑄𝐿𝑊 𝑇

𝑚𝑙

𝐴𝐿𝑊 𝑇
(𝑁+𝑚,𝑁+𝑛) =

𝐿
∑

𝑙=1
sin𝜓𝑛𝑙𝑄𝐿𝑊 𝑇

𝑚𝑙

𝐵𝐿𝑊 𝑇
𝑚 =

𝐿
∑

𝑙=1
�̄�𝑙𝑃

𝐿𝑊 𝑇
𝑚𝑙

𝐵𝐿𝑊 𝑇
𝑁+𝑚 =

𝐿
∑

𝑙=1
�̄�𝑙𝑄

𝐿𝑊 𝑇
𝑚𝑙

(9)

with

𝑃𝐿𝑊 𝑇
𝑚𝑙 = cos𝜓𝑚𝑙 , 𝑄𝐿𝑊 𝑇

𝑚𝑙 = sin𝜓𝑚𝑙 (10)

where (𝑛, 𝑚) ∈ {1,… , 𝑁}2 and 𝜓𝑚𝑙 = 𝐤𝑚𝑙 ⋅ 𝐫𝑙 − 𝜔𝑚𝑡𝑙. For brevity,
we omit the explanation of the regularization to cope with an ill-
conditioned inverse reconstruction problem resulting from practical
constraints (e.g., the limited zone measured by the optical sensor).

2.2.2. Nonlinear assimilation
Compared to the linear assimilation procedure, ICWM as well as

LWT-CDR involve an even more complicated data assimilation with an
iterative process owing to the nonlinear phase function 𝛹𝑛 containing
𝑎𝑛 and 𝑏𝑛. Kim et al. (2023) thus simplified the nonlinear assimilation
to obtain results faster than real-time by discarding nonlinear terms
influenced by 𝑎𝑛 and 𝑏𝑛 in part of 𝐀 and 𝐁.

As 𝐀 and 𝐁 are influenced by the amplitude parameters, the solu-
tions are found iteratively. In Kim et al. (2023), the iterative process
was performed with a maximum iteration number of 100 and a relative
tolerance of 10−3. In cases where the convergence was too slow or
even unreached, the solution to linear assimilation was used instead
of the nonlinear solution. In this study, a tolerance of 10−2 was used
since there were no changes in the results. The maximum iteration
number was reduced from 100 to 20 with a tolerance of 10−2 to avoid
unnecessary iterations, as the average number of iterations required
to reach convergence was around 10. All cases requiring 20 iterations
finally diverged. In this study, we utilized the solution of the previous
surface sample as an initial guess for the amplitude parameters, which
was obtained directly from the linear solution in previous studies
(e.g., Desmars et al. 2020, Kim et al. 2023). The next section will
provide a definition of the surface sample.

2.3. Continuous wave prediction

2.3.1. Short-term wave prediction
The spatio-temporal wave observations can be utilized to provide

short-term wave prediction at the target point 𝑥𝑡, as shown in Fig. 1.
The color bar at the top of the figures indicates the short-term predic-
tion. The gold rectangle represents the spatio-temporal wave measure-
ments, spanning from the beginning 𝑥𝑏 to the end 𝑥𝑒 of measurement
points in the 𝑥-direction (or the main propagation direction) over
[𝑡 − 𝑇 , 𝑡 ]. Here, 𝑡 corresponds to the latest time used in wave
𝑟 𝑎 𝑟 𝑟
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Fig. 1. Short-term deterministic sea wave prediction at 𝑥𝑡 based on measurements between 𝑥𝑏 and 𝑥𝑒 over 𝑇𝑎 ( : line with slope 𝑐𝑔,min; : line with slope 𝑐𝑔,max; gold rectangle:
assimilated data; red shading: reconstruction over 𝑡 ∈ [𝑡min , 𝑡𝑟]; yellow shading: computation over 𝑡 ∈ [𝑡𝑟 , 𝑡𝑟 + 𝑇𝑡𝑜𝑡𝑎𝑙]; gray shading: useful prediction zone over 𝑡 ∈ [𝑡𝑟 + 𝑇𝑡𝑜𝑡𝑎𝑙 , 𝑡max]).
reconstruction, and 𝑇𝑎 refers to the assimilation time. The abscissa
𝑡 represents the temporal coordinate, where the time at the origin
indicates the latest time of assimilated data (i.e., 𝑡 = 𝑡𝑟). The ordinate 𝑥
denotes the spatial coordinate along the wave propagation direction,
with the origin corresponding to the beginning of the measurement
points (i.e., 𝑥 = 𝑥𝑏). The figures explain the case based on multiple
fixed points for unidirectional waves, and the extension to directional
waves is straightforward.

Previous studies have demonstrated that when wave measurements
are provided in a limited domain in time and space, the description of
the wave field is confined to a short-term prediction zone determined
by the group velocities and propagation directions of wave components
(Naaijen et al. 2014, Qi et al. 2018b). In general, the wave frequency
cutoffs 𝜔min and 𝜔max are defined based on the wave spectral density
used for generating wave fields, and the corresponding group velocities
𝑐𝑔,max and 𝑐𝑔,min are computed using the linear dispersion relation in
deep water. The selection of the wave frequency and direction cutoffs
will be detailed in Section 3.2. At the target point 𝑥𝑡, the prediction
zone is delimited by red diagonal lines in Fig. 2, whose slopes are the
group velocities. The intersection of the solid red line (with a slope
𝑐𝑔,min) and 𝑥 = 𝑥𝑡 indicates the reconstruction of the prespecified wave
packet from the instant 𝑡min. Besides, the dashed lines (with a slope
𝑐𝑔,max) are drawn from the basis of the measurement rectangles or
𝑥 = 𝑥𝑏 since the final instant of the prediction time horizon 𝑡max is
determined by the fastest wave component within the wave packet.

We introduce here several key terminologies in time. The total
calculation time for a single short-term prediction, denoted as 𝑇𝑡𝑜𝑡𝑎𝑙, is
the sum of the nowcast time 𝑇𝑛𝑜𝑤𝑐𝑎𝑠𝑡 and the forecast time 𝑇𝑓𝑜𝑟𝑒𝑐𝑎𝑠𝑡. In
general, the nowcast time is significantly longer than the forecast time
(Köllisch et al. 2018, Kim et al. 2023). The length of the practical pre-
diction zone, referred to as T, is primarily determined by the maximum
group velocity and the distance between 𝑥 and 𝑥 .
5

𝑏 𝑡
The reconstructed wave information at 𝑡 < 𝑡𝑟 (indicated by the
red shading in the figures) is not available for practical continuous
wave prediction. Therefore, we define 𝑡 ∈ [𝑡𝑟, 𝑡max] (or 𝑡′ = 𝑡 − 𝑡𝑟 ∈
[0, 𝑡′max = 𝑡max − 𝑡𝑟] where 𝑡′max = T) as the ‘‘practical’’ prediction zone,
which represents the actual time interval utilized in operating a real-
time system for continuous wave forecasting. The figures also highlight
two beneficial aspects of using spatio-temporal data with respect to the
practical prediction zone. First, due to the advection of the first wave
field during 𝑇𝑎, the reconstructed waves arrive at the target point 𝑥𝑡
before the beginning of the forecast step (i.e., 𝑡min < 𝑡𝑟), provided that
the distance between 𝑥𝑒 and 𝑥𝑡 is within a certain allowable range:
𝑥𝑡 − 𝑥𝑒 < 𝑐𝑔,min𝑇𝑎. Second, the use of multiple fixed points extends
the time horizon compared to measurements from a single fixed point
(i.e., at 𝑥𝑒).

In addition to the reconstruction period, wave forecasting is unavail-
able during the computation period, as indicated by the yellow shading.
Consequently, we refer to the shorter interval over 𝑡 ∈ [𝑡𝑟 + 𝑇𝑡𝑜𝑡𝑎𝑙 , 𝑡max]
(or 𝑡′ ∈ [𝑇𝑡𝑜𝑡𝑎𝑙 ,T]) as the ‘‘useful’’ prediction zone, which is indicated
by the gray shading in the figures. The gray-scale spectrum expresses
the model accuracy, which worsens as time increases within the short-
term wave prediction. The temporal evolution of prediction error will
be presented in later sections (e.g., Fig. 12). The brighter the shade, the
greater the prediction error.

2.3.2. Overview of continuous wave prediction
Figs. 2 and 3 provide an overview of the process for obtaining

continuous ocean waves at 𝑥𝑡 by combining a series of short-term
deterministic sea wave predictions. The time interval between sets of
the spatio-temporal wave measurements (or measured surface samples)
is denoted as 𝜏. In the case of radar images, this interval corresponds to
the radar rotation period (Lee et al., 2022). Thus, the partly overlapping
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Fig. 2. Overview of how continuous wave prediction is provided by combining a series of short-term deterministic sea wave predictions at 𝑥𝑡 based on measurements between
𝑥𝑏 and 𝑥𝑒 over 𝑇𝑎 when 𝑇𝑡𝑜𝑡𝑎𝑙 ≤ 𝜏 ( : line with slope 𝑐𝑔,min; : line with slope 𝑐𝑔,max; gold rectangle: assimilated data; red shading: reconstruction over 𝑡 ∈ [𝑡min , 𝑡𝑟]; yellow
shading: computation over 𝑡 ∈ [𝑡𝑟 , 𝑡𝑟 + 𝑇𝑡𝑜𝑡𝑎𝑙]; gray shading: useful prediction zone over 𝑡 ∈ [𝑡𝑟 + 𝑇𝑡𝑜𝑡𝑎𝑙 , 𝑡max]).
gold rectangles, shifted in time by 𝜏, represent sets of spatio-temporal
wave measurements. Here, 𝑡𝑟𝑖 corresponds to the latest time used in
wave reconstruction for the 𝑖th surface sample. At the top of the figures,
we present an illustration demonstrating the generation of a continuous
time series from a series of color bars. The continuous prediction
relies on the useful prediction zone, indicated by the gray shading.
To ensure higher prediction accuracy of the continuous wave time
series, it is reasonable to select the overlapping waves from subsequent
samples. Further, it is given that increased sequence overlap leads to
more accurate predictions. It is also possible to use the overlapping
waves to quantify the uncertainty of the predicted phase-resolved wave
information.

2.3.3. Constraints in continuous wave prediction
When continuously predicting the ocean wave surface on the basis

of short-term prediction segments, it becomes evident that the tem-
poral constraints are a balance between various components in time
(i.e., 𝑇𝑡𝑜𝑡𝑎𝑙, 𝜏, and T). Given the spatio-temporal wave measurement
during 𝑇𝑎 at the fixed multiple measurement points and the wave spec-
trum, T is likely to remain constant. Thus, we express the constraints
of 𝑇𝑡𝑜𝑡𝑎𝑙 and 𝜏 as a function of T. The long-term forecast always starts
at the time of completing the first computation (e.g., 𝑡 = 𝑡𝑟1 + 𝑇𝑡𝑜𝑡𝑎𝑙).

In the first case, where 𝑇𝑡𝑜𝑡𝑎𝑙 ≤ 𝜏 (see Fig. 1), in order to avoid a
missing interval from the starting point, the start of the next prediction
(i.e., 𝑡𝑟𝑖+1 + 𝑇𝑡𝑜𝑡𝑎𝑙 = 𝑖𝜏 + 𝑇𝑡𝑜𝑡𝑎𝑙) must occur before the end of the current
prediction (i.e., 𝑡max𝑖 = (𝑖 − 1)𝜏 + T), which yields

𝜏 + 𝑇𝑡𝑜𝑡𝑎𝑙 ≤ T

𝜏 ≤ T

2
; if 𝑇𝑡𝑜𝑡𝑎𝑙 = 𝜏.

(11)

The actual computation proceeds by means of the discrete data. For the
discrete data, the number of points in the short-term forecast used to
construct the continuous prediction is ⌈ 𝜏

𝛥𝑡 ⌉ (where ⌈ ⌉ denotes the least
integer function, and 𝛥𝑡 is the time step of wave observations).
6

Unlike the aforementioned case with 𝑇𝑡𝑜𝑡𝑎𝑙 ≤ 𝜏, in most multidirec-
tional simulations by nonlinear models, the computation time is longer
than the time interval between datasets (i.e., 𝑇𝑡𝑜𝑡𝑎𝑙 > 𝜏, see Fig. 3).
These simulations can be further divided into two groups depending on
whether multiple processing units or a single processing unit is used. In
a computing system with multiple units, two or more processing units
are involved in the computations, and thus those different processing
units can complete individual computations simultaneously. Therefore,
in the case with multiple processing units, as depicted in Fig. 3(a), the
short-term forecast can be generated at each 𝜏 interval due to wave
observations sampled every 𝜏.

When using a single processing unit, the next task will not start until
the present process is completed. Thus, 𝑇𝑡𝑜𝑡𝑎𝑙 longer than 𝜏 imposes a
constraint on the interval between the two short-term forecasts. This
results in fewer overlaps between successive sequences compared to the
multiple processing units scenario shown in Fig. 3. Consequently, the
prediction accuracy of a single processing unit generally deteriorates
compared to that of multiple processing units. Note that the number
of points selected from each sequence for continuous prediction is ⌈ 𝜏

𝛥𝑡 ⌉

for multiple processing units and ⌈

𝑇𝑡𝑜𝑡𝑎𝑙
𝛥𝑡 ⌉ for a single processing unit. In

the scenario with multiple processing units, the number of processing
units required to compute the continuous ocean surface is ⌈

𝑇𝑡𝑜𝑡𝑎𝑙
𝜏 ⌉.

For continuous prediction without any missing points, considering
the case of 𝑇𝑡𝑜𝑡𝑎𝑙 > 𝜏 with multiple processing units, the same con-
straints as in the first case must be satisfied (Eq. (11) or 𝑇𝑡𝑜𝑡𝑎𝑙 ≤ T− 𝜏).
However, in the scenario with a single processing unit, there is a
different and more demanding constraint on 𝑇𝑡𝑜𝑡𝑎𝑙. The beginning of
the next useful prediction zone (i.e., 𝑡𝑟𝑖+1 + 𝑇𝑡𝑜𝑡𝑎𝑙 = (𝑖 + 1)𝑇𝑡𝑜𝑡𝑎𝑙) must
come before the end of the present one (i.e., 𝑡max𝑖 = (𝑖 − 1)𝑇𝑡𝑜𝑡𝑎𝑙 + T):

𝑇𝑡𝑜𝑡𝑎𝑙 ≤
T

2
(12)

2.3.4. Effect of computation time
The effect of 𝑇𝑡𝑜𝑡𝑎𝑙 on continuous wave prediction is discussed in

this section. We restrict our attention to the more realistic case of
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Fig. 3. Configurations of continuous wave prediction depending on the number of processing units, provided at 𝑥𝑡 based on measurements between 𝑥𝑏 and 𝑥𝑒 over 𝑇𝑎 when 𝑇𝑡𝑜𝑡𝑎𝑙 > 𝜏:
(a) multiple processing units; (b) a single processing unit ( : line with slope 𝑐𝑔,min; : line with slope 𝑐𝑔,max; gold rectangle: assimilated data; red shading: reconstruction
over 𝑡 ∈ [𝑡min , 𝑡𝑟]; yellow shading: computation over 𝑡 ∈ [𝑡𝑟 , 𝑡𝑟 + 𝑇𝑡𝑜𝑡𝑎𝑙]; gray shading: useful prediction zone over 𝑡 ∈ [𝑡𝑟 + 𝑇𝑡𝑜𝑡𝑎𝑙 , 𝑡max]).
𝑇𝑡𝑜𝑡𝑎𝑙 > 𝜏 with a single processing unit, and extension to other cases
is straightforward. In our design method, the interval used for the
continuous wave forecast spans 𝑡′ ∈ [𝑇𝑡𝑜𝑡𝑎𝑙 , 2𝑇𝑡𝑜𝑡𝑎𝑙]; therefore, 𝑇𝑡𝑜𝑡𝑎𝑙
determines both the starting point and the segment length. When there
is a minor difference between the numerical results, particularly near
the beginning of the practical prediction zone (i.e., 𝑡′ = 0 or 𝑡 = 𝑡𝑟), a
central problem in the study of continuous real-time wave prediction
is minimizing 𝑇𝑡𝑜𝑡𝑎𝑙. Moreover, the temporal evolution of the prediction
error across the practical prediction zone by ICWM is more significant
than the difference between linear and nonlinear models (Guérin et al.,
2019).

Fig. 4 illustrates the effect of 𝑇𝑡𝑜𝑡𝑎𝑙 on model performance for con-
tinuous wave prediction. To specifically focus on the influence of 𝑇𝑡𝑜𝑡𝑎𝑙,
we assume the same temporal evolution of errors (i.e., the equivalent
gray-scale spectrum). According to Kim et al. (2023), the length of the
practical prediction zone under their experimental and numerical setup
is about T = 2𝑇𝑝. As a reminder, the reconstruction and computation
periods, indicated by the red and yellow shadings, respectively, are not
7

available to generate continuous wave prediction. Thus, the continuous
forecast always starts at 𝑡 = 𝑡𝑟1 + 𝑇𝑡𝑜𝑡𝑎𝑙. Within the useful prediction
zone of each short-term wave prediction (i.e., 𝑡′ ∈ [𝑇𝑡𝑜𝑡𝑎𝑙 ,T]), the purple
rectangles indicate the interval used for continuous wave prediction
(i.e., 𝑡′ ∈ [𝑇𝑡𝑜𝑡𝑎𝑙 , 2𝑇𝑡𝑜𝑡𝑎𝑙]). To provide wave prediction continuously
without any missing gaps between the short-term intervals, the purple
rectangle must remain within the prediction zone, namely, 2𝑇𝑡𝑜𝑡𝑎𝑙 ≤ T,
which can be rewritten as Eq. (12).

In the first case with 𝑇𝑡𝑜𝑡𝑎𝑙 <
T

2 where overlapping waves exist as
shown in Fig. 4(a), we can utilize the second segment instead of relying
on the existing forecast when the next forecast becomes available
(i.e., 𝑡 = 𝑡𝑟1 + 2𝑇𝑡𝑜𝑡𝑎𝑙 = 𝑡𝑟2 + 𝑇𝑡𝑜𝑡𝑎𝑙). Fig. 4(b) represents the condition
with 𝑇𝑡𝑜𝑡𝑎𝑙 =

T

2 , and all the short-term forecasts entirely cover the entire
time interval but without overlaps. By comparing the continuous time
series in Fig. 4(a) and (b), it is evident that the prediction error worsens
as 𝑇𝑡𝑜𝑡𝑎𝑙 increases. Furthermore, if 𝑇𝑡𝑜𝑡𝑎𝑙 continues to increase beyond
T

2 , a failure occurs in the real-time forecast system due to the missing
intervals between forecasts, which visualizes the constraint on 𝑇𝑡𝑜𝑡𝑎𝑙 in
Eq. (12).
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Fig. 4. Effect of 𝑇𝑡𝑜𝑡𝑎𝑙 on continuous wave predictions with a single processing unit when 𝑇𝑡𝑜𝑡𝑎𝑙 > 𝜏 and T = 2𝑇𝑝: (a) 𝑇𝑡𝑜𝑡𝑎𝑙 =
1
4
T; (b) 𝑇𝑡𝑜𝑡𝑎𝑙 =

1
2
T; (c) 𝑇𝑡𝑜𝑡𝑎𝑙 =

3
4
T (purple rectangles

encompass the interval used for continuous wave prediction; red shading: reconstruction over 𝑡′ = 𝑡 − 𝑡𝑟 < 0; yellow shading: computation over 𝑡′ ∈ [0, 𝑇𝑡𝑜𝑡𝑎𝑙]; gray shading: useful
prediction zone over 𝑡′ ∈ [𝑇𝑡𝑜𝑡𝑎𝑙 ,T]).
3. Experimental data

3.1. Setup description

Within the framework of the FLOATECH project, we obtained exper-
imental data in the hydrodynamic and ocean engineering tank, which
is 30 m wide, 50 m long, and 5 m deep, at École Centrale de Nantes
(ECN) (Bonnefoy et al., 2023). The main purpose of these experiments
is to examine the wave model performance for multidirectional and
unidirectional nonlinear wave fields toward the location of a floating
wind turbine. The absence of the floating structure in the experiments
to obtain the measured wave field should be considered as an idealized
configuration. In a real (operational) condition, the diffracted and
radiated waves from the structure will be measured simultaneously
with the incident wave field. This source of uncertainty is not addressed
in the present work. However, those waves will propagate away from
the structure, and the prediction methodology can solve for different
directional components. An adequate methodology could thus be de-
veloped to remove the part of the wave field propagating away from
the platform in the wave-structure interaction model.

Furthermore, in the present application case, the structure consid-
ered is a SPAR platform, the geometry of which can be found in Leroy
et al. (2022). At full scale, it exhibits a diameter at the water line of
11.2 m (18 m below the tapper) and a draft of 90 m. In the sea states
under consideration, a linear diffraction/radiation computation (Kurnia
and Ducrozet, 2023) provides an estimate of the magnitude of this
wave field at the measurement location in the range of 5% to 15%
of the incident wave field (decreasing rapidly with distance from the
platform).

With a wavemaker at one end and an absorbing beach at the
other extremity, irregular wave fields were generated using a Pierson-
Moskowitz spectrum (Pierson and Moskowitz, 1964) with the peak
period 𝑇𝑝 = 12 s at full scale, and at the geometric scale of 1:40 (1:
√

40 Froude scaling for time). The experiments are inherently nonlinear
because water with a free surface is, in general, a nonlinear medium.
To investigate the effects of the extent of nonlinearity on ocean wave
8

Fig. 5. Directional spreading for multidirectional cases where 𝑠 is the spreading factor
of the angular spreading function ( : 𝑠 = 15; : 𝑠 = 25; : 𝑠 = 60).

prediction, different significant wave heights 𝐻𝑠 or the corresponding
characteristic wave steepnesses 𝐻𝑠∕𝐿𝑝 are considered. A range of wave
steepnesses is represented from 2.2% to 4%, in deep water with 𝑘𝑝𝑑 ≈
5.6 (Dean and Dalrymple, 1991), where 𝑘𝑝 and 𝑑 denotes the peak
wavenumber and water depth, respectively. The peak wavelength is
𝐿𝑝 = 225 m which is equivalent to 5.62 m at the tank scale. Moreover,
for a more comprehensive study of directional wave sea states, we
consider three different directional spreading values in multidirectional
waves, but with a moderate nonlinearity 𝐻𝑠∕𝐿𝑝 = 3.1% (see Fig. 5).

Table 1 summarizes the experimental setup for all the cases. To
obtain multidirectional wave fields, the spectrum in frequency is mul-
tiplied by the angular spreading function with the spreading factor 𝑠
in Mitsuyasu et al. (1975):

𝐺(𝜃) = 22𝑠−1
180

(𝑠!)2

(2𝑠)!
cos2𝑠

( 𝜃
2

)

for 𝜃 ∈ [−180◦, 180◦] (13)

where the main propagation direction is 0◦.
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Fig. 6. (a) Location of wave gauges; (b, c) wave gauges mounted on rotating structure (∙: wave observations; ▴: location of turbine, WG21).
Table 1
Wave information and setup of experiments.

Case 𝐻𝑠 (m) 𝐻𝑠∕𝐿𝑝 (%) 𝑠 𝐽𝜃
A 7 3.1 15 11
B 7 3.1 25 9
C 7 3.1 60 7
D 5 2.2 25 9
E 9 4.0 25 9

To mimic a network of wave measurements, denoted as 𝐽𝑟 × 𝐽𝜃
rays on the mean free surface (where 𝐽𝑟 is the total number of wave
gauges installed on a straight structure and 𝐽𝜃 is the total number of
directional arrays for the measurement zone, see Fig. 6), as captured
by the optical system, we used a straight rotating structure with 20
wave gauges (i.e., 𝐽𝑟 = 20). Thanks to the rotating structure and the
repeatability of the experiments, we obtained directional measurements
on the 𝐽𝑟 × 𝐽𝜃 grid. Repeatability errors of the multidirectional cases
have been assessed using reference wave gauges. It is evaluated on
the significant wave height with a 3% variation, or 0.24 m at full
scale (Kim et al., 2023). Although this measurement variation induced
by repeated measurements is likely to increase the prediction error
for multidirectional sea states, Kim et al. (2023) achieved comparable
model accuracy in both multidirectional and unidirectional cases. The
latter did not involve any repeatability. The assimilation procedure is
performed based on discrete wave gauges rather than continuous data
collection in the spatial domain. An additional downstream wave gauge
WG21 (or target location) was installed about 0.15𝐿𝑝 away from the
end of the measurement area. The temporal extent of wave data used
in the present study is limited by 𝑡𝑏 − 𝑡𝑎 ≈ 506𝑇𝑝 with 𝑡𝑎∕𝑇𝑝 ≈ 158 to
ensure that all the wave components generated by the wavemaker had
reached the entire domain of the tank. Also, the end of the time series
measured in experiments was used for that in this study 𝑡𝑏∕𝑇𝑝 ≈ 664
because the wave measurements were taken up until the point at which
the wavemaker was stopped. For details on the experiments, the reader
is referred to Kim et al. (2023).

3.2. Prediction zone

As stated earlier, the short-term wave forecast is valid within the
prediction zone that is determined by the group velocities and the
propagation directions of wave components. Kim et al. (2023) specified
the three-dimensional spatio-temporal prediction zone based on the
spatial sampling of the wave field (see Fig. 6) over the assimilation
9

time 𝑇𝑎. The frequency range therein was determined by the upper and
lower cutoff limits using a small fraction of the wave spectrum at the
peak frequency 𝑓𝑝 with 𝜇 = 0.05:

𝑆𝜂(𝜔min) = 𝑆𝜂(𝜔max) = 𝜇𝑆𝜂(𝜔𝑝) (14)

where 𝑆𝜂(𝜔) refers to the power spectral density.
The prediction zone was derived based on the identical directional

bandwidth [𝜃min, 𝜃max] = [−𝜃lim, 𝜃lim] with 𝜃lim = 45◦ for all the mul-
tidirectional cases irrespective of the directional spread. However, this
directional range with 𝜃lim = 45◦ is likely to be a conservative setting in
a sea state with a relatively small directional spreading (e.g., 𝑠 = 60 in
Fig. 5), increasing the numerical cost unnecessarily in both the nowcast
and forecast steps owing to the excessive number of wave components.
In practice, the wave fields captured by a structure-mounted optical
sensor may have to be restricted to a narrower direction range when
they arrive at the floating offshore wind turbine. To this effect, it is
desirable to optimize the direction domain fit for each wave condition,
and then the prediction zone suggested by Kim et al. (2023) should be
generalized to consider different direction bandwidths with respect to
the directional limit (i.e., 𝜃lim).

In Fig. 7, the reconstruction and prediction zones are indicated by
the red and gray shadings, respectively. For simplicity, based on the
observation zone provided by a matrix of 𝐽𝑟 × 𝐽𝜃 in Fig. 6(a), the
reconstruction zone is approximated with the boundaries consisting of a
selected few points (i.e., polygon 𝐴𝐵𝐷𝐹𝐺𝐻 in Fig. 7(a)). Point A corre-
sponds to the intersection point between the left boundary propagating
in the direction of −𝜃lim and the right boundary propagating in the
direction of 𝜃lim (i.e., 𝑥 = tan(𝜃lim)(𝑦′−𝑦′𝐵)+𝑥𝐵 and 𝑥 = − tan(𝜃lim)+𝑥𝐻 ,
respectively, where 𝑦′ = 𝑦 − 𝑦𝑐 denotes the relative 𝑦-coordinate with
respect to the centerline 𝑦 = 𝑦𝑐). Points B, D, F, and H are the selected
observation points, and point G is a reflected point of point A over
𝑦′ = 0.

During the data assimilation step with the assimilation time 𝑇𝑎, the
prediction zone is extended by an advance of the right boundary, as
shown in Fig. 7(b). Specifically, the right boundary propagates over a
time interval of 𝑇𝑎 with the speed of 𝑐𝑔,min in the direction of 𝜃, or
alternatively, with the speed of 𝑐𝑔,min∕ cos(𝜃) in the +𝑥 direction. From
the end of the assimilation procedure (i.e., 𝑡 = 𝑡𝑟), as the reconstructed
wave fields propagate in time and space, the accessible prediction
zone starts to transform and eventually disappears, which implies
that the wave measurements become obsolete and no longer able to
provide wave forecast. For details on the algorithms of developing the
directional prediction zone, the reader is referred to Qi et al. (2018b)
and Kim et al. (2023). This temporal evolution of the prediction zone
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Fig. 7. Reconstruction and prediction zones: (a) reconstruction zone at (𝑡 − 𝑡𝑟) = −𝑇𝑎; (b) prediction zone at (𝑡 − 𝑡𝑟) = 0 ( : left boundary; : right boundary; red shading:
owcast; gray shading: forecast).
𝑡

T
z

w

s divided into two types according to whether 𝜃lim is larger or smaller
han a quarter of the horizontal aperture angle 𝜃𝐵

2 = 𝛽𝑎
4 .

First, when 𝜃lim ≥ 𝜃𝐵
2 , since the direction of wave components influ-

ences the 𝑥-component of the corresponding group velocity, the lines
of ±𝜃lim and ± 𝜃𝐵

2 together describe the left boundary of the prediction
zone. On the other hand, all the prespecified wave components in the
direction work in concert to give the right boundary a fan-shape (Qi
et al., 2018b):

max

⎡

⎢

⎢

⎢

⎣

tan(𝜃lim)(𝑦′ − 𝑦′𝐵) + 𝑥𝐵 + 𝑐𝑔,max
cos(𝜃lim) 𝑡

′,

− tan(𝜃lim)(𝑦′ − 𝑦′𝐹 ) + 𝑥𝐹 + 𝑐𝑔,max
cos(𝜃lim) 𝑡

′,

± tan 𝜃𝐵
2 𝑦

′ + 𝑥𝐷 + 𝑐𝑔,max
cos(𝜃𝐵∕2)

𝑡′

⎤

⎥

⎥

⎥

⎦

≤ 𝑥 ≤

min
𝜃∈[−𝜃lim ,𝜃lim]

[

− tan 𝜃𝑦′ + 𝑥𝐻
+ 𝑐𝑔,min(𝑇𝑎+𝑡′)

cos 𝜃

]

(15)

where 𝑦′ = 𝑦−𝑦𝑐 and 𝑡′ = 𝑡−𝑡𝑟. If the targeted point along the centerline
𝑦′ = 0 falls inside an allowable range (i.e., 𝑥 < 𝑥 + 𝑐 𝑇 ), Eq. (15)
10

𝐻 𝑔,min 𝑎
can be reduced to the practical prediction zone 𝑡′ ∈ [0, 𝑡′max]:

′
max = min

[

𝑥 − 𝑥𝐷
𝑐𝑔max

cos(𝜃𝐵∕2),
𝑥 − 𝑥𝐵 + tan(𝜃lim)𝑦′𝐵

𝑐𝑔max
cos(𝜃lim)

]

(16)

he practical prediction zone must be distinguished from the prediction
one in the previous studies (Desmars et al. 2020, Kim et al. 2023).

Secondly, it is probably sufficient to provide wave simulations
ith 𝜃lim smaller than 𝜃𝐵

2 in the multidirectional case with very small
directional spreading (cf. 𝜃lim = 0◦ in the unidirectional case). As the
lines of ±𝜃lim move faster than those of ±𝜃lim in the +𝑥-direction, the
lines of ±𝜃lim determine the left boundary. Accordingly, Eq. (15) is
simplified to Eq. (17):

max

[

tan(𝜃lim)(𝑦′ − 𝑦′𝐵) + 𝑥𝐵 + 𝑐𝑔,max
cos(𝜃lim) 𝑡

′,

− tan(𝜃lim)(𝑦′ − 𝑦′𝐹 ) + 𝑥𝐹 + 𝑐𝑔,max
cos(𝜃lim) 𝑡

′

]

≤ 𝑥 ≤

min
𝜃∈[−𝜃 ,𝜃 ]

[

− tan 𝜃𝑦′ + 𝑥𝐻
𝑐𝑔,min(𝑇𝑎+𝑡′)

] (17)
lim lim + cos 𝜃
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which yields the practical prediction zone 𝑡′ ∈ [0, 𝑡′max] in the case of
lim < 𝜃𝐵

2 :

′
max =

𝑥 − 𝑥𝐵 + tan(𝜃lim)𝑦′𝐵
𝑐𝑔max

cos(𝜃lim) (18)

Notably, as the direction bandwidth considered is narrower with the
smaller 𝜃lim, the practical prediction zone is extended due to the
increasing 𝑡′max, although the change is not significant.

4. Strategies for continuous wave prediction

The previous numerical modeling setups in Kim et al. (2023) were
optimized for short-term wave prediction over the prediction zone 𝑡 ∈
[𝑡min, 𝑡max]. It is necessary, therefore, to modify the wave setups for
continuous wave prediction. We also examine the modification to the
iterative process proposed in Section 2.2.2.

One unbiased measure of the error in the wave prediction is an
ensemble average of the normalized misfit error over a great number of
surface samples which partly overlap each other with a shifting time 𝜏.
The surface samples, each comprising one nowcast (or assimilation) and
one forecast (or prediction), were generated from a single sea state over
a sufficiently long time, and 𝑁𝑠 samples were then used to compute the
ormalized misfit error:

(𝑥, 𝑦, 𝑡) = 1
𝑁𝑠

𝑁𝑠
∑

𝑖=1

|

|

|

𝜂𝑝𝑟𝑒𝑑,𝑖 (𝑥, 𝑦, 𝑡) − 𝜂𝑟𝑒𝑓 ,𝑖 (𝑥, 𝑦, 𝑡)
|

|

|

𝐻𝑠
(19)

where 𝜂𝑝𝑟𝑒𝑑,𝑖 and 𝜂𝑟𝑒𝑓 ,𝑖 denote the predicted and observed ocean surface
f the 𝑖th sample, respectively. Following Kim et al. (2023), 𝑁𝑠 = 400

with 𝜏∕𝑇𝑝 = 𝛥𝑡∕𝑇𝑝 = 0.053 was employed since it led to an efficient
convergence in the prediction error.

Assuming 𝜏 = 𝛥𝑡 ≈ 0.6 s at a full-scale is considered acceptable
since the sampling time of wave observation data is on the order of 1 s
(e.g., Zhang et al. 2022a, Lee et al. 2022). Furthermore, the model of
LWT is fast enough to complete the simulation within 𝛥𝑡. Therefore,
assuming 𝜏 > 𝛥𝑡 would likely be detrimental to the linear wave model.
As discussed in Section 2.3.3, 𝜏 determines the number of points in the
short-term forecast used for the continuous time series. It is hence more
disadvantageous for LWT to utilize more points under the assumption
of a larger 𝜏, as nonlinear wave effects play an increasingly large role
over time. In other words, setting 𝜏 = 𝛥𝑡 may be the optimal condition
to showcase the effect of the strategies on the prediction accuracy of
continuous prediction by ICWM.

Aiming at providing a continuous prediction based on the practical
prediction zone 𝑡 ∈ [𝑡𝑟, 𝑡max], the averaged misfit error is obtained over
the practical prediction zone:

𝜀 (𝑥, 𝑦) = 1
𝑡max − 𝑡𝑟 ∫

𝑡max

𝑡𝑟
𝜀 (𝑥, 𝑦, 𝑡) 𝑑𝑡 (20)

To evaluate the overall continuous wave prediction, the normalized
misfit error between the prediction surface elevations 𝜂𝑝𝑟𝑒𝑑 and the
reference ones 𝜂𝑟𝑒𝑓 is averaged over the entire duration from 𝑡𝑎 to 𝑡𝑏:

𝜀 (𝑥, 𝑦) = 1
𝑡𝑏 − 𝑡𝑎 ∫

𝑡𝑏

𝑡𝑎

|𝜂𝑝𝑟𝑒𝑑 (𝑥, 𝑦, 𝑡) − 𝜂𝑟𝑒𝑓 (𝑥, 𝑦, 𝑡)|
𝐻𝑠

𝑑𝑡 (21)

The improved surface similarity parameter (ISSP), introduced
by Kim et al. (2023), assesses prediction values with consideration of
the deviation from the frequency-averaged reference value 𝐹 𝜂,𝑟𝑒𝑓 . In
ontrast, when using the surface similarity parameter (SSP, Perlin and
ustamante 2016), an overestimated value would be considered more
ighly than an underestimated one. We calculate the ISSP value over
he entire experimental duration:

𝑆𝑆𝑃 =

(

∫ |

|

|

𝐹𝜂,𝑝𝑟𝑒𝑑 (𝑓 ) − 𝐹𝜂,𝑟𝑒𝑓 (𝑓 )
|

|

|

2
𝑑𝑓

)1∕2

(

∫
[

|

|

|

𝐹𝜂,𝑝𝑟𝑒𝑑 (𝑓 ) − 𝐹 𝜂,𝑟𝑒𝑓
|

|

|

+ |

|

|

𝐹𝜂,𝑟𝑒𝑓 (𝑓 ) − 𝐹 𝜂,𝑟𝑒𝑓
|

|

|

]2
𝑑𝑓

)1∕2
(22)

where 𝐹𝜂,𝑝𝑟𝑒𝑑 and 𝐹𝜂,𝑟𝑒𝑓 refer to Fourier transforms of prediction and
11

reference surface elevations, respectively.
Table 2
Directional cutoff and the number of directional components.

Case 𝜃lim (◦) 𝑁𝑃𝑟𝑒𝑠𝑒𝑛𝑡
𝜃 𝑁𝑃𝑟𝑒𝑣𝑖𝑜𝑢𝑠

𝜃 𝐻𝑠∕𝐿𝑝 (%) 𝑠

A 35 5 9 3.1 15
B 35 5 7 3.1 25
C 25 3 5 3.1 60
D 35 5 9 2.2 25
E 35 5 7 4.0 25

4.1. Wave parameters for prediction

The short-term deterministic wave prediction algorithms require
a relevant size of wave observations in time and space. As in Kim
et al. (2023), the total number of spatio-temporal data used in the data
assimilation was 𝐿 = 𝐽 × 𝐾 = 𝐽𝑟 × 𝐽𝜃 × 𝐾 = 20 × 𝐽𝜃 × 100 (𝐽𝜃 is given
n Table 1), where 𝐾 = 100 was found to achieve a balance between
odel accuracy and numerical efficiency.

To link the wave fields used in the algorithms and the spatial
overage of the optical sensor, the wave prediction is based on a
ifferent frequency domain from the one used for the prediction zone
n Eq. (14). As in the previous studies, the wavenumber of the last
requency component 𝑘𝑁𝜔 is specified in advance by a multiple of the
eak wavenumber 𝑘𝑝 via the linear proportional relationship between
𝑁𝜔 and 𝑁𝜔 (i.e., 𝑘𝑁𝜔 = 2𝑁𝜔

5 𝑘𝑝). The wavenumber of the first com-
ponent is then obtained by combining the spatial sampling of wave
measurements and the advection of wave information during 𝑇𝑎:

1 =
2𝜋

𝑥𝑒 − 𝑥𝑏 + 𝑐𝑔,𝑁𝜔𝑇𝑎
(23)

where unlike the beginning point along the centerline 𝑥𝑏, the end point
𝑥𝑒 depends on the spreading factor 𝑠 and hence, 𝐽𝜃 . The group velocity
of the last component 𝑐𝑔,𝑁𝜔 is given by the deep water dispersion rela-
tionship (𝑐𝑔,𝑁𝜔 = 1

2

√

𝑔∕𝑘𝑁𝜔 ). For the direction domain in the numerical
framework, the same direction cutoff with 𝜃lim as in the prediction
zone is selected. More details in bandwidths such as conditions for the
unique solution are discussed in detail in Kim et al. (2023).

4.2. Direction cutoff

Kim et al. (2023) employed the same directional domain with
𝜃lim = 45◦ irrespective of the directional spreading in all the mul-
tidirectional cases. However, it is probably too wide for the small
directional spreading case. It is, therefore, necessary to optimize 𝜃lim
and the corresponding 𝑁𝜃 for each case, which is expected to contribute
to faster computation. By considering a narrower direction bandwidth
with different values of 𝜃lim, the analysis of the misfit error with
increasing 𝑁𝜃 was carried out to gain insight into the relevant direction
cutoff and its physical characteristics. Here, we consider the minimum
of the practical prediction zones of all the 𝜃lim (i.e., 𝜃lim = 45◦) in
calculating 𝜀𝑝𝑝 in order to use the identical horizon and to fall inside
the prediction zone.

We note that relatively high performances are achieved with 𝑁 = 3
and 𝜃lim = 15◦, demonstrating (1) almost no influence of 𝜃lim when
using the minimum number of directional components (i.e., 𝑁𝜃 = 3)
to model the large directional spreading case (i.e., Case A), (2) poor
results when using𝑁𝜃 = 3 with large 𝜃lim in the case of small directional
spreading case (e.g., Case C) due to excessively wide bandwidths, and
(3) a counterproductive effect arising from an excessive number of
components when 𝜃lim = 15◦. In addition, the previous numerical setup
in direction is confirmed to be extremely wide as the smaller 𝜃lim and
𝑁𝜃 give almost the same results as the previous 𝜃lim = 45◦ and 𝑁𝜃 in
most cases (see Fig. 8 and Table 2). The results in Cases D and E are not
shown here for the sake of simplicity; the summary of optimal direction
bandwidths in all the cases is presented in Table 2.
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Fig. 8. Averaged misfit error of surface elevation over the practical prediction zone
by ICWM at WG21 against 𝑁𝜃 and 𝜃lim: (a) Case A; (b) Case B; (c) Case C ( :

lim = 15◦; : 𝜃lim = 25◦; : 𝜃lim = 35◦; : 𝜃lim = 45◦).

Table 3
Energy contents depending on the directional spread and direction cutoff where the
optimized condition is highlighted in bold.
𝑠 𝜃lim = 15◦ 𝜃lim = 25◦ 𝜃lim = 35◦ 𝜃lim = 45◦

15 53.2% 77.5% 91.1% 97.2%
25 65.0% 88.1% 97.2% 99.5%
60 85.1% 98.4% 100% 100%

It is surprising that the modified direction domain even captures
he properties of the wave field evolution more accurately in Case
, which features the smallest directional spread. It appears that a
etter understanding of wave prediction is achieved by excluding the
nnecessary components of the wide angles because this can definitely
liminate the possibility of containing the energy of the large-angle
omponents. Fig. 9(a), (b), and (c) show how the ratio of the present
irection bandwidth to the previous one changes in time and space,
nd Fig. 9(d) illustrates the temporal evolution of the ratio at the point
f interest (WG21). The modification to the direction cutoff and the
orresponding value of 𝑁𝜃 improved the prediction accuracy, especially
round the target point. As time increases over the practical prediction
one, the modified direction setup consistently improves the accuracy
f phase-resolved wave propagation, particularly around the target
oint.

Table 3 and Fig. 10 provide insight and guidance into the suitable
irection limit linked to the directional spread of each case, where
he optimized condition selected is highlighted in bold. It is suggested
hat the direction bandwidth should contain at least 90% of the en-
rgy to appropriately understand the short-crested waves. Moreover,
mploying an excessively wide direction domain may have a counter-
roductive effect on deterministic wave prediction (i.e., 𝜃lim = 45◦ in

Case C with 𝑠 = 60).

4.3. Frequency cutoff

We should also optimize the frequency domain in the form of the
12

frequency cutoff 𝑘𝑁𝜔 and the number of the frequency components b
𝑁𝜔 for continuous wave forecasting. In their study, Kim et al. (2023)
ound that setting 𝑘𝑁𝜔 = 12𝑘𝑝 with 𝑁𝜔 = 30 minimized the averaged
isfit error throughout the prediction zone 𝑡 ∈ [𝑡min, 𝑡max] at the target
osition. However, for the purpose of continuous wave forecasting, it
s more relevant to focus on the initial part of the practical prediction
one rather than on the entire prediction zone.

Fig. 11 shows the temporal evolution of the misfit error against 𝑁𝜔
hen the modified direction domain is applied. Although 𝑁𝜔 appears

o have a very limited effect on the prediction error in Case A, 𝑁𝜔 = 30
etter describes the overall prediction of the wave propagating in Cases
and C compared to 𝑁𝜔 = 20. However, the beginning of the practical

rediction zone around 𝑡 = 𝑡𝑟 is not noticeably influenced by 𝑁𝜔.
his suggests that 𝑁𝜔 = 30 was selected in the study for short-term
rediction due to the extended prediction zone in time rather than
he lower prediction errors across the entire time horizon. Therefore, a
ecrease in 𝑁𝜔 can be preferred as long as it reduces the computational
emands and has a negligible effect on the error evolution over the
egment 𝑡′ ∈ [𝑇𝑡𝑜𝑡𝑎𝑙 , 2𝑇𝑡𝑜𝑡𝑎𝑙] employed for continuous forecasting. On the
ther hand, increasing 𝑁𝜔 beyond 𝑁𝜔 = 30 (i.e., 𝑁𝜔 = 40) confirms
hat the wavenumber space with 𝑁𝜔 = 30 is sufficient to describe ocean
ave propagation, and further increases may induce counterproductive
onlinear effects on the nonlinear wave group velocity 𝑐𝑔,𝑁𝜔 (Qi et al.,
018a).

. Numerical results

.1. Numerical efficiency and stability

Tables 4 and 5 show the effect of the strategies on the numerical ef-
iciency and stability in terms of 𝑇𝑡𝑜𝑡𝑎𝑙, as well as the averaged iteration
umber and convergence probability of finding the wave amplitude
arameters during the nowcast step. The computations were done on an
ntel(R) Core(TM) i7-8700 CPU 3.20 GHz. We note that the constraint
or continuous wave prediction (i.e., Eq. (12) with T = 2𝑇𝑝) is satisfied
ven with the previous numerical setup of the prediction algorithm
n Kim et al. (2023).

With the modification in the iterative process (i.e., initial guess,
rror tolerance, and maximum iteration number), it is clear from the
omparison of the first and second rows that a significant improvement
n computational efficiency is achieved. In most cases, a slightly greater
onvergence probability (or improved numerical stability) is observed,
articularly due to the change in the initial guess. In addition, the
trategies of employing narrower bandwidths and fewer wave com-
onents, both in direction and frequency, ease computational loads.
verall, the strategies designed to perform continuous real-time wave
rediction by ICWM reduce the computation time by a factor of about
to 13 compared to the previous developments. It should be noted

hat the entire calculation using LWT, under the optimized numerical
ondition in terms of 𝑁𝜔 and 𝑁𝜃 , was completed within a time step
f wave observations 𝛥𝑡 in all cases. The CPU time taken by ICWM
nder the optimum condition increases with the directional spread
or decreasing 𝑠) and wave steepness, as shown in Tables 4 and 5,
espectively.

.2. Continuous wave prediction

With the strategies for continuous wave prediction in the numerical
imulation, an ensemble average of the normalized misfit error (i.e., 𝜀)
ver 𝑁𝑠 = 400 in Case A was obtained for LWT, LWT-CDR, and ICWM
n Fig. 12. To assess the modifications considered for continuous wave
rediction, we compare it with the temporal evolution of the prediction
rror by ICWM using the previous wave components. It should be noted
hat, for LWT, the continuous time series consists only of a single point
rom every surface sample due to the fairly short computation time
i.e., 𝑇𝑡𝑜𝑡𝑎𝑙 < 𝛥𝑡), which is indicated by the single blue point at the
eginning of the dash-dotted black line. Regardless of how small 𝑇
𝑡𝑜𝑡𝑎𝑙
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Fig. 9. Comparison of prediction error between the previous and present direction bandwidths for Case C using ICWM: (a) (𝑡− 𝑡𝑟)∕𝑇𝑝 = 0; (b) (𝑡− 𝑡𝑟)∕𝑇𝑝 = 0.5; (c) (𝑡− 𝑡𝑟)∕𝑇𝑝 = 1; (d)
temporal evolution at WG21 (filled circles: ratio of prediction error at WGs; gray shading: practical prediction zone; : present direction bandwidth; : previous direction
bandwidth; : boundaries of practical prediction zone).
Fig. 10. Normalized spectral density 𝑆∗
𝜂 = 𝑆𝜂𝑓𝑝∕(𝐻2

𝑠 ∕16) and direction cutoff 𝜃 = ±𝜃lim ( ): (a) 𝑠 = 15; (b) 𝑠 = 25; (c) 𝑠 = 60.
is, the prediction at 𝑡 = 𝑡𝑟 is unavailable for constructing the continuous
time series.

Compared to the present development of ICWM, the previous ICWM
better predicts the reference ocean surfaces toward the end of the
prediction zone (see the solid and dashed lines in black in Fig. 12).
In contrast, LWT exhibits a greater error than ICWM over the entire
prediction zone (see the dash-dotted line in black in Fig. 12). However,
when using the previous numerical setup for ICWM, a substantial pre-
diction error is associated with the continuous wave forecast (indicated
13
in blue in Fig. 12) due to the relatively long computation time, as
shown in Table 4. By reducing the number of wave components and
modifying the frequency and direction cutoffs, ICWM is able to provide
a continuous wave forecast interval that falls within the front part of
the practical prediction zone, which has lower prediction errors.

As a result, as shown in Fig. 13, ICWM with the previous selection
yields a continuous wave prediction that is worse than LWT, while
ICWM with the present selection shows improvement. It can be ob-
served that the start point is determined by 𝑇 in Tables 4 and 5.
𝑡𝑜𝑡𝑎𝑙
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Table 4
Comparison of numerical cost and stability between cases with different directional spreads 𝑠 where 𝑇𝑝 = 12 s and 𝜏 = 𝛥𝑡 = 0.6 s at full scale.

𝑠 = 15 Case A Previous ICWM ICWM LWT-CDR LWT

𝜃lim 45◦ 45◦ 35◦ 35◦ 35◦ 35◦

𝑁𝜔 × 𝑁𝜃 30 × 9 30 × 9 30 × 5 20 × 5 20 × 5 20 × 5
𝑇𝑡𝑜𝑡𝑎𝑙 (s) 7.6 3.5 1.7 1.0 0.7 0.4
Iteration number 5.8 3.1 3.2 3.1 2.9 –
Convergence probability 98.5% 98.3% 96.5% 97.3% 99.8% –

𝑠 = 25 Case B Previous ICWM ICWM LWT-CDR LWT

𝜃lim 45◦ 45◦ 35◦ 35◦ 35◦ 35◦

𝑁𝜔 × 𝑁𝜃 30 × 7 30 × 7 30 × 5 20 × 5 20 × 5 20 × 5
𝑇𝑡𝑜𝑡𝑎𝑙 (s) 5.4 2.3 1.5 1.0 0.6 0.3
Iteration number 6.2 3.3 3.4 3.2 2.9 –
Convergence probability 97.0% 97.8% 97.5% 96.5% 100% –

𝑠 = 60 Case C Previous ICWM ICWM LWT-CDR LWT

𝜃lim 45◦ 45◦ 25◦ 25◦ 25◦ 25◦

𝑁𝜔 × 𝑁𝜃 30 × 5 30 × 5 20 × 3 20 × 3 20 × 3 20 × 3
𝑇𝑡𝑜𝑡𝑎𝑙 (s) 3.2 1.3 0.8 0.5 0.3 0.2
Iteration number 6.4 3.5 3.7 3.5 3.0 –
Convergence probability 96.5% 97.8% 94.5% 95.3% 99.3% –
Table 5
Comparison of numerical cost and stability between cases with different wave steepnesses 𝐻𝑠∕𝐿𝑝 where 𝑇𝑝 = 12 s and 𝜏 = 𝛥𝑡 = 0.6 s at full scale.

𝐻𝑠∕𝐿𝑝 = 2.2% Case D Previous ICWM ICWM LWT-CDR LWT

𝜃lim 45◦ 45◦ 35◦ 35◦ 35◦ 35◦

𝑁𝜔 × 𝑁𝜃 30 × 9 30 × 9 30 × 5 20 × 5 20 × 5 20 × 5
𝑇𝑡𝑜𝑡𝑎𝑙 (s) 8.1 2.6 1.2 0.8 0.5 0.3
Iteration number 5.4 2.8 2.8 2.8 2.8 –
Convergence probability 99.0% 99.3% 98.5% 98.8% 99.5% –

𝐻𝑠∕𝐿𝑝 = 3.1% Case B Previous ICWM ICWM LWT-CDR LWT

𝜃lim 45◦ 45◦ 35◦ 35◦ 35◦ 35◦

𝑁𝜔 × 𝑁𝜃 30 × 7 30 × 7 30 × 5 20 × 5 20 × 5 20 × 5
𝑇𝑡𝑜𝑡𝑎𝑙 (s) 5.4 2.3 1.5 1.0 0.6 0.3
Iteration number 6.2 3.3 3.4 3.2 2.9 –
Convergence probability 97.0% 97.8% 97.5% 96.5% 100% –

𝐻𝑠∕𝐿𝑝 = 4.0% Case E Previous ICWM ICWM LWT-CDR LWT

𝜃lim 45◦ 45◦ 35◦ 35◦ 35◦ 35◦

𝑁𝜔 × 𝑁𝜃 30 × 7 30 × 7 30 × 5 20 × 5 20 × 5 20 × 5
𝑇𝑡𝑜𝑡𝑎𝑙 (s) 12.8 2.7 1.9 1.0 0.6 0.3
Iteration number 7.4 3.6 4.0 3.6 3.0 –
Convergence probability 96.5% 97.8% 94.5% 95.3% 99.5% –
𝑇
t
m

t
w
w
a
l
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a
f
t
w

d
T
t

The effect of the strategies is most pronounced in Case E, where the
greatest wave steepness resulted in the longest 𝑇𝑡𝑜𝑡𝑎𝑙. To quantitatively
ssess the continuous wave prediction over the entire duration, we
btained 𝜀 and ISSP (see Fig. 14). Since the computation of the
isfit error in Fig. 12 is based on the early part of the experimental
uration (i.e., 𝑁𝑠 = 400), the errors are higher in Fig. 14. The prediction
rrors of LWT and LWT-CDR with the new numerical setup fall between
hose of ICWM with the previous and current setups. Therefore, the
trategies used for efficient numerical modeling are valid for providing
ontinuous wave forecasts.

At this stage, it would be opportune to study the effect of wave
onditions, including varying directional spreads and wave steepnesses.
he better prediction performance by ICWM compared to LWT and
WT-CDR with decreasing directional spreading is consistent with the
indings of Kim et al. (2023). As can be visually observed in Fig. 13(e),
educing 𝑇𝑡𝑜𝑡𝑎𝑙 worked best in Case E with the greatest wave steepness,

while the performances with or without the strategies become almost
equivalent in Case D with the smallest wave steepness. Although a
linear description of the ocean surface may be sufficient for the experi-
mental condition investigated in this study, as the time and space scales
of the wave field increase, the nonlinear wave properties will become
more critical for more precise predictions.

6. Conclusions

Most previous studies on real-time deterministic sea wave predic-
ion have primarily focused on short-term prediction, especially in time.
14

a

However, in the final stage of a real-time wave prediction system, it is
essential to continuously describe the ocean surface using short-term
predictions. Therefore, we develop algorithms for continuous wave
prediction in time, especially for directional sea states, involving a
novel study on a couple of significant time components considered in
an operational scenario for real-time wave prediction. These include
the update interval of the wave datasets 𝜏 and the total calculation time
𝑡𝑜𝑡𝑎𝑙. Also, the length of the practical prediction zone T is given by both
he distance from the observation zone to the point of interest and the
aximum group velocity of the prescribed wave spectrum.

In their study, Kim et al. (2023) optimized wave parameters within
he prediction zone 𝑡′ ∈ [−𝑇𝑎,T], which encompasses reconstructed
aves over 𝑡′ ∈ [−𝑇𝑎, 0] and predicted waves over 𝑡′ ∈ [0,T]. However,
hen providing continuous wave predictions, the wave reconstruction
nd the wave prediction over 𝑡′ ∈ [0, 𝑇𝑡𝑜𝑡𝑎𝑙] are not available. In
ight of this, we use the terms ‘‘practical prediction zone’’ and ‘‘useful
rediction zone’’ to denote the shorter time intervals over 𝑡′ ∈ [0,T]
nd 𝑡′ ∈ [𝑇𝑡𝑜𝑡𝑎𝑙 ,T], respectively. We then devise strategies to achieve
aster numerical computations while maintaining model accuracy, par-
icularly near the beginning of the practical (or useful) prediction zone,
ith the aim of enhancing the accuracy of continuous wave prediction.

The development of the numerical modeling setups entails an in-
epth analysis of the prespecified direction and frequency bandwidths.
he major findings are as follows. (1) It is suggested that the direc-
ion bandwidth should contain at least 90% of the energy to provide

ccurate wave predictions in the directional wave field. (2) When the
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Fig. 11. Temporal evolution of prediction error using ICWM with the optimal fre-
quency domain at WG21 (a) Case A; (b) Case B; (c) Case C ( : 𝑁𝜔 = 20; :
𝑁𝜔 = 30; : 𝑁𝜔 = 40; : boundaries of practical prediction zone; gray shading:
practical prediction zone).

Fig. 12. Temporal evolution of prediction error in the continuous wave forecast for
Case A at WG21 where the intervals used in the continuous wave forecast are indicated
in blue ( : present ICWM; : previous ICWM; : present LWT-CDR; :
present LWT).

frequency domain reaches a certain level for accurate wave descriptions
(i.e., 𝑘𝑁𝜔 = 12𝑘𝑝), increasing the number of components results in an
extension to the temporal prediction zone rather than a lower predic-
tion error near the start of the practical zone, ultimately leading to a
lower time-averaged prediction error. (3) Using an extensive domain in
both frequency and direction may result in deteriorated model accuracy
due to excessive nonlinear effects.

In reality, the computation time is likely to increase slightly due
to the low quality of assimilated wave measurements, which may
include wave shadowing and noise. Future work will involve handling
incomplete wave data and addressing the challenges of the real-time
collection of actual data.
15
Fig. 13. Time series of surface elevation at WG21: (a) Case A; (b) Case B; (c) Case C;
(d) Case D; (e) Case E ( : data; : present ICWM; : previous ICWM; :
present LWT).

Fig. 14. Comparison of normalized misfit error and ISSP for continuous wave pre-
diction for all the cases at WG21 ( : present ICWM; : previous ICWM; :
present LWT-CDR; : present LWT).
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