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ABSTRACT
Work plays a central role in the life of adults as it opens up ac-
cess to a wide range of valuable resources (e.g., financial security,
time structure, social contacts). Thereby work contributes to the
social inclusion of people in most societies. Therefore, personnel
selection processes carry a high level of social responsibility. Nowa-
days, artificial intelligence (AI) is widely used in human resources
(HR), but the unreflected use of AI in recruitment can lead to the
exclusion of vulnerable groups. AIs are often trained with biased
data which unconsciously results in discriminatory hiring practices.
The aim of this workshop contribution is threefold. First, we distin-
guish between the generic term "social exclusion" and its subtype
"discrimination". Second, we raise awareness for discrimination in
AI-based personnel selection. Third, we aim to foster interdisci-
plinary discussions about the responsible use of AI-based selection
processes to prevent the severe consequences of social exclusion
(e.g., helplessness, depression, suicide).

CCS CONCEPTS
• Applied computing → Psychology; • Computing method-
ologies → Intelligent agents; • Social and professional topics
→ Computer supported cooperative work.
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1 INTRODUCTION
Recent advancements in AI transform nowadays working environ-
ment. For example, AI is used for workforce scheduling [8], support
in administrative HR tasks [1] and easier onboarding processes [24].
AI is also used to regulate access to scarce and valuable resources
such as jobs [15, 19] or sensitive information within a company
[25].

SAIL is an interdisciplinary and interinstitutional project in Ger-
many that focuses on the full life-cycle of AI to ensure a sustainable
long-term development. Within SAIL we explore processes of social
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inclusion and exclusion [33]. Social exclusion is defined as a com-
plex and multidimensional process where people lack resources,
rights, goods, services, or participation opportunities which affects
not only their individual quality of life but also the society as a
whole [23]. Social exclusion entails severe consequences like alien-
ation, helplessness, depression [35] or even suicide [2, 27]. There
are different types of social exclusion (e.g., silent treatment, dehu-
manization, discrimination), but they do not differ in their negative
effects, as all excluded people feel threatened in their basic needs
(i.e., belonging, self-esteem, control, meaningful existence) [34].

In this workshop contribution, we will focus on discrimination,
which is one type of social exclusion [34]. Discrimination occurs
when individuals are rejected or unfairly treated because of per-
sonal attributes such as age, gender, national origin, race, sexual
orientation, disability, or any other factor and therefore lose options
and opportunities [21].

AI-based personnel selection can increase recruitment quality
and efficiency but can also lead to discriminating hiring practices
[10, 22]. Biases in managerial decisions have disadvantaged minori-
ties for many years [11]. Now, AI replicates these biases because it
is trained with biased human decisions [31]. AI biases have been
found in HR recruitment, selection, and development [22]. Such
digital discrimination is a growing problem as more and more deci-
sions are handed over to AI [13]. It also affects a range of disciplines
(e.g., computer science, law, sociology) but has not been solved by
any of them yet [13].

With this workshop contribution, we draw attention to the dan-
ger of social exclusion through discriminatory AI biases. We explain
how social exclusion affects individuals of subjugated groups and
how this is replicated through AI. This way, we contribute to a
better understanding of the concepts "social exclusion" and "dis-
crimination" as well as their consequences, also with respect to
the rise of AI. For illustration, we use the example of AI-supported
personnel selection. However, the transfer of personnel selection
procedures to other selection processes is desirable and encouraged.
In this workshop, we will discuss the problem of discriminating
AI biases in selection processes as well as potential prevention
strategies in an interdisciplinary manner acknowledging its broad
relevance.

2 RELATEDWORK
2.1 Social Exclusion
Over the years, numerous definitions of "social exclusion" have
been presented, focusing on different aspects [6]. Although there
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is no single accepted definition of social exclusion [26], researchers
do agree that social exclusion has severe negative effects. For ex-
ample, social exclusion promotes health inequalities, depressive
symptoms [4], negative emotions, low self-esteem [14], low trust to
others [29], bad psychological well-being [5, 17], infectious diseases,
cardiovascular problems [3], and sleep disorders [16].

In the past, social exclusion was often only considered in inter-
personal relationships. However, social exclusion through technical
agents should not be neglected. We claim that the effects of social
exclusions are as harmful in human-technology interaction as in
human-human interaction. This assumption is supported by stud-
ies that observed that exclusion from computer players leads to
a comparable worsening of belonging, self-esteem, control, and
meaningful existence as exclusion from human players [20, 36].
Consequently, social exclusion by AI agents must be taken seri-
ously.

A lack of participation is a core aspect of most definitions for
social exclusion [26]. The unreflected use of AI can prevent dis-
advantaged groups from participating in society, although this is
usually not the intention of the programmers [7]. We would like
to illustrate this with the use case of AI-based personnel selection,
where people could be prevented from participating in companies
because of AI biases.

Unemployment is directly connected to multiple dimensions of
social exclusion and causes detrimental effects on people’s social
status, economic resources, life satisfaction, self-efficacy, andmental
health [32]. Reemployment reduces distress through gains in e.g.,
financial situation, status, time structure, collective purpose, and
social contact [37]. Consequently, personnel selection processes
play a crucial role in social inclusion.

2.2 AI in Personnel Selection
Today, companies increasingly rely on AI to make personnel se-
lection faster, easier, and more efficient [15, 19]. In most cases, the
software is only used for pre-selection (e.g., ranking candidates’
CVs for further decision-making), which is then checked by hu-
mans working in HR [12]. However, this pre-selection can be biased
[10, 22].

A bias is the inclination of an unfair decision for or against one
person or group [28]. This creates discrimination [10, 22].

AI agents are not free from bias because AI was likely trained
with biased data, biased measurement, biased human decisions,
preference for majorities, non-representative samples, and missing
values [30]. Nevertheless, many people believe in unbiased AI. As
a result, people may prefer their job application to be evaluated by
an algorithm rather than a human [31] or are blind to the biased be-
havior of a technical agent [18]. Discrimination through AI evokes
less moral outrage because people do not assume a prejudicial mo-
tivation [9]. Instead, people attribute the discrimination experience
to their own performance [18].

AI systems are often seen as “black boxes” where it is almost im-
possible to notice discrimination based on gender, race, nationality,
or any other minority [15]. Thus, there is a high risk that certain
individuals will be filtered out of AI-based selection processes at
an early stage which affects individuals and society.

3 CLOSING REMARKS
Therefore, we address AI biases in personnel selection processes to
shed light on this mostly unconscious but equally harmful type of
social exclusion. This way, we hope to raise some awareness to this
issue to encourage a more reflected usage of AI agents in selection
processes.

To prevent the severe effects of social exclusion we recommend
an interdisciplinary development of AI selection processes, as al-
ready suggested by [15]. We are interested in exchanging ideas and
experiences with practitioners in human resources and AI develop-
ment as well as researchers from various disciplines (e.g., computer
science, sociology, business administration).

We look forward to an interdisciplinary discussion of our future
research about discriminating AI biases in personnel selection pro-
cesses. We are planning a series of online experiments to explore
the effects of social exclusion in AI-supported personnel selection.
Vignettes and questionnaires will probably be used. These are typi-
cal psychological methods, but we also welcome methodological
suggestions from other disciplines.
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