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PoC HCCDA Linked Data-ready Vocabularies

Summary
We report on a research project into the HCCDA (Historical Census and Colonial Data Archive).
The research project has consisted of close reading of the data, consultation with domain
experts to assess and clarify the historical context in which the data was originally captured,
and the development of an ontological structure (represented in .TTL or Turtle) to represent
information in a knowledge graph (in adherence to the RDF or Resource Description
Framework abstract data model).

We additionally report on a deep dive into data from New South Wales (NSW) focusing on a
specific data category -occupations - as expressed in all relevant Censuses (1833 - 1901
inclusive). We have also examined this category longitudinally looking at censuses collected
across all of the colonies. For consistency, the longitudinal study has included only those years
when the census was collected in all colonies in the same year (1861, 1881, 1891, and 1901).

Introduction
Census data is the foundation for much data-oriented research in Australia, and is a significant
national asset. The accessibility of a significant proportion of this data, while digitised, is
embedded in archives and libraries, or digitised but available only in formats, which can be
largely inaccessible to specialist researchers as well as to the Australian public (McEachern,
2021).

The HCCDA, holding the colonial censuses collected between 1833 and 1901 is the focus of
this project. Australia's first census was conducted in 1828 in New South Wales (but is
excluded from the HCCDA dataset), and regularly from then on, including the other newly
created colonies as they were established. Colonial statisticians identified the need for
compatibility between the colonies in their respective censuses, and from 1881 a census was
held simultaneously in each of the colonies (ABS 2006).

In its current form the HCCDA is incompatible with programmatic-based research, despite the
work already done to digitise the censuses. The aim of this project is to consider the Linked
Open Data (LOD) methodology and to investigate solutions that may enable us to translate or
convert digital content into machine actionable formats, and to thus enable future data
integration and harmonisation.

Description of HCCDA data and its origins
As part of the Australian Bicentenary Project the Australian Bureau of Statistics (ABS) Library
collected all Colonial, State, Territory and Commonwealth statistical publications and reports
from 1788 to 1988, and recorded them on microfiche. The HCCDA was created under an ARC
LIEF grant 2007 - 2011, in collaboration with the ABS archive, the Australian Social Science
Data Archive (now ADA), and the ANU Super Computer Facility (now National Computational
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Infrastructure). Microfiche versions of the census publications were sourced from the ABS and
converted to both digital images and searchable XML markup. The aims of the project were to
convert the fiche frames to TIFF files, and manually convert the text and tables to XML
(DocBook schema). This digitisation conversion to XML would enable browsing and searching
in a web application.

The transcribed and digitised HCCDA datasets were published by ADA in 2019. These
materials cover the census publications and reports covering the period from 1833 to 1901.
The HCCDA corpus includes 18,638 pages of text, and approximately 15,000 tables, all with full
digital images, text conversion (XML) and individually identified pages and tables (ABS et al.,
2019). The HCCDA material can be downloaded, searched and copied manually, but in its
current format is not machine-actionable.

Figures 1a and 1b illustrate the same structured data1 as the microfiche and later .xtable. We
have selected the 1833 census from NSW as the example as its relatively simple structure
enables the clear visualisation of these pages.

Fig. 1a Example of the 1833 Census Data illustrating locations (Microfiche)

1 Specifically in the file with the suffix /NSW-1833-census-01_5-1.
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Fig.1b Example of the 1833 Census Data illustrating locations (.xtable)

The HCCDA dataset contains data from all of the colonies covering the second half of the
nineteenth century. However, the censuses were not collected in all of the six colonies at the
same time each time. Table 1 (below) illustrates the discrepancy of collection across different
locations. It captures data extracted from “Preserving the Australian Census - 250 years of
population data for Australia, 2019”.2

Table 1. HCCDA Census by state and year table

2 Available at
https://anu365.sharepoint.com/:w:/r/sites/CSRM/_layouts/15/Doc.aspx?sourcedoc=%7BE5A0F
B45-C936-4700-81A7-218022AAE95C%7D&file=Final%20draft%20Preserving%20the%20Aust
ralian%20Census_SMEdits_20200225.docx&action=default&mobileredirect=true.
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It is worth noting that the census data becomes exponentially more complex and capacious
over time. The solutions for the analysis of data from 1833, for example, do not readily lend
themselves to analysis of data from 1901, and vice versa. Figures 2a and 2b illustrate the ways
in which the census data becomes more numerous (i.e. more locations are listed within the one
category) and more complex (there are a greater number of categories) from 1836 to 1841.

Fig. 2a Example of the 1836 NSW Census Data illustrating a relatively small number of
locations in geographical locations known as counties, and a total of just three top-level data

categories (Counties, Persons on the Establishment, and Religion).

Fig. 2b Example of the 1841 NSW Census Data illustrating increasing size and complexity of
the collected data.
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Complexities
HCCDA data is rich in two distinct ways. First, there are explicitly defined columns capturing
information regarding details such as the gender, age, occupation, location, level of literacy,
country of origin, religion, marital status, and type of building material for domestic buildings
(wood, brick, etc). Second, there is a multitude of implicit information embedded into these
categories, which deserve to be extracted and explicitly incorporated into a knowledge graph
held in a triplestore (a type of graph database) - thus enabling a new type of query, a new type
of research question, and a new way of engaging with the data.

The first investigation - carried out as a part of a day-long workshop where the participants
consisted of data scientist (Terhi Nurmikko-Fuller), data archivist (Janet McDougall), and
domain experts (Len Smith and Prof Paul Pickering, both historians of Australian colonial
history) - identified location data as a possible starting point. However, two challenges in this
data category quickly became apparent. First, there was the spatio-temporal instability of
locations where the parameters and geo-coordinates of locations (such as Argyle, or Bathurst,
for example) changed over time. Variations in the nomenclature and boundaries of place, such
as parish, meant that we could not extract data directly from tables en masse from each census
without careful consideration at a granular level. Second, the domain experts identified three
ambiguous and indeterminate ‘locations’ from the 1833 census in New South Wales: “Road
Branch, including Stockades”, “Penal Settlements” and “Colonial vessels, at sea”.

‘Road Branches’ refers to road construction of various types, undertaken at that time by
convicts. Stockades were temporary facilities made from timber palisades and erected on route
to accommodate the forced labour-force. As such, they were inherently transient, thus negating
the possibility of consistently asserting, with any confidence, the geo-location data for these
spots. Along the route of the Old Hume Highway today, for example, there are bridges and
viaducts constructed in bluestone by convict work gangs at irregular distances. Progress was
inevitably slow but random from day to day.

The vessels at sea are similarly impossible to pinpoint in terms of location. From a Linked DAta
perspective, there is scope for the representation of relative space: the CIDOC Conceptual
Reference Model for example would enable the representation of convicts on the vessel vis a
vis the location of the vessel on the planet’s surface.3 A further complication is that both the
colonies of NSW and Van Diemen’s Land used prison hulks as floating prisons or ‘holding pens’
for prisoners awaiting transportation to other locations. The first floating prison (the Phoenix)
was moored in Sydney Harbour between 1825 - 1837 covering the time of the first census of
NSW in 1833. It is unclear from the HCCDA data whether those described as being on these
vessels comprised some or all of those onboard the Phoenix. And, of course, prison hulks were
not the only vessels in use at any one time.

Furthermore, the Historical Frontier Violence project4 is currently mapping the boundaries of the
locations mentioned in the HCCDA census data. For these reasons, we have opted to focus on
data categories other than geolocation data.

4 Available at
https://melbourneinstitute.unimelb.edu.au/research/historical-frontier-violence/project-team

3 See for example https://www.cidoc-crm.org/f9-place.
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Linked Data workshops
Two full-day workshops have been carried out to date. The structure and content of the
workshops follows an established approach (Nurmikko-Fuller, 2022). The first stage was to
familiarise ourselves with the data - this essential approach proved its value in the first instance
with the recognition of the complexities in the data as outlined above. The remainder of the
session consisted of an analogue approach to information mapping, resulting in the preliminary
ontological structure depicted in Figure 3. This process of intellectual heavy-lifting requires an
investment of human time, but resulted in data mapping structures that enable us to capture
nuanced information. The aim here is to have tools to create high-quality instance-level RDF in
the future, which will require relatively little ad hoc cleaning in future. We strive for quality of
instance level data (even at smaller scale), rather than the automated large-scale conversion of
Big Data into a knowledge graph.

Fig. 3 Pen and Paper Drawing of the Ontology

The second workshop saw the implementation of the ontological model into a machine-
processable file, expressed in .TTL. The tool of choice (again following Nurmikko-Fuller, 2022)
was an Open Source tool from the University of Stanford, Protege5. This tool was selected as it
is free (as in libre), and also free (as in gratis). Rather than install the software onto a piece of
hardware, the project was completed in the browser-run version of the tool.

The ontological structure was exported out of Protege as .TTL and uploaded into WebVOWL6

another free piece of software, this one from MIT. The resulting visualisation is depicted in
Figure 4.

6 Available at https://service.tib.eu/webvowl/.
5 Available at https://protegewiki.stanford.edu/wiki/Main_Page
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Fig. 4. Visualisation of the ontological structure underlying the knowledge graph for 1833
HCCDA data

The completion of the workflow for converting tabular data to Linked Data will require two future
workshops. The first of these will see the mapping of instance level data to the ontological
structure and the production of instance level RDF capturing the HCCDA data in a knowledge
graph. The fourth and final workshop will see the uploading of the instance level RDF into an
instance of a triplestore, and the running of SPARQL queries over that data. The triplestore of
choice is likely to be either Virtuoso, Blazegraph, or GraphDB as the research team has
expertise and experience in using these graph databases/triplestores.

Focusing on Occupations
A separate but complementary research project has run parallel to the Linked Data workshops.
The aim of this investigation was to focus on a specific data category to pursue. The applied
method combined close reading and data munging (cleaning, reordering, and extraction). This
process had the dual function of representing the explicit data categories and top-level
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professions - offering increasingly comprehensive snapshots of the colonial economies - and
highlighting a number of implicit data categories including but not limited to details about public
and private organisational structures, familial relationships, the cultural heritage sector,
educational systems, and even medical diagnoses. The possibilities for research are
considerable. Indeed, bringing a Linked Data approach to raw census data is inherently
generative. Our aim here is not to offer conclusions in relation to the data itself but rather to
highlight possibilities.

Occupations data has been examined through two methods. First, we examined data from a
NSW in each of the censuses to record occupation data (i.e. 1841, 1846, 1851, 1856, 1861,
1871, 1881, 1891, and 1901. The census data from 1833 and 1836 did not record occupational
data).

Second, in order to compare like with like we undertook an investigation of occupational data
across all six colonies where there the years aligned (resulting in four datasets: 1861, 1881,
1891, and 1901, see Table 1 above).

The first stage of the data processing consisted of seven steps:

1. Files were retried as .xtables, and converted into .html
2. A specific location and year were selected (e.g. NSW, 1881)
3. Occupations data was identified and selected from the .HTML file and exported into MS

Excel
4. Superfluous and messy data was removed
5. Lists from several different .HTML files were merged to create one definitive list
6. Duplicates were removed (based on a basic character match)
7. Close/semantic duplicates (e.g. accountant clerk; clerk, accountant) were identified and

removed through a process of close reading and domain expert consultation, resulting in
a definitive list of occupations (excluding industries and statuses).

The seventh step included rationalising naming conventions within the data or removing
non-occupational information. The use of an industry title instead of, or in relation to, the actual
occupation was cleaned. For example, “mining” or “mining vide miner”) were standardised to
“miner”. Entries that were not occupations per se (such as “beggar” or “pensioner” )and familial
relationships (“father, dependent on children”) were removed. A challenge that defied
automation was the disambiguation between what we are describing as semantically
inconsistent homonyms. These include occupations such as “blacksmith”, “whitesmith”, and
“locksmith”, which were not necessarily all variants of an occupational type denoted by a broad
heading such as “smith”. In order to maximise the value of the data as a resource for further
research, this stage involved bringing into play significant domain and linguistic knowledge )as
well as some common sense!).

The resulting lists of occupations will be published as “Linked Data-ready” vocabularies. This
will consist of the minting of HTTP URIs for each of the occupations, with embedded semantics
to capture location and date (i.e. the URIs will take the form
<http://hccda.ada.anu.edu.au/Occupation/NSW/1881/#####>). Once made available online,
these lists can act as external authority files, enabling data aggregation between disparate
datasets which nevertheless contain information about the same things.
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Future steps of the project will see the establishment of a top level vocabulary, which will map
occupations regardless of spatio-temporal data. There will thus be a top-level concept of, for
example, “baker”, and associated with it will be each instance of “baker” from each dataset. This
step is completed in order to facilitate the capture of a data provenance trail which will connect
each job role to the specific .HTML file whence it was derived.

These vocabularies will be documented and published online. Once publicly available, the
datasets will be reported on in a journal article submitted to the Journal of Open Humanities
Data, resulting in two distinct types of academic output: the dataset(s) and the journal article
reporting on them.

Future in Harmonisation
Implementation of existing authorised vocabularies promotes data harmonisation, which in turn
facilitates data aggregation. To enable future information blending through the bridging of
disparate datasets, it is important (and timely!) to identify other datasets, accessible online and
containing relevant data. The information structures, design decisions, and metadata standards
(or vocabularies) utilised by other projects for similar or even overlapping data can also highlight
thoughtful and well-informed solutions for information representation. In other words, we can
stand to benefit from the decisions made by others working on similar datasets in terms of how
to structure, and indeed what to structure (this may and often will include decisions of what to
omit as well as what to include).

The History of Work Information System7 is a prime example of such a project containing
complementary data. HISCO has its origins in work developed in the 1950s by the International
Labour Office, which developed an International Standard Classification of Occupations (ISCO)
allowing classification of occupational activities worldwide. HISCO as we know it today is
derived from the original ISCO working group outputs, and was published originally in 1968 to
capture the occupational titles of the twentieth and nineteenth centuries (and thus providing the
possibility of specific, instance level overlaps with our definitive vocabularies.

The HISCO system was designed specifically to work with historical data, but it also provides an
opportunity to benefit from embracing the Linked Data methodology: we can aggregate data
from sources which differ in many ways but can be seen to have conceptual overlaps. At its
most abstract, we can still assert that both these datasets contain some form of information
pertaining to occupations and employment, even if for now further investigations into them
cannot readily be automated. As quoted on their website: “It seems clear then that comparisons
of important historical structures and processes would be a little less problematic if
comparability in the coding of occupations was achieved”.8

CEDAR (The Dutch Historical Censuses as Linked Open Data,9 in many ways serves as an
ideal project to bridge to in the future. As with our Occupation data, CEDAR has published
historical occupation data in a structured manner. Aggregation of two Linked Open Data
projects benefits from the RDF data model and enables us to leverage the heavy computational
lifting possible through knowledge graph implementation. A single point of access would enable

9 Available at https://www.semantic-web-journal.net/system/files/swj1234.pdf
8 Available at https://historyofwork.iisg.nl/detail_page.php?act_id=35200)
7 Available at https://historyofwork.iisg.nl/index.php
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simultaneous and enriched querying (via SPARQL queries or an API) and make it possible to
search through both datasets consistently - the results of the query would be enriched and
specified by information available from both datasets. Potential future developments of the
HCCDA could include the publication of HCCDA data in aggregate with the CEDAR and HISCO
datasets, accessible through a single entry-point.
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