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ABSTRACT

We investigate the objective performance of five high-end commer-
cially available Hearing Aid (HA) devices compared to DNN-based
speech enhancement algorithms in complex acoustic environments.
To this end, we measure the HRTFs of a single HA device to syn-
thesize a binaural dataset for training two state-of-the-art causal and
non-causal DNN enhancement models. We then generate an evalu-
ation set of realistic speech-in-noise situations using an Ambisonics
loudspeaker setup and record with a KU100 dummy head wearing
each of the HA devices, both with and without the conventional
HA algorithms, applying the DNN enhancers to the latter. We find
that the DNN-based enhancement outperforms the HA algorithms
in terms of noise suppression and objective intelligibility metrics.

Index Terms— hearing aids, speech enhancement, denoising,
dereverberation

1. INTRODUCTION

Hearing Aids are electronic devices that attempt to compensate
for hearing loss by means of frequency-dependent amplification and
dynamic range compression among other techniques. Traditionally,
in order to improve the signal-to-noise (SNR) ratio, HAs make use
of directional microphones [1] or adaptive beamformers [2], usu-
ally evaluated with stationary noises under laboratory conditions
[3]. However, real-life scenarios can be much more challenging due
to the possible presence of non-stationary noises, interfering speech
and/or several competing talkers.

Beyond the research in HA field, end-to-end deep neural net-
works (DNNs) have proven to be very successful in such challeng-
ing scenarios, even without exploiting spatial cues and focusing on
the monaural case [4], but these models are not directly suitable for
HA use due to being non-causal (i.e. requiring future samples) or
needing lots of computational power. Therefore, causal adaptations
have been proposed in [5] and further explored in [6], while in [7]
Han et al. have adapted them to the binaural case while preserving
spatial cues. In addition, [8] have achieved very low algorithmic la-
tency that is comparable to HA processing [9] which, together with
advances in the miniaturization of DNNs [10], methods that offload

The research leading to these results has received funding from the
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the processing to other devices [11], and the outcomes of the Clar-
ity Challenge [12] constitute major steps towards more powerful
DNN-based HA processing.

In fact, some HA manufacturers already use DNN processing as
part of a post-filtering step in their products [13, 14, 15], although
they do not disclose any details of the actual architecture and imple-
mentation, nor ablation studies that quantify the performance gain
from the DNNs. This work focuses precisely on evaluating this gap
by using an experimental setup that is controlled but also as real-
istic and ecologically-valid as possible. Our approach has been to
record several HAs in realistic noisy environments and to compare
their performance with the same recordings post-processed by the
DNNs. We have chosen Sudo-RM-RF [5], an already developed,
well-tested state of the art DNN originally designed for speech sep-
aration that has also shown good performance in the HA speech
enhancement case [16, 12]. The main contribution of this study
is an objective evaluation which suggests that hearing aid signal
enhancement has difficulties under challenging acoustic conditions
and that DNN-based speech enhancement methods have the poten-
tial of improving current hearing devices. Furthermore, we provide
the following research materials:

• An Ambisonics to binaural decoder, built from a set of mea-
sured HRTFs from the KU100 wearing an audifon lewi R —a
commercially-available HA Receiver-In-Canal (RIC) device.

• A new, synthetic and binaural (two-channel) HA speech en-
hancement training dataset built with that decoder.

• A reverberant speech-in-noise test set in Ambisonics and bin-
aural formats, with the corresponding recordings for each HA
device.

2. HA MEASUREMENT SETUP

Our measurement setup (depicted in Figure 1) was designed to cap-
ture the signals processed by various HA devices within complex
acoustic scenes. We recorded with five high-end RIC HAs avail-
able in the market at the time of writing: GN ONE 961-DRWC,
GN ONE 561-DRWC, Phonak Audéo P90-R, Phonak Audéo P70-
R, and Signia Pure C&G 3x. In total, we have tested fifteen combi-
nations of HA and receiver, recording with low, mid and high power
receivers for each device.

Scenes generation — To ensure that the sound processed by
the tested hearing devices closely resembled real-life scenarios,
we used an Ambisonics-based spatial sound reproduction system.

ar
X

iv
:2

30
7.

12
88

8v
1 

 [
cs

.S
D

] 
 2

4 
Ju

l 2
02

3



+

Anechoic 
Target in SH

Reverberant
Target in SH

Room simulation
Sharvard

Realistic
Noise in SH

ARTE

BiMagLS
decoder

Ldspk
decoder

HA features ON
(enabled)

HA features OFF
(bypass)

Objective 
evaluation:
- SISDR
- HASPI
- HASQI
- MBSTOI

DNNmonaural

binaural

muli-channel

 
Clean

reference

 S
ce

ne
s 

ge
ne

ra
ti
on

R
ec

or
di

ng
s

Ev
al

ua
ti
on

Figure 1: Hearing aid measurement setup. Scenes generation: com-
plex acoustic scenes are generated by combining existing databases
(Sharvard, ARTE) with room acoustic simulation. Recordings: au-
dio material is played back in an Ambisonics-based reproduction
system and the signals processed by the HA are captured with the
microphones of a dummy head. HA are recorded with and with-
out signal-enhancing features. Evaluation: HA-enhanced record-
ings are compared with DNN-processed recordings using a range
of objective metrics.

All HA devices were exposed to three different acoustic scenes of
speech in noise. To create these scenes we used three noise record-
ings from the ARTE database [17] representing common sound en-
vironments: party, restaurant and office. Recordings come from
real environments captured with a 62-channel microphone array,
and are available as 31-channel mixed-order Ambisonics signals
which we zero-padded up to 10th order. The target speech consisted
of nine randomly selected sentences spoken by a female speaker
from the Sharvard database [18]. To simulate room acoustics, we
used an adaptation of the Multichannel Acoustic Signal Process-
ing Library1 (MASP): a shoebox room impulse response simula-
tor based on the Image Source Method that allows for Spherical
Harmonics expansion (SH, i.e. Ambisonics). We used 10th-order
Ambisonics, which provide sufficient spatial resolution and gener-
ated two sets of sound fields at the left ear, right ear, and head
positions: one set where we only simulated sound propagation (the
direct sound field w/o reflections) and the other one being the ac-
tual reverberation. We used 17.5cm of ear distance for computing
the left and right ear coordinates from the head origin to match the
KU100 ear distance. We simulated three rooms with dimensions set
to 15x10x3.5m, 28x17x4.2m, and 5x2x2.5m for the party, restau-
rant, and office environments respectively. All targets where placed
at 1m from the head with two different angles: 0 degrees or 30 de-
grees to the right (relative to the head horizontal orientation headθ).
We adjusted the RT60 parameter using informal listening by com-
paring with the ARTE recordings. We chose RT60s that were 60%

1https://github.com/andresperezlopez/masp

of the ones reported in ARTE to account for furniture and people
absorption.

Decoding — Despite in [19] Thiemann et al. published HRTFs
of the microphones of a BTE HA placed at a head and torso sim-
ulator, no recordings were made with KU100 dummy which was
available for our evaluation. Besides, in this study, we had no
access to the microphone signals due to evaluating commercially-
available HA. Hence, we decided to measure our own set of HRTFs
in a setup as close as possible to the intended HA recording setup
(i.e. in the same room, with a HA coupled to the dummy head ear
canal, w/o signal enhancement features and only providing a linear
gain). We used a pair of audifon lewi R HA devices and the HRTF
sets were measured using the sweep method with a single Genelec
8020 loudspeaker following a 50-point Lebedev grid. Impulse re-
sponses were cropped before the arrival of the first wall reflection
and low frequencies were extended by LFE algorithm [20]. This
set of HRTFs was then used to build the 10-th order Ambisonics to
binaural decoder following the Bilateral Magnitude Least Squares
method (BiMagLS) [21], applying high order tapering with a cutoff
frequency of 6239Hz —which is the theoretical cutoff frequency
for correct representation in 10-th order Ambisonics. To obtain the
clean anechoic reference signal needed for the objective evaluation
we took the left and right ear anechoic sound fields simulated in
MASP and applied the BiMagLS decoder. We weighted the Am-
bisonics signals so that SNR was +5dB when decoded to binau-
ral. Finally, we added the weighted speech and noise sound fields
simulated at the head center position, and decoded the resulting
Ambisonics mixture into the loudspeaker signals using a fifth order
in-phase decoder optimized with IDHOA [22], particularly tailored
to our specific loudspeaker setup. We also normalized all sets of
speaker signals to have the same energy (sum of squares) for ease
of calibration.

Recordings — The KU100 dummy head was positioned at the
center of a three-dimensional irregular loudspeaker array compris-
ing 25 Genelec 8040s loudspeakers. We calibrated the system so all
scenes were at 70dB SPL. For each recording, we placed the hear-
ing aids behind the ears of the KU100 dummy head and inserted
the receiver into the ear canal. To minimize the influence of direct
sound, we occluded the entrance to the ear canal with adhesive putty
material in addition to the HA’s power dome.

We recorded each hearing device in two modes: bypass and
enabled. In bypass mode all the HA algorithms were deactivated
except for the feedback canceller and a linear amplification of ap-
proximately 20dB. Hearing aid models chosen for this study are
commercially available HA. For such devices it is not straightfor-
ward to record directly from the HA microphone. Instead, we used
signals recorded in bypass mode at the KU100 as an approximation
of the HA microphone signals. The bypass recordings were used
as the input to the offline DNN-based speech enhancement meth-
ods. In contrast to the bypass recordings, in the enabled mode the
HA applied the signal enhancement algorithms present in the de-
fault factory settings. In all tested devices, these settings included at
least some form of adaptive beamforming and single-channel noise
reduction. No hearing correction was applied.

In a preliminary round of recordings we employed the phase-
inversion procedure [23] commonly used to estimate the SNR at the
output of a linear hearing aid. However, we noticed that for some
of the HA and for all DNN-based algorithms the linearity assump-
tion of the method could not be met, making the SNR estimates
obtained with this method unreliable. Therefore, we decided to rely
on intrusive, reference-based metrics instead.



set MLSS WHAM! noise augmentations
# hours # hours Φinv L⇔R stretch

tr 221k 245.6

52k 57.8 ✗ ✗ ✗
52k 57.8 ✓ ✗ ✗
52k 57.8 ✗ ✓ ✗
52k 57.8 ✓ ✓ ✗
6.5k 7.2 ✗ ✗ ✓
6.5k 7.2 ✓ ✓ ✓

cv 2.4k 2.67 2.4k 2.67 ✗ ✗ ✗

tt 2.4k 2.67 2.4k 2.67 ✗ ✗ ✗

Table 1: Training data splits and augmentations, where tr stands for
the training set, cv for validation, tt for the test set, # for the num-
ber of utterances, Φinv for changing the sign of the noise signal,
L⇔R for permuting the noise channels, and stretch for applying
time stretching with a random factor.

Evaluation — Objective evaluation compared the conventional
HA enhancement algorithms with the DNNs. We evaluated four
sets of recordings: bypass, enabled, bypass post-processed with
DNN and bypass post-processed with DNN-C. The first set rep-
resents recordings without signal enhancement and the remain-
ing three sets represent the different signal enhancement strate-
gies. For each set we computed four objective metrics: Hearing-
Aid Speech Quality Index (HASQI) [24], Hearing-Aid Speech Per-
ception Index (HASPI) [25], Modified Binaural Short-Time Ob-
jective Intelligibility (MBSTOI) [26] and Scale-invariant signal-to-
distortion ratio (SISDR) as in [5]. Given the clean anechoic tar-
get binaural speech signal y, the DNN or HA estimate ỹ and a
baseline recording with the HA in bypass ŷ (all τ samples long)
SISDR is described in Equation 1. y was used as common ref-
erence for all metrics. Reference and estimate pairs were time-
aligned using the cross-correlation method. We took the best ear
for the non-binaural measures (SISDR, HASPI, HASQI) and nor-
malized the signals as in [12]. We used a flat normal-hearing au-
diogram as an input to HASPI and HASQI metrics. We define
the signal enhancement benefit as the difference in objective met-
rics between the non-enhanced and enhanced signals. For example,
∆SISDR = SISDR(ỹt, yt) − SISDR(ŷt, yt). The rest of metrics
expressing the signal enhancement benefit are denoted as ∆HASQI,
∆HASPI, ∆MBSTOI and computed in the same fashion.

SISDR(ỹt, yt) =
10

τ
∑
t

log10


∣∣∣ ỹT

tyt
|yt|2

yt

∣∣∣2∣∣∣ ỹTt yt|yt|2
yt − ỹt

∣∣∣2
 (1)

3. DNN DATASET AND TRAINING SETUP

Task — We approach supervised binaural speech enhancement with
DNNs, which requires a large number of noisy and reverberant mix-
tures, as well as the corresponding targets (clean speech) also in
binaural to preserve spatial cues. Both inputs and targets have to
resemble the ones that would be recorded with the two frontal om-
nidirectional microphones in a Behind The Ear (BTE) HA. To ac-
complish this, we simulate reverberation in the Ambisonics spatial
audio domain and then decode to binaural signals by using a de-
coder specifically-tailored for HA.

Datasets — As in [4, 5], we relied on speech recordings from
audiobooks, in this case using the Spanish subset from Multilingual

rx = U(3, 30) headx = U(0.35rx, 0.65rx)
ry = rx · U(0.5, 1) heady = U(0.35ry, 0.65ry)
rz = U(2.5, 5) headz = U(1, 2)

||head− target|| = U(0.5, 3) headθ = U(−45, 45)
̸ head, target = U(−45, 45) headψ = U(−10, 10)
SNR = U(0, 6) RT60 = U(0.1, 0.5) SNR+0.3

5.3

Table 2: Random room configuration, sampled from uniform distri-
bution U . Room r and head dimensions and distances are in meters,
SNR in dBs, RT60 in seconds and head azimuth θ, elevation ψ and
angle with target in degrees. ry depends on rx to avoid corridor-
like spaces, and RT60 depends on the SNR because the more noisy
a situation, the less reverberant it should be due to the crowd’s ab-
sorption.

LibriSpeech (MLSS) dataset [27] for the clean signals. We used
a sampling rate of 16kHz and took four seconds chunks, selecting
the chunk that presented more energy in order to avoid silence, ob-
taining 22 · 105 utterances for the training set, 2408 for validation
and 2385 for testing, which add up to 251 hours of clean speech.
Regarding noise, we used the WHAM! [28] binaural dataset which
contains babble speech, cafeteria noise and background music. We
kept the original data splits from both datasets, preserving gender
balance and avoiding contamination between sets. We augmented
WHAM! training set to match the length of MLSS by following
three main strategies: i) we flipped the phase, ii) we swapped left
and right channels as a rough approximation of a 180º rotation in
the horizontal plane and iii) we randomly time-stretched from 90%
to 110% of the noise duration. For validation and testing we ran-
domly picked from WHAM! validation and test splits respectively.
Details on the data splits is shown in Table 1.

Room simulation — MLSS contains close-mic studio record-
ings, so we have considered them to be a fair approximation of ane-
choic signals. The random room configuration details are shown in
Table 2. We used MASP and our Ambisonics to binaural HA de-
coder as in Section 2. In an attempt to make our models agnostic
to our particular HA and dummy combination, the response of the
RIC coupling was compensated by taking the direction-independent
frequency response between KU100 and KU100 wearing the HA
HRTFs and approximating it with an IIR filter that was applied to
all utterances in the dataset.

Training Setup — Regarding the DNN topology, we did not
make any modifications to SuDo-RM-RF on top of configuring its
encoder for receiving stereo audio. All network topology details
can be found in [5]. We trained two different models: DNN (which
corresponds to SuDoRM-RF++GC in their paper), a non-causal im-
proved version that serves us as upper baseline, and DNN-C (the
causal, HA oriented version that corresponds to C-SuDoRM-RF++
in their paper). All hyperparameters are shared between DNN and
DNN-C except for the batch size —which had to be reduced from
12 for DNN-C to 2 for DNN to fit into VRAM. We used 256 in-
put and 512 output channels on 16 successive blocks with five up-
sampling/downsampling layers each, an encoder and decoder ker-
nel size of 21 generating embeddings with a length of 512, four at-
tention heads with 256 depth and 0.1 dropout (applied only during
training) and an Adam optimizer. Learning rate was 10−3 and was
divided by 3 every 8 epochs. We trained the whole dataset for 25
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Figure 2: Signal enhancement benefit for hearing aids (HA), non-
causal DNN model (DNN) and causal DNN model (DNN-C).

epochs. New mixtures and targets were generated every epoch by
permuting the reverberant speech and the noise in every batch, and
were normalized to zero mean and unit variance. We used SISDR
as loss function and also as evaluation metric and obtained a test set
performance of 11.7dB.

4. RESULTS

Figure 3 displays SISDR, HASPI, HASQI, and MBSTOI metrics
obtained for each hearing device averaged across receiver types. In
the bypass condition metrics range from -12.63dB to -8.01dB for
SISDR, 0.57 to 0.73 for HASPI, 0.14 to 0.16 for HASQI, and 0.39 to
0.49 for MBSTOI. Enabling signal enhancement features in hearing
aids can have a different effect on their performance depending on
the specific device. For example, device 4 demonstrates improve-
ment of 0.73dB on SISDR, 0.14 on HASPI 0.02 on HASQI and
0.01 on MBSTOI while device 2 presents -0.54dB SISDR, -0.17
HASPI, -0.07 HASQI and -0.05 MBSTOI. Apart from these slight
deviations, the overall impact of HA features is typically insignifi-
cant. In contrast, significant change can be observed in recordings
processed with the DNNs. For the non-causal DNN, values reach
-6.89dB to -1.21dB for SISDR, 0.60 to 0.77 HASPI, 0.14 to 0.21
for HASQI and 0.57 to 0.69 for MBSTOI.

Figure 2 depicts the signal enhancement benefit. Violin plots
summarize the values obtained from the 15 hearing devices aver-
aged along all scenes. For hearing aid features the benefit is on
average 0.014 dB for SISDR, -0.02 for HASQI, -0.01 for HASPI,
and -0.01 for MBSTOI. A much larger improvement could be ob-
served for DNN-based enhancement. For a causal model, the mean
benefit was 4.96 dB for SISDR, -0.01 for HASQI, 0.02 for HASPI,
and 0.15 for MBSTOI. The largest benefit was achieved by the non-
causal DNN model, with mean values reaching 6.09 dB for SISDR,
0.02 for HASQI, 0.07 for HASPI, and 0.17 for MBSTOI.

5. DISCUSSION

In this paper we have presented a setup which allows to quantify the
performance gap between the current hearing aid signal enhance-
ment strategies and DNN-based approaches. On the one hand, HA
processing seems to struggle in these complex situations, even per-
forming worse than in bypass for some devices, perhaps because
beamformers cannot estimate the direction of the target speech due
to the noise and competing talkers being non-stationary. On the
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Figure 3: Objective metrics across devices, anonymized for avoid-
ing any drawal of inappropriate interdevice conclusions.

other hand, this does not seem to affect DNNs, which improve
SISDR and MBSTOI consistently.

Interestingly, differences between devices in bypass are still ob-
served after being processed by the DNNs, suggesting that DNN
models are sensitive to the quality of the inputs. It would be inter-
esting to study the concatenation of DNN and traditional strategies
in future work.

We acknowledge that using the binaural decoding of the ane-
choic signal as reference can seem counter-intuitive because HA
are not designed to provide anechoic estimates yet. However, this
reference was the one that matched better with our informal listen-
ing. Another limitation of the present study is that we are comparing
real time HA processing with DNNs applied as a post-processing,
because we found it difficult to obtain signal insert points in con-
sumer HA devices and also because no real time implementations
of these models are publicly available yet. However, the slight per-
formance difference between DNN and DNN-C and both being far
better than the HA in terms of SISDR and MBSTOI should addi-
tionally encourage this research direction.

6. CONCLUSIONS

We have shown that HA enhancement algorithms struggle in eco-
logically valid complex situations reproduced at the studio, even to
the point of damaging performance compared to not applying any
algorithm at all. We have also shown that DNN-based approaches
have the potential of outperforming them in terms of denoising and
intelligibility at the expense of quality, encouraging future work on
optimization and pruning this kind of algorithms.
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