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Abstract: In the twenty first century, data analysis has become 

the talk of the town. Almost every company or organization 

depends on data analysis for taking future decision. The most 

important step in data analysis after data collection is the 

preprocessing of the collected data. The main aim of data analysis 

is to find meaningful pattern by processing large amount of data. 

In data preprocessing, the inconsistency of collected data has been 

removed. After storing data for a relatively longer period, it 

becomes noisy and inconsistent. While measuring various 

parameter due to error in the instrument or human error, the value 

become incorrect or invalid. It is necessary to remove the invalid 

data otherwise it will deflect the results and produce error in the 

prediction. In this work preprocessing of the weather data has 

been analyzed for rainfall prediction using data mining. 
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I. INTRODUCTION 

The center piece of the art of data mining is data itself and 

is largely responsible for the fortune of the process of 

discovering new knowledge. [1] The initial stages of data 

mining also called as knowledge discovery process includes 

preprocessing of data. [2],[3] This is considered as the second 

most important step after data collection. It includes cleaning 

the raw data either collected from a primary data source or 

secondary data source. Need of preprocessing arises because 

of the presence of noises, outliers, and missing values in the 

raw data. [4] Data contains ambiguity and inconsistency is 

not recommend to use directly for the process of data mining. 

Noisy and inconsistent data leads to less accurate predictions 

with relatively less precision. Therefore, preprocessing of 

data is an indispensable part of the whole processes. [5] In 

this paper, preprocessing of weather data of having 9500 

instances approximately collected from secondary data 

source i.e., National climate data center has been showcased. 

[6],[7] The weather data contains daily values of 11 

atmospheric weather attributes for the district Hissar of 

Haryana. The various steps taken for the analysis and 

preprocessing of the collected data for rainfall prediction has 

been discussed in the further sections of this paper. [8] 

 
Figure 1: Process of Knowledge discovery (KDD) 
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II. PREPROCESSING AND NORMALIZATION OF 

DATA 

Before preprocessing, the detailed description of data set 

collected from the secondary data source has been given in 

the table 1 and table 2. [9] The original data set contains some 

noisy data with irrelevant symbols and missing values. Data 

set of January 1988 of Hisar before pre-processing is shown 

in the figure 2 and 3. Rows containing missing values are 

removed from the data set. [10], [11] 
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Table 1: Description of Data set before preprocessing 

Attributes Description Instances 

9 (1988-2022) 35 Years 9500 

Table 2: Description of attributes present in the Data set before preprocessing 

S. No. Attribute Name Data Type 

1 Station Code Numeric 

2 Date Date 

3 Temperature (TEMP) Numeric 

4 Dew point (DEWP) Numeric 

5 Sea level pressure (SLP) Numeric 

6 Visibility (VISIB) Real 

7 Wind speed (WDSP) Numeric 

8 Maximum sustained wind speed (MXSPD) Numeric 

9 Maximum Temperature (MAXT) Numeric 

10 Minimum Temperature (MINT)  Numeric 

11 Precipitation Amount (PRCP) Real 

Table 3: Description of missing values present in the Data set for each attribute 

S. No. Attribute name Missing values 

1 TEMP (Temperature) 9999.9 

2 DEWP (Dew point) 9999.9 

3 SLP (Sea Level pressure) 9999.9 

4 VISIB (Visibility) 999.9 

5 WDSP (Wind Speed) 999.9 

6 MXSPD (Maximum Sustained wind speed) 999 

7 PRCP (Precipitation) 99.99 

 

Figure 2: Data set of January 1988 of Hisar before pre-processing 

 

Figure 3: Data set of 1988 of Hisar before pre-processing  
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III. DATA AFTER PREPROCESSING 

Before preprocessing the total number of instances in the data set are 9500 and after removal of rows having missing values 

and outliers the number of instances remains 8695. [12] Also, there are total 11 attributes in the original data set but two 

attribute station code and date are found as redundant attributes and hance removed from the data set which makes the total 

number of attributes as 9. [13] This remaining data set is error free and consistent. Using a cleaned and error free data set is 

supremely necessary. Some rows of cleaned data set after preprocessing have been shown in the figure 4. [14] 

Table 4: Description of Data set after preprocessing 

Attributes Description Instances 

9 (1988-2022) 35 Years 8695 

Table 5: Description of attributes present in the Data set after preprocessing 

S. No. Attribute Name Data Type 

1 Temperature (TEMP) Numeric 

2 Dew point (DEWP) Numeric 

3 Sea level pressure (SLP) Numeric 

4 Visibility (VISIB) Real 

5 Wind speed (WDSP) Numeric 

6 Maximum sustained wind speed (MXSPD) Numeric 

7 Maximum Temperature (MAXT) Numeric 

8 Minimum Temperature (MINT)  Numeric 

9 Precipitation Amount (PRCP) Real 

 

Figure 4: Data set of 1988 of Hisar after pre-processing 

IV. RESULT AND DISCUSSION 

Preprocessing of data set is indispensable part of the 

knowledge discovery process and hance should be done with 

full precaution. [15] Before preprocessing the total number of 

instances in the data set are 9500 and after removal of rows 

having missing values and outliers the number of instances 

remains 8695. Also, there are total 11 attributes in the original 

data set but two attribute station code and date are found as 

redundant attributes and hance removed from the data set 

which makes the total number of attributes as 9. [16],[17] In 

this paper, preprocessing of weather data of having 9500 

instances approximately collected from secondary data 

source i.e., National climate data center has been showcased. 

[18] The weather data contains daily values of 11 

atmospheric weather attributes for the district Hissar of 

Haryana. [19], [20] The various steps taken for the analysis 

and preprocessing of the collected data for rainfall prediction 

has been discussed in this paper. 

V. CONCLUSION AND FUTURE SCOPE 

Rainfall is an interrelated and diverse phenomenon which 

depends upon many different atmospheric attributes.  
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It is a very challenging task to predict rainfall. Many 

government and private organizations are working on 

predicting rainfall with accuracy by sharing various 

atmospheric attributes. In this work, supervised data mining 

techniques are used to predict rainfall by analyzing historical 

weather data. In data mining “data set” is the foundation stone 

and should be consistent and error free.  

Analysis of data helps in order to find out the relationship of 

different attribute with rainfall. In this work, the historical 

weather has been collected from national climate data center 

(NCDC) repository. According to world weather watch 

program of the world meteorological organization (WMO), 

the national climate data center has been storing the daily 

weather data for more than 8000 stations. When data is stored 

in such large scale there is a possibility of outliers and noisy 

data. It is always recommended to do preprocessing of the 

data before using it. After preprocessing, the data becomes 

error free and give good accuracy in predicting the outcome. 
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