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Lexical-Functional Grammar has been consistent over the past 4+ decades about
its conception of syntactic structure and the sorts of rules that license it. How-
ever, despite being a highly lexicalist model of grammar, LFG has not developed
a similarly consistent model of morphology. LFG has in fact assumed a variety of
different models of morphology and interfaces with distinct ‘morphological’ mod-
ules and theories in this time. This is perhaps because LFG early on solved the
problem of how morphology and syntax can communicate in a common formal
language — the language of functional descriptions, which can be both associated
with words and their parts and with syntactic elements. We first introduce some
important concepts from morphological theory. We then look at some early LFG
analyses which treated morphology incrementally. Subsequently, we review work
on the syntax–morphology interface in LFG. We end with a discussion of realiza-
tional approaches to morphology in LFG.

1 Introduction

Lexical-Functional Grammar has been fairly consistent over the past more than
four decades about its conception of syntactic structure and the sorts of rules that
license it. However, despite being a highly lexicalist model of grammar, LFG has
not developed a similarly consistent model of word-formation. LFG has in fact
assumed a variety of different models of word-formation and interfaces with dis-
tinct ‘morphological’ modules and theories in this time. This is perhaps because
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LFG early on solved the problem of how morphology and syntax can commu-
nicate in a common formal language — the language of functional descriptions,
which can be both associated with words and their parts and with syntactic el-
ements. Together with the Lexicalist Hypothesis (Lapointe 1980, Chomsky 1970,
Bresnan et al. 2016: 92), this entailed that syntactic terminals are morphologically
complete words, with possibly complex associated f-descriptions, but the theory
did not have to really say anything about the exact mechanism for word forma-
tion or how contributions were made to complex f-descriptions by specific parts
of words. In addition, LFG has distributed what might be considered aspects of
word-formation to various components besides a lexicon, including for example
prosodic or phonological structures (Dalrymple & Mycock 2011, Bögel 2015).

In this context, it is perhaps better to start this chapter with a brief overview of
some of the range of variation in morphological theory so that we can better situ-
ate LFG in the landscape of morphological possibilities (Section 2). We then look
at early LFG analyses which treated morphology incrementally (Section 3). Then
we reviewwork on the syntax–morphology interface in LFG (Section 4). This sets
the stage for a look at current approaches to morphology in LFG, which are re-
alizational (Section 5). We will not have anything to say about the interactions
of morphology, syntax, and prosody in LFG, because that is covered by another
chapter in this volume, Bögel 2023 [this volume].

2 Morphological theory and terminology

The landscape of morphological theory is defined by many key ‘decision points’
that we summarize here for subsequent use. These decision points are pretheo-
retically distinct from each other, but they have a tendency to cluster together in
ways that will be reflected in morphological theories interfacing with LFG. We
attempt to be neutral for each decision point, and also as brief as possible. We
leave the detailed description of these distinctions to sources like Hockett (1954),
Beard (1995), and Stump (2001), but also textbooks like Haspelmath & Sims (2010),
which does an especially good job of describing these decisions.

2.1 Morphemes vs. words

The first of these is also the most basic. What are the ‘atoms’ of morphologi-
cal theory? What are the inputs to morphological rules? What are the elements
that morphology manipulates? Morphological theories fall into two basic classes:
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those that subscribe to the morpheme hypothesis and those that do not. The for-
mer are typically called morpheme-based theories (or morphemic theories). The
latter are typically called word-based theories (or lexemic theories).

In morpheme-based models, the inputs to morphological operations are ideal-
ized as one-to-one pairings of sound and meaning called morphemes. Later mor-
pheme-based models, such as Distributed Morphology (Halle & Marantz 1993),
have redefined ‘morpheme’ to mean ‘abstract morphological feature’. In these
models, the sound-meaning pairing is better considered a listeme (Di Sciullo &
Williams 1987) but is often called a vocabulary item. Historically, a ‘word’ is the
morphological domain above morphemes. In most contemporary models of this
kind, the ‘word’ is mostly epiphenomenal or refers to an extra-morphological
domain (typically prosodic/phonological). In this context, a so-called ‘simplex
word’ is nothing more than a domain containing only a single morpheme, while
a so-called ‘complex word’ is a domain containing more than one morpheme.

In word-based models (Aronoff 1976), words are the atoms of the grammar.
Morphological operations have words as their input and words as their outputs.
In contemporary instantiations of word-based models, the input and output are
not really the appropriate terms. Rather, ‘words’ have both abstract representa-
tions and phonological representations. The abstract form of a word is called a
lexeme.1 A lexeme is the basic representation of a word (often analogized to a dic-
tionary entry). A lexeme may be derived from another lexeme via derivational
morphology or compounding (and thus can be complex) but is never inflected.
The phonological form of a word, which is fully inflected, is called a word-form,
which can be conceptualized as a particular, (grammatically) context-sensitive,
instantiation of a word. The word-forms of a lexeme are typically organized into
paradigms.

There are many reasons why a theory might choose to assume words or mor-
phemes — more than we could possibly summarize in this space. We posit the
following as an oversimplified summary. The basic tendency observed in the
crosslinguistic state of affairs is that morphology is affixal and morpheme bound-
aries are clearly identifiable. This is tautologically true in isolating and aggluti-
native languages, but even fusional languages, which almost always have port-
manteau (many-to-one) morphemes, tend to have clear morpheme boundaries.
On the other hand, divergences from this tendency are legion and likely exist in

1Word-based and lexeme-based models are not strictly the same (Aronoff 1994: 7). For example,
not all word-based models assume lexemes, and some lexeme-based models are actually not
word-based in the strict sense (lexemes are taken to be atoms of morphological descriptions,
but words are not). For the purposes of this overview this simplification suffices. We thank an
anonymous reviewer for helping us sharpen this point.
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every language. Templatic (or root-and-pattern) morphology, such as found in
Semitic languages, is not easily accounted for as affixation. Stem allomorphy and
suppletion, especially in high frequency words, often involves a morphological al-
ternation without clear morpheme boundaries. Furthermore, complex words fre-
quently have lexicalized meaning, i.e. non-compositional meaning that is more
than the sumof the containedmeanings. These exceptional data are usually given
exceptional explanations, such as diachronic ones. Put simply: the morpheme hy-
pothesis captures the basic concatenative cross-linguistic tendency of morphol-
ogy, but lacks synchronic empirical coverage of seemingly exceptional data. The
word hypothesis is its opposite, capturing all the data, but needing to attribute
the basic concatenative tendency to something else, such as diachronic pressures
like grammaticalization.

2.2 Arrangement vs. Process vs. Paradigm

The second decision point is the types of rules that operate on the atoms. This
distinction is originally described by Hockett (1954) as the contrast between item-
and-arrangement (IA), item-and-process (IP), and word-and-paradigm (WP) mod-
els. The names for these models reflect their workings. In an IA model, morphol-
ogy is simply the set of morphemes in a word and the arrangement of those mor-
phemes. Thus, the arrangement itself (which is essentially simple concatenation)
is the only ‘morphological process’. In an IP model, rules (such as affixation, redu-
plication, juxtaposition, suppletion, etc.) are applied to a base (or stem), which may
be complex or simplex, to generate a new complex form. IP models are compati-
ble with both morphemes or words being the ‘base’. Finally, WP models assume
the morphology is the process through which all the word-forms in a word’s
paradigm are inferable from each other via some mechanism that generates a
paradigm.

The reasons for adopting any of these three are similar to the reasons in Sec-
tion 2.1. IA models have two strengths. Firstly, they capture the basic cross-
linguistic generalization: the vast majority of morphology can be explained with
simple concatenation. Secondly, many practitioners of IA models find such a
simple operation to have an elegance and restriction that are laudable metatheo-
retical goals. Because of this, IA would be preferred by those theorists for whom
such theoretical elegance is a high-ranking concern. Again, we find that such
practitioners are satisfied that putatively non-concatenative processes have po-
tential diachronic explanations.

There are familiar reasons to assume IP models, which again, as in Section 2.1
appear to be the opposing reasons. Chief among them is that IA models under-
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describe the data. IAmodels end up accounting for everything with affixation, in-
cluding apparently non-affixal morphology like functional shift, back-formation,
stem allomorphy, suppletion, stress shift, truncation, and reduplication. Affixal ex-
planations for these phenomena tend to be fairly stipulative and lead to a prolif-
eration of null morphemes that condition these changes (which are themselves
a violation of theoretical parsimony, despite this concern being a primary moti-
vation of such approaches). IP practitioners point out that there is also a ready-
made counter-explanation from diachrony for the prevalence of concatenation:
the chief source of morphology is grammaticalization, which (ultimately) leads
to affixes. Furthermore, although rule-based morphological models are undoubt-
edly much more powerful than IA models, that power comes with significant
empirical coverage, which is arguably worth the trade-off. In many varieties of
both WP and IP models, in the idealized case, any two word-forms can be mu-
tually predictive. This allows rules to apply ‘backwards’, capturing phenomena
such as backformation or cross-formation (see, e.g., Becker 1993). These types of
morphological alternations are difficult to capture in an IA model.

The appeal of WPmodels over the other two is the ability to make reference to
the paradigm as an abstract entity. In the domain of inflection, many generaliza-
tions, especially morphomic ones, can be captured by referring to the paradigm
itself. A morphome, as described in Aronoff (1994) and Luís & Bermúdez-Otero
(2016), among others, is a purely morphological pattern. The existences of mor-
phomes is controversial (a debate captured well in Luís & Bermúdez-Otero 2016).
The most salient of proposed morphomes in this debate are root allomorphy pat-
terns like the ‘L pattern’ and the ‘N pattern’ (see Maiden 2018), which are literally
described as patterns in a paradigm (e.g., cells arranged in an L or an N). Thus
WP models are uniquely well-situated to account for these. On the other hand,
arrangement accounts usually deny the existence of morphomes as paradigm
effects and instead account for them via some other mechanism (see Trommer
2016).

Similarly, patterns of syncretism lend themselves to paradigmatic explana-
tions. Paradigmatic explanations are especially well suited to highly fusional
languages as are common in Indo-European. They also lend themselves easily
to complex agreement patterns that are cross-linguistically ubiquitous. Further-
more, because a paradigm cell can contain multiple forms or even no forms, WP
models allow explanations for both optionality and defectiveness/ineffability. The
tradeoff here is paradoxical: on the one hand, paradigmatic models tend to have
little to say about derivation2 and compounding, so they under-describe the data;

2There are some notable exceptions, though, such as Booij (2010) and Spencer (2013).
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on the other hand, paradigms are much more powerful than needed for most of
the world’s languages, so in another respect, they over-describe the data.3

2.3 What is the lexicon?

The third decision point is the nature of theword-storage component of the gram-
mar. For example: Is the lexicon a productive component of the grammar or sim-
ply a passive list of memorized forms? While the terminology here is far from
consistent in the literature, for the purposes of this chapter we will use lexicon
to denote a generative/productive component of the grammar responsible for
word-formation. We will use vocabulary for a passive component which is sim-
ply a list of memorized items. There is nothing inherently contradictory about a
model having both a lexicon and a vocabulary. It just happens that most models
with a productive component typically assume that that component is also the
one responsible for word-storage. Indeed, this dual role is central tomanymodels
of blocking, such as the original one developed by Aronoff (1976). On the other
hand, Di Sciullo & Williams (1987) argue for both a lexicon and a vocabulary
(without using those terms).

There are some downstream effects of the decision to have a component ded-
icated to word-formation. If it is assumed that the lexicon is productive, a deci-
sion must be made on how much it is responsible for. The Single Component Hy-
pothesis claims that all three distinct types of morphology (derivation, inflection,
and compounding) are handled by the same generative component. On the other
hand, the Split Morphology Hypothesis claims that derivation and inflection are
handled by separate components. Thus, it is not uncommon to have two distinct
word-formation components, one for derivation and one for inflection, depend-
ing on a particular model’s definition of lexeme. This is made explicit in the WP
model of Anderson (1982, 1992), where the paradigms are only responsible for
inflection.4

Provided you assume that morphology is not its own domain, there seem to
be two obvious non-morphological components involved in ordering morpho-
logical elements. One of these is prosody/phonology, as seen in models such as
Optimality Theory (Prince & Smolensky 2004). The other, more common, ac-
count for ordering morphological elements outside of a lexicon is the syntactic
component. The Morphosyntax Hypothesis — this is not its common name but
will suit our purposes — assumes that all of morphology and syntax are handled

3Word and Paradigm models encompass more than just what is described here, including adap-
tive discriminative models such as Blevins et al. (2016), but these have not yet been meaning-
fully interfaced with LFG, so we set them aside here.

4Split morphology theories are properly ambivalent about the place of compounding; we do
not address compounding in this chapter.
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by the same component of the grammar. This entails the strong claim that au-
tonomous morphological phenomena do not exist, and are instead attributable
to the morphological interfaces with phonology and syntax. The Weak Lexical-
ist Hypothesis separates derivation from inflection: Derivation is handled by a
lexicon while inflection is part of the syntactic structure. By contrast, the Strong
Lexicalist Hypothesis assumes that all of word-formation is Lexical/non-syntactic.

We won’t get into the reasons why a syntax model might adopt variations on
the Lexicalist Hypothesis. We leave that to elsewhere in this handbook. From
the point of view of morphological theory, there are distinct reasons to consider
breaking the class of things called ‘word-formation’ into distinct components.
Data on morphological structure suggests compounding and derivation are of a
kind that is distinct from inflection. In the domain of derivation and compound-
ing, fully productive morpheme ordering overwhelmingly generalizes as headed
hierarchical structure (the type of structure usually represented by trees in syntac-
tic theory). In inflection, on the other hand, to the extent that morpheme bound-
aries are even identifiable, they tend to be arranged in ordered flat structure (i.e.,
a list). Constituency tests that show hierarchical structure tend to fail, despite
strict ordering. Alternatively, when boundaries are less identifiable, the morphol-
ogy appears to be arranged paradigmatically. This difference is mostly captured
by the distinction between an agglutinative and a fusional inflectional system.
A key reason for treating inflection as different from other kinds of morphol-
ogy is precisely because of the apparent structural distinction between a linear
structure (inflection) and a hierarchical structure (derivation). Conversely, while
inflection is overwhelmingly productive and expresses compositional meaning,
derivation and compounding have a much greater (but still small) likelihood of
having non-compositional meaning and being less than fully productive. This is
yet another reason to partition morphology into distinct classes.

Finally, and perhaps most importantly, to the extent that we can today justify
that derivation is a distinct empirical category from inflection, following Ander-
son (1982), the chief generally observed distinction (outside of the hierarchical/
linear/paradigmatic ones above) is that inflection is relevant to the syntax. In-
flection comes in two varieties. The first empirical category is those inflections
that express grammatical configurations (contextual inflection; Booij 1996). For
example, case and subject/object agreement on verbs express the relationship
between verbs and their dependents. Similarly, nominal concord expresses the
relationship between nouns and their dependents. Importantly, languages ap-
pear to have the option of expressing these relationships either via morphology
or through a fixed word order (or both). The other empirical category of inflec-
tion is those morphological reflexes of so-called ‘morphosyntactic’ or ‘morphose-
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mantic’ categories (inherent inflection; Booij 1996). These are such properties as
tense, aspect, voice, mood, number, definiteness, etc. Again, languages appear to
have the choice of expressing these properties morphologically or syntactically
(through separate categories such as auxiliaries, clitics, prepositions, etc).

Given these differences, it makes sense to split a lexicon into two pieces: one
that handles so-called lexeme-formation and another that handles inflection (but
see Booij 1996 for counter-arguments). These two components can then have
fundamentally different types of processes and can have different relationships
with the syntactic component. And indeed, this division of labor is common in
Word-and-Paradigm models today. For a review of the history and state-of-the-
art of WP models, see Blevins (2018).

Since syntax is also naturally represented, at least in part, by headed hierar-
chical structures, the parsimonious approach to grammar is to identify the ex-
tent to which all such structure can be done with the same component — in
other words, to assume a single component that generates headed hierarchi-
cal structure, whether the structure represents ‘syntax’ or ‘morphology’. Com-
pounding and derivation can similarly easily be accommodated to a compo-
nent that generates headed hierarchical structure, especially if we restrict the
model to only the most productive processes and we are willing to assume that
non-compositional morphological meaning is fundamentally the same as non-
compositional idiomatic syntactic constructions. We would have to then be will-
ing to postulate vacuous hierarchical structure in inflection, but this postulation
is arguably worth the trade-off for overall parsimony. The call of parsimony
is heightened by the definitional interdependence of syntax and inflection. In
fact, an Item-and-Arrangement model has already made certain empirical sac-
rifices for parsimony and restriction goals. It seems that no further sacrifices
are needed to assume a single morphosyntactic component. The gain in par-
simony is even further support for Item-and-Arrangement from this point of
view, so it is not surprising that most models today that assume an Item-and-
Arrangement model reject the Lexicalist Hypothesis and adopt a passive vocab-
ulary. But deciding to approach morphology by reducing it to syntactic (and/or
phonological) operations is not restricted to Item-and-Arrangement approaches.
Similarly, construction-based approaches to morphology (Booij 2010, Masini &
Audring 2018) generally assume that the construction is both a morphological
and syntactic mechanism. This property of having a shared mechanism is often
summarized as ‘X all the way down’, where X is constructions in construction-
based approaches, syntax in standard Distributed Morphology, and constraints
in Lexical-Realizational Functional Grammar.
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Approaching morphology via a single morphosyntactic component has signif-
icant empirical justifications as well. There are several commonplace phenomena
that blur the lines between word and phrase, suggesting that distinction is more
one of convenience than a justifiable categorical contrast. Such phenomena in-
clude for example: clitics, phrasal affixes, phrasal compounds, valence changing
devices, separable prefixes (of the Germanic variety; e.g., Booij 2002), object in-
corporation (of the Mohawk variety; e.g., Baker 1988). Because these phenomena
appear to be both syntactic and morphological, it is appealing to these practition-
ers to find unitary explanations, which ultimately rest on not positing a syntax/
morphology distinction.

2.4 Lexical vs. inferential

While not strictly distinct from our classification above, it is worth taking a mo-
ment to describe a distinction that is common in the literature, especially within
models that interface with LFG. Stump’s (2001) typology of morphological theo-
ries of inflection includes a distinction between two types of theory: Lexical and
Inferential. In a lexical model, the lexicon (or vocabulary) stores associations of in-
flectional properties and phonological properties. A complex word is an ordered
set of these associations. Conversely, in an inferential model, the systematic asso-
ciations are between a lexeme and its word-forms. Word-forms are inferred from
their stems by rules (not restricted to concatenation) that associate aspects of
form with aspects of grammatical content. In sum, lexical models are concerned
with listed lexical objects (words or morphemes), whereas inferential ones are
concerned with rules.

In the typology that we are describing here, these distinctions are not basic.
Instead, they are composites of the distinctions above. While it may not be the
case that Stump (2001) intends “lexical” to comprise these four properties, the
examples of lexical models that Stump (2001) lists all share in common that they
are morpheme-based, Item-and-Arrangement, and morphosyntactic with a passive
vocabulary. In contrast, an inferential model is word-based, and assumes Strong
Lexicalism (at least for inflection, which is what Stump 2001 is concerned with).

2.5 Incremental vs. realizational

The final distinction that we describe here concerns the relationship between in-
formation andmorphology. In an incremental model, morphology is information-
adding. That is, a word gains grammatical complexity (i.e., morphosyntactic prop-
erties) at the same time, or as a function of, gaining complex morphology. For
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example, on this conception, adding the plural morpheme to the word is what
makes it plural. In opposition to this stand realizational models. In a realizational
model, morphology is information-expressing. Some aspect of grammar that is
external to the morphology supplies a set of morphosyntactic properties (which
may or may not include a root). What we conceptualize as morphology then ex-
presses that set of morphosyntactic features. Depending on other choices made,
this expression might be a passive mapping to phonology or the application of
a realizational rule. In these models, morphology provides the exponence of mor-
phological properties (the exponenda).

This distinction is not so much an active distinction today since most contem-
porary morphologists assume some variety of realizational morphology. This can
be achieved via paradigms (Paradigm Function Morphology; Stump 2001, 2016,
Spencer 2013), morpheme-insertion (Distributed Morphology; Halle & Marantz
1993), or constructions (Construction Morphology; Booij 2010, Masini & Audring
2018; Optimal Construction Morphology; Inkelas et al. 2006, Caballero & Inkelas
2013, Inkelas 2016). The simple reason for this is that morphology, especially in-
flection, both under- and overdetermines its featural content.

The underdetermination part has always been well-known. For example, a
fundamental property of inflection and primary explanandum of morphological
theory is the fact that the morphosyntactic features overtly expressed by an in-
flected form are often a subset of those properties that are associated with the
word. For example, it is common for gender to be unexpressed in combination
with participant persons (1st and 2nd). Similarly, it is also common for person
features to be unexpressed in combination with past tense or plural number (see,
for example, Bjorkman et al. 2021).

Interestingly, the reverse is true aswell, which demonstrates the case of overde-
termination. Morphosyntactic properties are often expressed multiply without
additive meanings; this is usually called multiple exponence. For example, chil-
dren is not ‘multiply plural’ despite having three distinct reflexes of plural (vowel
change, historic -r plural, historic -en plural). What is noteworthy here is that the
multiple expression of plurality is grammatical. One wouldn’t expect this of an it-
erated plural function, which is what multiple applications of a plural morpheme
might lead one to expect (see, for example, Harris 2016).
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3 Incremental morphology and LFG

3.1 Phrase structure rules as word-formation rules

An obvious approach to concatenative morphology is to capture morphological
well-formedness using similar (annotated) phrase structure rules to the ones that
license c-structures (Selkirk 1982). The difference is that the morphological ones
use morphological categories. However, standard LFG assumes Strong Lexical-
ism, so it is important to note that this is happening in different combinatorial
components of the grammar — morphology versus syntax. Pedagogical presen-
tations, such as Bresnan et al. (2016), out of necessity simplify representations in
such a way that this important distinction is masked. In the problem set on West
Greenlandic (Bresnan et al. 2016: 364–369), we find the example in (1) below, an-
alyzed with the assistance of the morphological rule in (2), and the sketch of an
analysis for (1) in (3).5

(1) West Greenlandic
Angisuu-mik
big-ins

qimmeq-arpoq.
dog-have.ind.3.sg

‘He has a big dog.’

(2) V ⟶ Nstem
(↑ obl) = ↓

Vsuff
↑=↓

Note that this rule looks just like a c-structure rule, except with a c-structure
category on the lefthand side of the rule and morphological categories on the
righthand side. In other words, it is the outputs of these morphological rules that
form the inputs to the c-structure rules.

5We have left the morphological glosses off the free English translation in (3), which is not
present in Bresnan et al. (2016: 446); this is just a rough approximation of the glossing in (1).
We have also elided some annotations from the original.
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(3) S

(↑ obl) = ↓
NP

(↑ adj) = ↓
⋮
N

angisuumik
‘big’

↑=↓
V

(↑ obl) = ↓
Nstem

qimmeq
‘dog’

↑=↓
Vsuff

arpoq
‘has’

However, notice that the node labelled V in this tree is actually licensed by the
morphological rule in (2). In another sense, this very same V is also licensed by
the c-structure rule for S, which is easily inferable from (3).

However, if morphology and syntax are distinct grammatical modules, per
Strong Lexicalism, then it can’t actually be a single rule set that captures both as-
pects of V, as implied by (3), even if the mechanisms involved are the very same
for both syntax and morphology (annotated phrase structure rules) in this incre-
mental approach to LFGmorphology. Thus, a more transparent way to represent
(3) may be something like the following (based on Ishikawa 1985: 285):

(4) S

(↑ obl) = ↓
NP

(↑ adj) = ↓
⋮
N

angisuumik
‘big’

↑=↓
V
‖

‖
V

(↑ obl) = ↓
Nstem

qimmeq
‘dog’

↑=↓
Vsuff

arpoq
‘has’
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The horizontal line represents the syntax/morphology ‘boundary’ and we see
that V has a foot on each side. This representation is arguably more transparent
about the full set of theoretical claims behind (3). But it also highlights that the
licensing mechanisms for c-structure and morphology are redundant in this sort
of incremental morphology for LFG.

It is important to realize, though, that in early LFG, incremental morphol-
ogy through phrase structure rules was not merely a pedagogical simplification.
There were proposals in early LFG research on morphologically rich languages
that involved phrase-structural incremental morphology, such as Baker (2006
[1983]), Ishikawa (1985: ch. 3)6 and Nordlinger (1997, 1998). For example, Nord-
linger (1997: 107) proposes the following morphological rule for case affixation
in various dependent-marking languages of Australia (including, e.g., Kayardild,
Martuthunira, Thalanyji, Wambaya):

(5) N ⟶ N
↑=↓

Aff
↑=↓

Nordlinger subsequently revised this incremental analysis in favour of a realiza-
tional approach (Sadler &Nordlinger 2004, 2006), whichwill be discussed further
in Section 5.1.

In sum, the early incremental approach to morphology that was commonly
assumed by LFG was a straightforward, even traditional, morpheme-based, item-
and-arrangement approach.

3.2 Finite-state morphology

Another question that arises with incremental phrase-structural morphology is
one of computational complexity/power. One way of expressing the intuition
that morphology is generally concatenative is to observe that regular languages/
finite state automata, which are the Type 3 grammars in the Chomsky Hierarchy
(Chomsky 1957, 1965, Partee et al. 1990: part E), are computationally sufficient
for generating concatenative morphology. One can make an even stronger claim,
which is that almost all of morphology requires no more than finite-state power,
except for total reduplication (Beesley & Karttunen 2003, Roark & Sproat 2007:
25, 53–60), which is beyond finite-state power, since it requires exactly matching
a preceding string of potentially unlimited length.7

6See Bresnan et al. (2016: 396) for a simplified presentation of some of Ishikawa’s proposals.
7Note that Beesley & Karttunen (2003) build their system around the operation of concatenation,
whereas Roark & Sproat (2007) argue that the operation of composition is more general and
is to be preferred. Among other considerations, composition gives a more natural finite-state
solution to templatic (root-and-pattern) morphology (Kiraz 2001, Roark & Sproat 2007: 41–44).
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Let’s now turn back to the particular kinds of proposals for phrase-structural
morphology that we saw in Section 3.1. The computational power of phrase-
structural morphology is at least context-free, which is more powerful than re-
quired and corresponds to a higher level in the hierarchy. In other words, rep-
resenting concatenative morphology in a phrase structure format gives the mor-
phological component more potential power than seems justified by linguistic
data. Moreover, once we add f-structure annotations to morphological phrase
structure rules, we are potentially in the yet more powerful class of mildly
context-sensitive languages (Joshi et al. 1991), since wewould have the full power
of LFG. This seems too powerful.

For example, if morphology were mildly context-sensitive, we might expect
to see morphological long-distance dependencies or cross-serial dependencies,
but we are not aware of any morphological phenomena that straightforwardly
demand such analyses. It might seem that phenomena such as circumfixion or
vowel harmony are candidates for morphological long-distance dependencies,
but these can in fact be handled by finite-state means (Beesley & Karttunen 2003).
Some agreement phenomena, like the Ojibwe person discontinuity in (35) below,
might similarly seem long-distance, but are in fact clause-bounded, so we expect
that finite-state morphology (FSM) could handle them. We are aware of so-called
‘long-distance agreement’ (Butt 1993, Bhatt 2005), but we are not aware of any
such case for which there is no viable non-long-distance solution. Lastly, it might
seem that templatic morphology shows a morphological need for an indexed
language (mildly context-sensitive) to line up consonants and vowels properly.
However, it has been shown that a composition-based finite-state approach can
indeed handle templatic morphology (Kiraz 2001, Roark & Sproat 2007).

It should be noted that actual computational work on LFG, in the context of
the Parallel Grammars (ParGram) project (Butt et al. 1999; Forst & King 2023 [this
volume]), uses finite-state morphology, rather than incremental phrase-structure
morphology. Indonesian is among the languages in the ParGram project and does
have productive total reduplication. The ParGram Indonesian grammar only al-
lows for reduplication of words already in the dictionary/lexicon. This means
that the FSM can extract the morphological feature encoded by the reduplica-
tion (because there is a finite vocabulary). However, on encountering a word
for the first time, such a system cannot recognize the reduplication and so can-
not extract the morphological feature encoded.8 Thus, the full productivity of
Indonesian reduplication is not modelled in the ParGram grammar.

In sum, the FSM approach is a restrictive approach that also yields broad cov-
erage of morphological phenomena; for example, see the many case studies in

8We thank Ron Kaplan (p.c.) for discussion of this point. Any remaining errors are our own.
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Roark & Sproat (2007). The restrictiveness of the FSM approach makes it very
attractive, even more so when coupled with the fact that FSM approaches have
revolutionized applications that require morphological analysis, such as spell-
checkers, part-of-speech taggers, and speech recognition and production sys-
tems (Kaplan & Kay 1994, Beesley & Karttunen 2003, Roark & Sproat 2007). Nev-
ertheless, this does notmean that we should conflate theories with their formal or
computational bases. Using an analogy from syntax, the mildly context-sensitive
formalisms of Lexicalized Tree-Adjoining Grammar, Categorial Grammar, and
LFG form a computational equivalence class but nevertheless underpin distinct
theories. As Roark & Sproat (2007) themselves emphasize, theoretical distinc-
tions may matter even if the options are computationally equivalent. For exam-
ple, they consider Tagalog -um- infixation, as in tawag (‘call’) versus tumawag
(‘call (perfective)’). They note that it is computationally “immaterial” from an
FSM perspective whether we conceive of the infix as attaching to t- or to -awag
(Roark & Sproat 2007: 30–31). However, from a theoretical perspective, these
two solutions are clearly not equivalent. In particular, Tagalog um is an infix
in consonant-initial words (with some exceptions, where it cannot appear at all),
but is a prefix in vowel-initial words, such as abot, which becomes umabot (‘reach
for (perfective)’) (Orgun & Sprouse 1999: 204). On theoretical grounds, it there-
fore seems preferable to think of um as attaching to the element to its right, as
McCarthy & Prince (1993) and Orgun & Sprouse (1999) conclude, but to FSM the
two options (dependency on the preceding or following element) are equivalent
and the distinction immaterial.

3.3 Lexical rules

Throughout the early history of LFG, theorists made crucial use of lexical rules,
such as found in Bresnan (1982). These lexical ruleswere almost always employed
to capture argument structure alternations, like passivization. Another way to
think about the effect of lexical rules is that they concern the remapping of gram-
matical functions. These rules frequently had morphological reflexes in addition
to their argument-structure-changing properties, but they also frequently did
not (see the example lexical rules for gerundives in Bresnan et al. 2016: 316–317).
In fairness, these rules were not normally postulated from the point of view of
morphological theory, so the emphasis was not on their morphological reflexes
or how to use them to capture morphological generalizations. Moreover, lexical
rules were not systematically codified into a model that we could discuss explic-
itly here.
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Nevertheless, it was clear that these rules are explicitly non-syntactic. For ex-
ample, in Falk’s textbook they are described thus (Falk 2001: 93):

[A] lexical rule of this kind is not monotonic: it takes existing information
and changes it. This is ruled out in principle in the syntax on grounds of
processing: syntactic information cannot be changed. But a lexical rule is
not a syntactic rule. Lexical rules do not represent on-line processing, but
rather regularities relating stored lexical items. When a lexical rule is ap-
plied productively, the result is stored as a new lexical item. For this reason,
the usual LFG constraint against changing information is inapplicable here.

Falk’s pedagogical point is revealing of an important foundational tenet of LFG:
syntax is monotonic, so no non-monotonicity can be syntactic. It therefore fol-
lows that argument alternations are non-syntactic, since they are non-monotonic.
In other words, allowing the lexical rules to behave non-monotonically shields
the syntax.

On the other hand, Baker (1985) explicitly considers lexical rules from the point
of view of morphological theory, arguing precisely that because GF-rules (argu-
ment structure rules) and word-formation rules align on the same element in
LFG (i.e., the lexical rule as developed in Bresnan 1982), LFG was especially well
equipped to capture the “lexicalist approach” to the Mirror Principle (Baker 1985:
409). To the extent that these lexical rules were codifiable in the categories we
have laid out, these rules often generated affixation as in the types described
by Baker (1985), but most frequently required the power and mechanisms of an
Item-and-Process approach to morphology, especially because they were often
expressed with non-concatenative (frequently null) morphology and were ex-
plicitly both information-adding and information-destroying, the latter of which
cannot be done with concatenation alone.

4 The syntax–morphology interface

Some work on morphologically conditioned syntactic order (e.g., restrictions on
verbal sequences, as found in English ‘affix hopping’; Chomsky 1957) has pro-
posed a structure called m(orphological)-structure to shield f-structure from fea-
tures that are morphological in nature (Butt et al. 1996, Frank & Zaenen 2002).
This unfortunately gives the impression that m-structure is the morphological
component of LFG, but this is not really the case, as we’ll see in Section 4.2. First,
though, we turn to a general framework for the interface between an LFG syntax
and a realizational morphology (Dalrymple 2015). This better sets the context for
the discussion of m-structure.
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4.1 A general framework

Dalrymple (2015) presented a new, systematic approach to realizational morphol-
ogy for LFG (see also Dalrymple et al. 2019: ch. 12). It is clear, though, that themor-
phological output is intended to be something similar or identical to Paradigm
FunctionMorphology (Stump 2001, 2016).We return to that aspect of the Dalrym-
ple analysis in Section 5.1, where we discuss it along with other approaches to
a PFM interface with LFG (Ackerman & Stump 2004, Sadler & Nordlinger 2004,
Spencer 2013, Thomas 2021).

Dalrymple (2015) assumes, following Dalrymple & Mycock (2011), Mycock &
Lowe (2013), that the traditional lexical phonological string is comprised of two
aspects, the s-string which interfaces with c-structure via the 𝜋 correspondence
function and the p-string which interfaces with prosodic structure (via the 𝛽 cor-
respondence function; Dalrymple et al. 2019: 409). This is illustrated explicitly in
Figure 1.

Figure 1: Proposed LFGCorrespondence Architecture. FromDalrymple
& Mycock (2011: 178, (5); see also Dalrymple et al. 2019: 409); used with
permission.

A sample lexical entry for dogs from Dalrymple (2015: 67, (3)) is shown here:9

9This simplified lexical entry sets information structure aside; see Dalrymple (2015: 66).
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(6) s-form
c-structure category
f-description

p-form

(• fm) = dogs
𝜆(𝜋 (•)) = N
(↑ pred) = dog
(↑ num) = pl
/dɔgz/

It is convenient to represent the information in lexical entries as a relation (Dal-
rymple 2015: 67 (4)):

(7) ℒ⟨s-form, p-form, category, f-description⟩
The particular information in (6) can therefore compactly be represented as (Dal-
rymple 2015: 67 (5)):

(8) ℒ⟨dogs, /dɔgz/, N, {(↑ pred) = dog, (↑ num) = pl}⟩
This lexical entry generates the structures and correspondences in Figure 2.

Figure 2: Dogs, contributions to the s-string, c-structure, and f-
structure. Adapted from Dalrymple (2015: 66, (2)); used with permis-
sion.

Dalrymple (2015: 68) assumes, following Spencer (2013), that a lexemic entry
consists of information about the form of the root (and any non-predictable al-
ternations), any syntactic information and requirements, a representation of the
semantics of the lexeme, and an arbitrary unique lexemic index. Dalrymple (2015:
68, (7)) therefore defines a lexemic entry as follows:

(9) Lexemic entry
⟨root & idiosyncratic stem forms, f-description, lexemic index⟩

She gives the following particular examples (Dalrymple 2015: 68 (8–9)):

(10) a. ⟨{root: dog}, { (↑ pred) = dog }, dog1⟩
b. ⟨{root: child; stem1: children}, { (↑ pred) = child }, child1⟩
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The question is how these lexemic entries interact with the morphological com-
ponent to produce complete lexical entries. For example, how does the lexemic
entry for dog1 produce the lexical entry (8)?

The answer is illustrated in the diagram in Figure 3. The realization of the
s-string form (s-form) and the p-string form (p-form) are handled by the mor-
phological realization function, 𝑅, which also contributes morphological features
(m-features) based on the ID of the lexemic entry (LI). The morphosyntactic de-
scription function,𝐷, uses the m-features to represent the syntactic category and
morphologically contributed f-description. The final lexical entry has the s-form
and p-form that are computed by the realization function 𝑅 (based on the m-
features), the syntactic category that is computed by the description function 𝐷
(again based on the m-features), and the f-description that is the union of the
lexically contributed f-description from 𝐿𝐸 and the morphologically contributed
f-description from 𝐷.

The relations between the different elements can be illustrated in a logic-pro-
gramming-style representation, as in Figure 4. This representation reveals some
redundancy. In particular, it’s not clear why 𝑅 and 𝐷 each need access to both
the lexemic index (LI) and the set of m-features (M), especially given that Mmust
be computed based on LI. A more streamlined representation would eliminate
LI from 𝐷. It would certainly be theoretically elegant if the set of m-features
was sufficient to determine the category C and the morphologically contributed
f-description G. However, there are empirical cases that show that 𝐷 must be
directly conditioned on LI, such as the syntactically singular but morphologically
plural measles (Dalrymple 2015: 75).

As we mentioned above, Dalrymple’s (2015) model is not a theory of morphol-
ogy, but rather a theory of the interface between syntax and morphology. Nev-
ertheless, it is most compatible with a morphological theory that is lexemic, is
Word-and-Paradigm, and assumes Strong Lexicalism.

4.2 M-structure

As noted above, Dalrymple (2015) sees her framework as a general framework for
realizational morphology and it is a feature of the approach that it is very much
backwards-compatible with existing LFG proposals about morphological condi-
tioning of syntax, such as the proposals for adding a m(orphological)-structure
to the Correspondence Architecture proposed by Butt et al. (1996) and Frank &
Zaenen (2002), which are both LFG accounts of affix ordering restrictions (e.g.,
English ‘affix hopping’). The main distinction between the two proposals is that
the first holds that m-structure is projected from c-structure (Butt et al. 1996),
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Figure 3: How the set of lexical entries, ℒ, is computed from the set of
lexemic entries, 𝐿𝐸, using a morphological realization function, 𝑅, and
a description function, 𝐷 (Dalrymple 2015: 70 (15); used with permis-
sion)

Figure 4: Logic-programming-style representation of the relations be-
tween ℒ, 𝐿𝐸, 𝑅, and 𝐷

whereas the second holds that m-structure is projected from f-structure (Frank
& Zaenen 2002).

The morphological entry (m-entry), i.e. instance of 𝑅, based on Butt et al. for
swimming is shown here:

(11) 𝑅⟨swim1, swimming, /swɪmɪŋ/, {m-cat:verb, m-vform:prespart}⟩
The relevant 𝐷 mapping would then be:

(12) m-vform:prespart
𝐷⇒ {(∗̂𝜇 vform) = prespart, (↑ aspect) = prog)}

Given the samem-entry in (11), the relevant𝐷 mapping based on Frank & Zaenen
would instead be:
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(13) m-vform:prespart
𝐷⇒ {(𝜙(∗̂)𝜇 vform) = prespart, (↑ aspect) = prog)}

We have represented things this way for maximum comparability with (12), but
𝜙(∗̂) is just ↑, so we could have written ↑𝜇 instead:

(14) m-vform:prespart
𝐷⇒ {(↑𝜇 vform) = prespart, (↑ aspect) = prog)}

Note that there are other differences between the Butt et al. theory and the Frank
& Zaenen theory, but we’ve kept things as simple as possible for direct compari-
son. See Dalrymple (2015) for further details regarding both of these approaches
to m-structure. It’s important to realize, though, that m-structure concerns mor-
phological conditioning on syntactic order and is not a theory of morphology per
se. However, we have seen that the Dalrymple (2015) framework, which can pro-
vide the foundation for a theory of morphology, accommodates both approaches.
This demonstrates the Dalrymple framework’s generality. M-structure is most
compatible with a morphological theory that is lexemic, is Word-and-Paradigm,
and assumes Strong Lexicalism.

5 Realizational morphology and LFG

As noted in Section 2.5, realizational morphology is done today in three major
ways:

1. Theword-based approach, such as Paradigm FunctionMorphology (Stump
2001, 2016, Spencer 2013).

2. The morpheme-based approach, such as Distributed Morphology (Halle &
Marantz 1993) and Nanosyntax (Starke 2009, Caha 2009)

3. The construction-based approach, such as ConstructionMorphology (Booij
2010) or Optimal Construction Morphology (Caballero 2008)

To our knowledge, neither Construction Morphology nor Optimal Construction
Morphology has been interfacedwith LFG, sowe set them aside here.We focus in
particular on PFM and DM interfaces to LFG. PFM and LFG have a history going
back at least to Sadler & Spencer (2004). There has also been renewed interest in
PFM+LFG (Dalrymple 2015, Dalrymple et al. 2019), as well as recent interest in
DM+LFG (Melchin et al. 2020, Asudeh et al. 2021, Everdell et al. 2021, Asudeh &
Siddiqi 2022).
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5.1 LFG interfaced with PFM

The first attempts to interface LFG with Paradigm Function Morphology (Stump
2001, 2016, Spencer 2013) were undertaken by Sadler & Nordlinger (2004, 2006)
to account for highly complex case-stacking in certain Australian languages and
by Ackerman & Stump (2004) to deal with the general problem of periphrasis.
However, the complexity of the data and phenomena involved precluded either
of these collaborations from simultaneously providing a general theory of re-
alizational morphology for LFG. As we have seen, steps in that direction were
taken by Dalrymple (2015) and Dalrymple et al. (2019). Although the Dalrymple
framework is general and not specifically geared towards PFM, there is a deep
compatibility between LFG’s version of Strong Lexicalism, the Lexical Integrity
Principle (see (38) below), and PFM. As Dalrymple (2015) presumably wishes to
preserve Lexical Integrity/Strong Lexicalism — the traditional/default stance in
LFG theory — then it is natural that she envisages a word-based morphology.
Thomas (2021: 22) aptly sums up this underlying compatibility as follows:

Unlike many other theories of morphology, the concept of a ‘morpheme’
is irrelevant to PFM: there is no conception of a form-meaning pair below
the level of the word, as only fully inflected forms are associated with mor-
phosyntactic property sets. This aligns with the Lexical Integrity Principle
of LFG, by which terminal nodes must correspond to fully inflected words,
rather than to morphemes or other sub-word elements.

If one wishes to retain LFG’s Strong Lexicalism, such that the fundamental build-
ing blocks of syntax are words, then it makes sense to interface the syntax with a
word-based theory of morphology. And PFM is arguably the most formally well-
developed realizational, word-based morphological theory, making it a natural
choice. Indeed Thomas (2021: 23) notes in passing that PFM’s rigorous formaliza-
tion offers another natural point of compatibility between PFM and LFG: “PFM
also shares with LFG a commitment to being formally explicit and rigorously
testable, as well as computationally implementable.”

PFM’s fundamental claim is that lexemes are represented as pairs of a form
and a set of morphological properties (captured as features). Thus, in ⟨X,𝜎⟩, X is
the form and 𝜎 is the set of properties. A paradigm function relates the lexeme to
its inflectional realizations, by mapping the input form to an output form given
the morphological properties:

(15) ⟨X,𝜎⟩ 𝑓⟶ ⟨Y,𝜎⟩
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These paradigm functions are defined in terms of realization rules, which consist
of rules of exponence and rules of referral. Rules of exponence realize the property
set directly. Rules of referral instead refer the realization of their property sets to
one or more other realization rules. There is a limited number of additional rule
types; furthermore Stump’s (2001) notion of paradigm has been refined in Stump
(2016), which is typically called PFM2. However, this simple account will have to
serve our purposes.

The realization rules in PFM are arranged into ordered rule blocks; however,
there is no ordering within blocks. Given Panini’s principle, the effect of block or-
dering mimics concatenation, but allows a morphologically synthetic form (port-
manteau10) to block a morphologically analytic form. Selection of the correct
rule in any given block is governed by Paninian blocking: the most specific rule
that can apply in any given rule block must apply. PFM also assumes a principle
called the Identity Function Default (IFD), which states that the identity function
is a member of every rule block: If no other rule applies, the output is identical
to the input.

This is exemplified by the following rules for Swahili future and past tenses
(Stewart & Stump 2007: 402–403), which Thomas (2021: 22) presents in simplified
form.11 We have adapted the representation for maximal consistency with (15)
above.

(16) Block A ⟨X,𝜎 :{cat:verb,tns:fut}⟩ ⟶ ⟨taX,𝜎⟩
⟨X,𝜎 :{cat:verb,tns:past}⟩ ⟶ ⟨liX,𝜎⟩
⟨X,𝜎 :{cat:verb,pol:neg,tns:past}⟩ ⟶ ⟨kuX,𝜎⟩

Block B ⟨X,𝜎 :{cat:verb,agr(su):{pers:1,num:sg}}⟩ ⟶ ⟨niX,𝜎⟩
⟨X,𝜎 :{cat:verb,agr(su):{pers:2,num:sg}}⟩ ⟶ ⟨uX,𝜎⟩
⟨X,𝜎 :{cat:verb,agr(su):{pers:3,num:sg},gen:{1,2}}⟩ ⟶ ⟨aX,𝜎⟩
⟨X,𝜎 :{cat:verb,agr(su):{pers:1,num:pl}}⟩ ⟶ ⟨tuX,𝜎⟩
⟨X,𝜎 :{cat:verb,agr(su):{pers:2,num:pl}}⟩ ⟶ ⟨mX,𝜎⟩
⟨X,𝜎 :{cat:verb,agr(su):{pers:3,num:pl},gen:{1,2}}⟩ ⟶ ⟨waX,𝜎⟩

Block C ⟨X,{cat:verb, pol:neg}⟩ ⟶ ⟨haX,𝜎⟩
Recall that the identity function, ⟨X,𝜎⟩⟶ ⟨X,𝜎⟩, is a member of every rule block,
according to the IFD. Thus, we see for example, that the negated third singular
past tense form is correctly predicted to be ha-a-ku-root and not *ha-a-li-root,

10Note that, in this literature, the term portmanteau has a more restrictive use than how we use
it here. What we have been calling a portmanteau would be called cumulative exponence.

11The simplification does not account for all the nuances of the paradigms that are captured by
the rules in Stewart & Stump (2007).
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because the portmanteau form ku expresses both the past tense and the negation.
From Block A, then, the third rule must be chosen. From Block B, the third rule
best expresses the features. Lastly, the rule in Block C can apply, given the input
features. The result is the well-formed ha-a-ku-root, which undergoes phono-
logical shortening to ha-ku-root.

Sadler & Nordlinger (2004) presented an LFG interface to PFM for case-stack-
ing in Australian languages that display that phenomenon (e.g., Kayardild, Mar-
tuthunira, Thalanyji, Wambaya). Sadler & Nordlinger (2006) subsequently pre-
sented the actual PFM morphology, i.e. realization, of case-stacking morphol-
ogy. The two papers together constitute an instance of LFG interfaced with PFM.
Sadler & Nordlinger (2004: 172–180) provide a detailed analysis of the following
example from Martuthunira (Dench 1995: 60, (3.15)):

(17) Martuthunira
Ngayu
I

nhawu-lha
saw-pst

ngurnu
that.acc

tharnta-a
euro-acc

mirtily-marta-a
joey-prop-acc

thara-ngka-marta-a.
pouch-loc-prop-acc
1 saw the euro with a joey in (its) pouch.

Sadler & Nordlinger (2004: 174, (28)) provide the following lexemic entry12 for
the word tharangkamartaa in (17):

(18) ⟨thara, {Case𝐶 : loc, {Case𝐶 : prop, {Case𝐶 : acc}}}⟩
Sadler & Nordlinger (2004: 174, (25)) provide the following interpretations of
these case features:13

(19) M-feature F-description
Case𝐶 : loc (↑ case) = loc

(adjloc ∈ ↑)
Case𝐶 : prop (↑ case) = prop

(adjprop ∈ ↑)
Case𝐶 : acc (↑ case) = acc

(obj ↑)

12We use the terminology of Dalrymple 2015; see Section 4 above.
13Their table does not include acc but what its entry should be is clear from their (30) (Sadler
& Nordlinger 2004: 175). Also, we have adjusted for the feature adj being set-valued by using
the symbol ∈.
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In the Dalrymple (2015) notation this would be:14

(20) 𝐿𝐸⟨{root: pouch}, {(↑ pred) = pouch}, pouch1⟩
𝑅⟨pouch1, tharangkamartaa, /ta̪raŋkamaʈaa/,

m-features:{m-cat:n, m-case: loc, {m-case: prop, {m-case: acc}}}⟩
𝐷⟨pouch1, m-features, N, (↑ num) = sg

(↑ case) = loc
(adjloc ∈ ↑)
((adjloc ∈ ↑) case) = prop
(adjprop ∈ adjloc ∈ ↑)
(((adjprop ∈ adjloc ∈ ↑)) case) = acc
(obj adjprop ∈ adjloc ∈ ↑)⟩

ℒ⟨tharangkamartaa, /ta̪raŋkamaʈaa/,
N, {(↑ pred) = pouch

(↑ num) = sg
(↑ case) = loc
(adjloc ∈ ↑)
((adjloc ∈ ↑) case) = prop
(adjprop ∈ adjloc ∈ ↑)
(((adjprop ∈ adjloc ∈ ↑)) case) = acc
(obj adjprop ∈ adjloc ∈ ↑)}⟩

This complex lexical entry ℒtharangkamartaa licenses the following f-structure:

(21) ⎡⎢⎢⎢⎢
⎣

obj

⎡⎢⎢⎢⎢
⎣

case acc

adjprop

⎧⎪
⎨⎪⎩

⎡⎢⎢⎢
⎣

case prop

adjloc {[
pred pouch
num sg
case loc

]}
⎤⎥⎥⎥
⎦

⎫⎪
⎬⎪⎭

⎤⎥⎥⎥⎥
⎦

⎤⎥⎥⎥⎥
⎦

Thus, we can observe that the Dalrymple (2015) notation accurately reconstructs
the intended f-structure from Sadler & Nordlinger (2004: 178, (36)).15

However, some work remains to be done. How is the realization of tharangka-
martaa determined based on the root, lexemic ID, and the m-features? The Dal-
rymple (2015) framework is silent on this issue, because it is meant to be a general

14The (↑ num) = sg part of the f-description occurs by default, following the assumption in
Dalrymple (2015: 76) that singular number is the default for nouns (i.e., m-cat:n in the absence
of m-num introduces the f-description {(↑ num) = sg}).

15Modulo our use of ∈, which they simplify away, and the [num sg], which comes from Dalrym-
ple’s default; see footnote 14 above.
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interface between LFG syntax and realizational morphology. In order to preserve
its generality, the framework remains silent on the question of exponence. As
mentioned above, Sadler & Nordlinger (2006) provide a PFM account, which we
can plug into the Dalrymple framework. Adapting their proposal (Sadler & Nord-
linger 2004: 471, 23) — which in any case is for Kayardild, not Martuthunira —
we get the following case rule block, using the Dalrymple (2015) 𝑅 function:

(22) a. 𝑅⟨pouch1, tharangka, /ta̪raŋka/,
{m-cat:n, m-case: loc}⟩

b. 𝑅⟨pouch1, tharangkamarta, /ta̪raŋkamaʈa/,
{m-cat:n, m-case: prop}⟩

c. 𝑅⟨pouch1, tharangkamartaa, /ta̪raŋkamaʈaa/,
{m-cat:n, m-case: acc}⟩

The effect of these functions on the s-form can be captured in the following sim-
plified PFM representation, based on (15).16

(23) ⟨X,𝜎 :{m-cat:n, m-case:loc}⟩ ⟶ ⟨Xngka,𝜎⟩
⟨X,𝜎 :{m-cat:n, m-case:prop}⟩ ⟶ ⟨Xmarta,𝜎⟩
⟨X,𝜎 :{m-cat:n, m-case:acc}⟩ ⟶ ⟨Xa,𝜎⟩

In other words, in the context of the features m-cat:n and m-case:loc, the in-
put exponent becomes extended with additional morphological information, the
suffix ngka. In the context of the features m-cat:n and m-case:prop, the input ex-
ponent becomes extended with additional morphological information, the suffix
marta. And, in the context of the features m-cat:n and m-case:acc, the input ex-
ponent becomes extended with additional morphological information, the suffix
a.

In sum, much work in LFG has adopted Paradigm Function Morphology as its
morphological theory. PFM is an inferential-realizational theory of morphology.
It is lexemic, it is Word-and-Paradigm, and it assumes Strong Lexicalism.

5.2 The targets of exponence

What realizational theories have in common is that morphology realizes things;
what they don’t have in common is what those things are. In a paradigm model,
like PFM,morphology realizes a lexeme and a valuation of a fixed set of attributes.

16Note that the simplified formalization in (23) does not account for the set-based embedding
in (17) above. But it should be easy enough to replace the second coordinate of the input to
their function with contains(𝑓 ), where contains is a function that recursively searches 𝜎 for
its argument, 𝑓 , a feature, e.g. m-case:loc.
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19 Morphology in LFG

It must be a fixed set of attributes, by definition of a paradigm. As Spencer (2013)
notes:

On this […] conception we abstract away from actual word forms and just
consider the set of oppositions or contrasts that are available in principle to
a lexeme. (Spencer 2013: 9)

“The set of cells embodying the set of oppositions open to a lexeme” is what
Spencer (2013: 9) calls the property paradigm. It’s this abstraction, the property
paradigm, that is realized by word forms (the form paradigm) in what Spencer
calls the form-property paradigm (Spencer 2013: 9). In this kind of conception, in
order to preserve Strong Lexicalism one must simply have an intervening func-
tion that maps a lexeme to a syntactic word:

(24) form-property paradigm
𝑓⟶ set of instantiated lexical entries for syntax

The mapping 𝑓 can be a structured mapping, if there are features of the map-
ping itself that the grammar needs to refer to. This could be represented as an
attribute-value matrix. In other words, m-structure (see above) is one possible
characterization of the structured mapping 𝑓 . And an AVM is also indeed how
Spencer (2013) models the structured mapping 𝑓 ; see Figure 5. This paradigm
shows the lexeme delat′ (‘make’) from Russian, which has stem alternants in
the present (delaj-), infinitive (dela-), and predicative adjective (delal-).

Ackerman & Stump (2004) make an antecedent proposal to that of Spencer
(2013) which is very similar, although not as well-developed (as a consequence
of the former being a paper and the latter a monograph). However, it is worth
reading the following passage from Ackerman & Stump (2004) to get a different
perspective on the form-property paradigm of Spencer (2013), especially because
it refers more directly to LFG structures:

In distinguishing a lexeme’s content-theoretic aspects from its form-theo-
retic aspects, we will pursue an innovative conception of the lexicon and
its relation to c-structure, f-structure, and morphological realization. On
this conception, a language’s lexicon is bipartite with respect to content
and form: one part of its lexicon is its lexemicon, whose individual en-
tries are lexemes bearing lexical meanings: the complementary part is its
radicon, whose individual entries are roots, i.e. elements of form. Every
member L of a language’s lexemicon has an associated content-paradigm
C-P(L) such that each cell in C-P(L) consists of the pairing of L with a com-
plete set of morphosyntactic properties; we refer to any such pairing as a
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content-cell. Crucially, content-cells represent ensembles of semantically
interpretable information. In contrast, every member r of a language’s radi-
con has an associated form-paradigm F-P(r) such that each cell in F-P(r)
consists of the pairing of r with a set of differentiating morphosyntactic
property labels; we refer to any such pairing as a form-cell. A language’s
paradigms of form-cells house the information necessary to deduce the
morphological realization of the cells in that language’s content-paradigms.
(Ackerman & Stump 2004: 117–118)

Although their terminology is different, there are obvious correspondences
with Spencer (2013). Ackerman & Stump (2004) assume that a lexicon con-
sists of two parts. The first part is the lexemicon, which “has an associated
content-paradigm”. Their content-paradigm corresponds to Spencer’s prop-
erty paradigm. The second part of the lexicon for Ackerman & Stump (2004) is

Figure 5: The form-property paradigm for Russian delat′ (‘make’).
From Spencer (2013: 263, (56)); used with permission.
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19 Morphology in LFG

the radicon, which “has an associated form-paradigm”. Their form-paradigm
corresponds to Spencer’s form paradigm. Taken together, then, Ackerman &
Stump’s (2004) lexicon is equivalent to a set of Spencer’s (2013) form-property
paradigms. As a consequence, the mapping in (24) above also accurately char-
acterizes the Ackerman & Stump (2004) proposal, which is about periphrasis —
when a paradigm cell is filled by more than one word. Further work in this vein
can be found in, e.g., Ackerman et al. (2011) and Spencer (2015). We have cho-
sen to describe the Spencer (2013) and Ackerman & Stump (2004) work because
of their close connection to LFG, but PFM2 (Stump 2016) incorporates similar
principles.

The important takeaway here is that in lexemic morphology there is a map-
ping (structured or not) from an abstract property paradigm — whose features
are purely morphological — to syntax. One could imagine instead having mor-
phology realize the syntactic representation(s) directly, which is the approach
taken in Distributed Morphology (DM; Halle & Marantz 1993), and theories like
it (e.g., Nanosyntax; Starke 2009, Caha 2009). This comes at the expense of (at
least some of) Strong Lexicalism, as discussed below in reference to (38), but it
does away with the abstraction of the property paradigm. In a morphemic model,
like DM, morphology realizes the information in the terminals of some syntac-
tic representation. There will necessarily be information about syntax, but also
possibly about semantics and other aspects of grammar (if they are modelled
separately).

5.3 LFG interfaced with DM

In Section 5.1, we explored LFG paired with PFM, an inferential-realizational
framework for morphology. In this section, we see LFG paired with Dis-
tributed Morphology, a lexical-realizational framework. This combination is
called Lexical-Realizational Functional Grammar (LRFG; Asudeh & Siddiqi 2016,
Melchin et al. 2020, Everdell et al. 2021, Asudeh & Siddiqi forthcoming). LRFG
accomplishes this synthesis of LFG and DM by mapping information from the
c-structure to a realization, or exponent, called vocabulary structure.

Importantly, LRFG assumes that c-structure terminals are not words, but just
grammatical and semantic information, with no associated information about the
form (e.g., s-form; see Section 4.1) included in the c-structure. This fact, together
with the fact that LRFG follows DM in postulating highly articulated morpholog-
ical structure, differentiates LRFG c-structures from LFG c-structures. However,
LRFG uses the LFG formal machinery and assumes the same kinds of annotated
c-structure rules. In LRFG, the categorial information in c-structure preterminals
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and the other information in c-structure terminals are realized by LRFG’s 𝜈 corre-
spondence function as v(ocabulary)-structures. Since LRFG assumes a version of
LFG’s Correspondence Architecture (Kaplan 1989, 1995), the information that v-
structures express is not purely syntactic. V-structures also express information
about semantics (encoded in Glue Semantics meaning constructors: see Asudeh
2023 [this volume]) and can indeed express information structure or any other
aspect of grammar that is encoded in distinct modules in the Correspondence
Architecture.

LRFG seeks to add to LFG’s strengths in accounting for nonconfigurationality
by adding DM’s strengths in accounting for polysynthesis. These two properties
co-occur with some frequency in non-European languages. LRFG also seeks to ac-
count for highly agglutinative languages like Finnish and Turkish. Additionally,
because the realizational module, v-structure, interfaces with prosodic structure,
LRFG draws on existing LFG work, especially Bögel (2015), on clitic ordering and
extends it to affixation. Asudeh et al. (2022) develops the interface between v-
structure and p(rosodic)-structure (by the 𝜌 correspondence function) and the
mapping from p-structure to the p(honological)-string (by the 𝑜 correspondence
function).

Figure 6: LRFG’s version of LFG’s Correspondence Architecture. From
Melchin et al. (2020: 271); used with permission.

LRFG’s version of LFG’s Correspondence Architecture is shown in Figure 6,
which shows that there is a lot shared between LRFG and LFG. However, there
is no lexicon feeding the c-structure in LRFG. Rather, there is a Vocabulary in
LRFG that consists of a set of mappings from n-tuples that contain categorial in-
formation and an f-description to vocabulary structures that realize the content
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of the input. In recent LRFG work on morphosemantics (Asudeh & Siddiqi 2022),
we suggest that, for the purposes of the 𝜈-mapping, the f-description could be
usefully partitioned into a set consisting of information about non-f-structural
aspects of the grammar (in particular, Glue meaning constructors for composi-
tional semantics) and the set consisting of the rest of the f-description, which is
information about f-structure.17 The following example shows Vocabulary Items
(VIs) for Ojibwe and English roots for see (Asudeh & Siddiqi 2022):18

(25) Ojibwe
⟨ [√ ], Φ{(↑ pred) = see}, {see ∶ (↑ obj)𝜎 ⊸ (↑ subj)𝜎 ⊸ ↑𝜎 } ⟩

𝜈−→ waab

(26) English
⟨ [√ ], Φ{(↑ pred) = see}, {see ∶ (↑ obj)𝜎 ⊸ (↑ subj)𝜎 ⊸ ↑𝜎 } ⟩

𝜈−→ see

The first coordinate of the input is a list of c-structure categories, typically
of length 1. However, it is actually an ordered list of preterminals from the c-
structure, such that the list can be longer in cases of spanning (Ramchand 2008,
Haugen & Siddiqi 2016, Svenonius 2016, Merchant 2015), which is used in some
versions of DM for portmanteau phenomena. The result is similar to the Lexical
Sharing model proposed for LFG by Wescoat (2002, 2005, 2007), but maintains,
like DM, that the complex internal structures of words are part of syntax.

In the cases above, the list is of length 1 and has the sole category √ , the
category of all roots. The second coordinate uses the bridging function, Φ, to map
the f-description to the set of f-structures that it describes. The third coordinate
is not subject to Φ and contains semantic information modelled in Glue meaning
constructors.

Meaning constructors are pairs of terms from two logics (the colon is an unin-
terpreted pairing symbol):

(27) ℳ ∶ 𝐺
ℳ is an expression of themeaning language—anything that supports the lambda
calculus. 𝐺 is an expression of linear logic (Girard 1987), which specifies semantic
composition based on a syntactic parse that instantiates the general terms in 𝐺
to a specific syntactic structure.

The meaning constructors serve as premises in a linear logic proof of the com-
positional semantics. Consider example (28).

17The new third coordinate could potentially also include i-structural information; or perhaps
this would be better captured in a separate fourth coordinate. We plan to explore this in future
work.

18We will present the bridging function, Φ, shortly.
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(28) Alex likes Blake.

We obtain the following meaning constructors from the relevant VIs.

(29) Meaning constructors: alex ∶ 𝑎
blake ∶ 𝑏
𝜆𝑦.𝜆𝑥.like(𝑦)(𝑥) ∶ 𝑏⊸ 𝑎⊸ 𝑙

Note that 𝜆𝑦.𝜆𝑥.like(𝑦)(𝑥) is 𝜂-equivalent to just like, but it is useful to use the
expanded form to make the structure of the following proof more obvious.

(30)

alex ∶ 𝑎
𝜆𝑦.𝜆𝑥.like(𝑦)(𝑥) ∶ 𝑏⊸ 𝑎⊸ 𝑙 blake ∶ 𝑏

𝜆𝑥.like(blake)(𝑥) ∶ 𝑎⊸ 𝑙
like(blake)(alex) ∶ 𝑙

In the proof, the meaning constructors in (29) are shown in boxes to aid the
reader less familiar with Glue; this is not a part of the proof as such. It highlights
themeaning constructors versus the compositionally derivedmeanings. For brief
overviews of Glue Semantics, see Asudeh (2022); Asudeh 2023 [this volume].

Recall the Vocabulary Item for Ojibwe waab in (25):

(31) ⟨ [√ ], Φ{(↑ pred) = see}, {see ∶ (↑ obj)𝜎 ⊸ (↑ subj)𝜎 ⊸ ↑𝜎 } ⟩
𝜈−→ waab

This information can be represented as follows in a c-structure:

(32)

The c-structure is licensed by c-structure rules of the usual kind, but contain-
ing categories like √ , which are less familiar in LFG. Thus, the annotated c-
structure rule for licensing (32) in a c-structure would be as follows, leaving the
mother category underspecified and similarly the sister of √ :

(33) X𝑛 ⟶ √↑=↓
X𝑚, 𝑚≤𝑛

↑=↓
Note that it is X𝑚 that projects the c-structure mother X𝑛 in a co-head structure
with √ . Thus, X is necessarily a functional category (Bresnan et al. 2016: ch. 6).

In short, we can think of the lefthand side of a Vocabulary Item as a tree ad-
missibility condition (McCawley 1968) on a subtree whose preterminal yield is
the list of categories in the first coordinate of the 𝜈 function such that the f-
description in the second coordinate and the meaning constructors in the third
are the union of its terminal yield. Alternatively, we can think of it in terms of
terminal expansions, such as:
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(34) √ ⟶ {{(↑ pred) = see, see ∶ (↑ obj)𝜎 ⊸ (↑ subj)𝜎 ⊸ ↑𝜎 },
⋮ }

We prefer the tree admissibility route, but observe that whether we go that route
or the terminal expansion route, there is no information about form in the input
side of the Vocabulary Item. That is the job of the 𝜈 correspondence function.
Recall that 𝜈 maps the information in c-structure terminals and c-structure cate-
gorial information to v-structures, as shown in (25–26).

Here is an example from Ojibwe (Anishinaabemowin, Algonquian; Melchin et
al. 2020: 288):

(35) Ojibwe
gi-
2

gii-
pst

waab
see

-am
vta

-igw
inv

-naan
1pl

-ag
3pl

‘They saw us(incl).’

The LRFG c-structure and f-structure and the 𝜈 correspondence from c-structure
to v-structure are shown in Figure 7 (Melchin et al. 2020: 288). Note that we have
only shown the form part of each v-structure, and only using an orthographic
rather than phonemic representation. V-structures also minimally contain pro-
sodic information — such as information about phonological dependency (e.g.,
for clisis) and the identity of the host (e.g., for affixation) — and any purely mor-
phological information (e.g., inflectional class). Asudeh et al. (2022) propose the
v-structure representation that is schematized in (36).

(36) ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎣

phon(ological)
rep(resentation) phonological realization & conditions

p(rosodic)frame prosodic unit
p(rosodic)level 1|2
dep(endence) {left,right}
class {inflectional classes}
type verbal|nominal|adjectival

host

⎡⎢⎢⎢⎢⎢
⎣

identity aunt|niece

⎧⎪
⎨⎪
⎩

⎡⎢⎢⎢⎢
⎣

phon.rep …
pframe …
plevel …
class …
type …

⎤⎥⎥⎥⎥
⎦

⎫⎪
⎬⎪
⎭

⎤⎥⎥⎥⎥⎥
⎦

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦
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A v-structure is thus a feature structure that minimally contains information
about form and morphophonology (phon.rep, pframe, plevel, and dep), prop-
erly morphological information (class, type), and morphosyntactic information
about its host, where relevant. All features can be left underspecified (i.e., when
they are not mentioned in the description that defines the v-structure).

The obvious point of contrast between LRFG and LFG concerns the Lexicalist
Hypothesis (Chomsky 1970, Lapointe 1980):

(37) Lexicalist Hypothesis
No syntactic rule can refer to elements of morphological structure.
(Lapointe 1980: 8)

In LFG, this is captured in the Lexical Integrity Principle, through formulations
like the following:

(38) Lexical Integrity
Morphologically complete words are leaves of the c-structure tree, and
each leaf corresponds to one and only one c-structure node.
(Bresnan et al. 2016: 92)

This statement has two parts:

1. LRFG upholds the part that states that “each leaf corresponds to one and
only one c-structure node”.

2. LRFG rejects the part that states that “morphologically complete words are
leaves of the c-structure tree”.

Clearly, the c-structure leaves/terminals in LRFG are not “morphologically com-
plete words”. The c-structure leaves/terminals are feature bundles that map to
form, but the form itself is not part of the terminal node; hence 2. Yet there is
never multidominance in an LRFG c-structure; hence 1.

However, notice that the notion morphologically complete word is left unana-
lyzed in the definition in (38). In fact, it is far from clear that “morphologically
complete word” is a coherent notion (for discussion, see e.g., Anderson 1982). The
essential problem is that there are multiple relevant notions of wordhood, and
they don’t align on a single type of object that we can point to and unambigu-
ously and confidently call a word (Di Sciullo & Williams 1987).19 In fact, there
can be mismatches between the phonological, syntactic, and semantic aspects
of words (Marantz 1997). Of course, the LFG Correspondence Architecture is de-
signed around the notion of mismatches between modules, which is carried over
into LRFG.

19This is a long and broad discussion that we cannot possibly do justice to here.
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5.3.1 Conditions on exponence

Recall that the exponence function (
𝜈−→) maps a triple to a v-structure. The first

argument of the triple is a list of preterminal categories, typically of length 1,
which are taken in the linear order they appear in the tree. The second argument
is itself a function, Φ, which maps an f-description to the set of f-structures that
satisfy the description; i.e. Φ(𝑑 ∈ 𝐷) = {𝑓 ∈ 𝐹 | 𝑓 ⊧ 𝑑}, where 𝐷 is the set of valid
f-descriptions and 𝐹 is the set of f-structures.20 The third argument is a set that
includes meaning constructors from Glue Semantics (Glue; Dalrymple 1999, 2001,
Dalrymple et al. 2019, Asudeh 2012, 2022).

Let 𝑉 𝑖 be the domain of the exponence function 𝜈 in some language 𝐿, i.e. the
set of inputs to Vocabulary Items in 𝐿. We write 𝑉 𝑖(𝛼) to indicate the domain of
some particular Vocabulary Item, 𝛼 . We write 𝜋𝑛(𝑉 𝑖(𝛼)) to indicate the 𝑛th pro-
jection of 𝑉 𝑖(𝛼). For example, 𝜋1(𝑉 𝑖(𝛼)) returns the c-structure list in the first
projection of the input to Vocabulary Item 𝛼 .21 The following conditions on ex-
ponence hold based on the input side of the 𝜈 correspondence function (Asudeh
& Siddiqi 2022).22

(39) MostInformative𝑐(𝛼, 𝛽) returns whichever of 𝛼 ,𝛽 has the longest list of
overlapping c-structure categories.
Intuition. Prefer portmanteau forms, whenever possible, on c-structural
grounds. Choose the VI that realizes the greater list of categories.

Formalization. We define a function span that compares two lists for
overlap.23

Given two Vocabulary Items, 𝛼 and 𝛽 ,

MostInformative𝑐(𝛼, 𝛽) =
⎧
⎨
⎩

𝛼 if 𝜋1(𝑉 𝑖(𝛼)) = 𝑓 ∧ 𝜋1(𝑉 𝑖(𝛽)) = 𝑔 ∧ span(𝑓 , 𝑔)
𝛽 if 𝜋1(𝑉 𝑖(𝛼)) = 𝑓 ∧ 𝜋1(𝑉 𝑖(𝛽)) = 𝑔 ∧ span(𝑔, 𝑓 )
⊥ otherwise

(40) MostInformative𝑓 (𝛼, 𝛽) returns whichever of 𝛼 ,𝛽 has the most specific
f-structure in the set of f-structures returned by Φ applied to 𝛼/𝛽’s
collected f-description.

20We thank Ron Kaplan (p.c.) for discussion of this point. Any remaining errors are our own.
21This 𝜋 is just standard notation for retrieving arguments to functions and should not be mis-
taken for a correspondence function.

22Note that all these conditions are Paninian, as is typical in morphological analysis. The analog
in PFM is actually called Panini’s Principle (Stump 2001) and in DM it is called the Subset
Principle (Halle & Marantz 1993).

23 Asudeh & Siddiqi (2022) define span as follows:

span(list1, list2) = {first(list1) = first(list2) ∧ span(rest(list1), rest(list2))
list1 ≠ elist ∧ list2 = elist
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Intuition. Prefer portmanteau forms, whenever possible, on f-structural
grounds. Choose the VI that defines an f-structure that contains the
greater set of features.

Formalization. The proper subsumption relation on f-structures (Bresnan
et al. 2016: ch. 5) is used to capture the intuition.
Given two VIs, 𝛼 and 𝛽 ,

MostInformative𝑓 (𝛼, 𝛽) =
⎧
⎨
⎩

𝛼 if ∃𝑓 ∀𝑔.𝑓 ∈ 𝜋2(𝑉 𝑖(𝛼)) ∧ 𝑔 ∈ 𝜋2(𝑉 𝑖(𝛽)) ∧ 𝑔 ⊏ 𝑓
𝛽 if ∃𝑓 ∀𝑔.𝑓 ∈ 𝜋2(𝑉 𝑖(𝛽)) ∧ 𝑔 ∈ 𝜋2(𝑉 𝑖(𝛼)) ∧ 𝑔 ⊏ 𝑓
⊥ otherwise

(41) MostInformative𝑠(𝛼, 𝛽) returns whichever Vocabulary Item has the more
specific meaning.
Intuition. Prefer portmanteau forms, wherever possible, on semantic
grounds. Choose the VI whose denotation is more semantically
contentful.
Formalization. The proper subset relation on set-denoting expressions is
used to capture the intuition.
Given two Vocabulary Items, 𝛼 and 𝛽 ,

MostInformative𝑠(𝛼, 𝛽) =
⎧
⎨
⎩

𝛼 if 𝑓 = 𝜋3(𝑉 𝑖(𝛼)) ∧ 𝑔 = 𝜋3(𝑉 𝑖(𝛽)) ∧ J𝑓 K ⊂ J𝑔K
𝛽 if 𝑓 = 𝜋3(𝑉 𝑖(𝛼)) ∧ 𝑔 = 𝜋3(𝑉 𝑖(𝛽)) ∧ J𝑔K ⊂ J𝑓 K
⊥ otherwise

In addition, there is a constraint on exponence that concerns the output of the 𝜈
correspondence function (Asudeh & Siddiqi 2022), i.e. the expression of prosodic
and phonological information. Let 𝑉 𝑜 be the co-domain of the exponence func-
tion 𝜈 in some language 𝐿, i.e. the set of outputs of Vocabulary Items in 𝐿. We
write 𝑉 𝑜(𝛼) to indicate the co-domain of some particular Vocabulary Item, 𝛼 (i.e.,
the output vocabulary structure).

(42) MostSpecific(𝛼, 𝛽) returns whichever Vocabulary Item has the most
restrictions on its phonological context.

Intuition. Prefer affixes whenever possible.

Formalization. The proper subsumption relation on feature structures —
i.e., v-structures — is used to capture the intuition.
Given two Vocabulary Items, 𝛼 and 𝛽 ,

MostSpecific(𝛼, 𝛽) =
⎧
⎨
⎩

𝛼 if (𝑉 𝑜(𝛽) host) ⊏ (𝑉 𝑜(𝛼) host)
𝛽 if (𝑉 𝑜(𝛼) host) ⊏ (𝑉 𝑜(𝛽) host)
⊥ otherwise
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The upshot is that MostSpecific chooses the VI whose output v-structure has
more specific content in the host feature.24

Note that MostInformative𝑐 and MostInformative𝑓 are morphosyntactic con-
straints, MostInformative𝑠 is a morphosemantic constraint, and MostSpecific is
a morphophonological constraint. Note also that each constraint can result in a
tie, represented by ⊥. However, there are regularities in the mappings/interfaces
between structures, so it would be unlikely for all four constraints to yield ⊥.
We are not currently aware of any empirical case that would merit such an anal-
ysis. Lastly, it is important to note that these constraints apply simultaneously
and universally (whenever they can), much like standard constraints and equa-
tions in LFG. There is no constraint-ordering and the constraints are not soft
constraints.25

In sum, LRFG is a daughter framework of LFG that uses the LFG formalism
in a conservative fashion. However, LRFG theory makes some different assump-
tions from traditional LFG theory. Namely, it rearranges the Correspondence Ar-
chitecture, adds a new structure with new properties (v-structure), upholds only
part of the Lexical Integrity Principle, and has a more articulated c-structure than
standard LFG, in order to provide a morphemic theory of morphology. These the-
oretical distinctions are due to the influence of DM, since LRFG is also a daughter
framework of DM.

As its name states, Lexical-Realizational Functional Grammar is a lexical-
realizational theory of morphology. It is morphemic, Item-and-Arrangement, and
morphosyntactic.

6 Conclusion

A feature of LFG is its f-descriptions, which can occur in both lexical entries and
on c-structure nodes. The result is that both morphology and syntax can con-
tribute information to f-structure. This ‘common language’ between morphol-
ogy and syntax has allowed LFG to remain agnostic about the precise nature of

24Note that if (𝑓 feat) does not exist, (𝑓 feat) resolves to the empty feature structure, notated
⊥ (not to be confused with the ⊥ explicitly mentioned in the constraints above). as it’s the
bottom of the f-structure lattice. The empty f-structure subsumes all f-structures. Therefore,
if (𝑣 host) does not exist, but (𝑣 ′ host) does exist, then (𝑣 host) ⊏ (𝑣 ′ host) returns true. If
(𝑣 ′ host) also does not exist, then (𝑣 host) ⊏ (𝑣 ′ host) returns false, since it is false that ⊥
properly subsumes ⊥.

25An anonymous reviewer wonders what the system would do if one constraint picks 𝛼 and
another picks 𝛽 . This is an interesting point that deserves further investigation and we thank
the reviewer for highlighting it.
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morphology. In its initial construal as just a theory of syntax, based around c-
structure and f-structure, this was pretty harmless. But once a general grammat-
ical architecture, the Correspondence Architecture, was proposed (Kaplan 1989,
1995), LFG began to owe a better account of how it interfaces with morphology.

In early LFG, morphology was generally done incrementally, using annotated
phrase structure rules of the same kind that license c-structures, but whose cat-
egories are morphological instead of syntactic. Morphological theory in general,
though, has been converging on the idea that morphology is realizational, not
incremental. Therefore, more recent work has focused on exploring the syntax–
morphology interface (Dalrymple 2015, Dalrymple et al. 2019: ch. 12) in light of
an interface with realizational morphology. This work can be thought of as pro-
viding a universal adapter between LFG syntax and some kind of realizational
morphology. Much of the theoretical work on morphology for LFG over the last
couple of decades has focused on interfacing LFG with Paradigm Function Mor-
phology. Other recent work has presented an alternative in the guise of LRFG, a
framework that instead interfaces LFG with Distributed Morphology.

The existence of two different approaches to morphological realization in LFG,
i.e. PFM and LRFG, mirrors two different interpretations of ‘morphological com-
plexity’ as a set of phenomena requiring explanation. Paradigmatic morphologi-
cal complexity (see, e.g., Baerman et al. 2017) concerns complex patterns of syn-
cretism, root allomorphy, and templatic morphology. Syntagmatic morpholog-
ical complexity concerns concatenative morphology whose structures seem to
encode syntactic structure, in other words structure within what we pretheoret-
ically call words. PFM addresses the former kind of morphological complexity,
while LRFG addresses the latter.
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Besides the abbreviations from the Leipzig Glossing Conventions, this chapter
uses the following abbreviations.

inv inverse voice
prop proprietive case

vta verb transitive animate object
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