
Chapter 1

Introduction to LFG
Oleg Belyaev
Lomonosov Moscow State University, Institute of Linguistics of the Russian
Academy of Sciences, and Pushkin State Russian Language Institute

This chapter provides a general summary of the architecture of LFG. It is mainly
focused on describing the two main syntactic levels, c- and f-structure, and the
projection architecture used in LFG in general. It also describes the notation for
defining the range of possible c-structures and their corresponding f-structures.
Core syntactic mechanisms such as structure sharing and X-bar theory are also
briefly covered.

1 Introduction

In this chapter, I aim to summarize the main syntactic levels of LFG, constituent
structure (c-structure) and functional structure (f-structure), while providing a
general overview of the foundational features of this framework. In Section 2,
I briefly describe the basic architecture of LFG and the overall role played by
each of the syntactic levels. In Section 3, I describe the c-structure model used
in standard LFG, its understanding of constituency, and the role of X′ theory.
In Section 4, the notion of f-structure is introduced, together with notational
conventions and a system of mapping c-structure to f-structure. In Section 5, I
show how the basic system of c- and f-structure can be extended to include other
levels of projection that comprise the architecture of LFG.

2 The basic architecture of LFG

At the core of LFG architecture as it was originally proposed in Kaplan & Bresnan
(1982) is the split of syntax into two levels: constituent structure, or c-structure,
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and functional structure, or f-structure. The correspondence function 𝜙(𝑥)maps
every c-structure node to an f-structure. As an example, consider the LFG anal-
ysis of the sentence John has seen David in (1), where the mapping function is
represented by the arrows.

(1) IP

NP

N

John

I′

I

has

VP

V

seen

NP

N

David

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎣

pred ‘see〈(𝑓 subj)(𝑓 obj)〉’
tense prs
aspect perf

subj [
pred ‘John’
pers 3
num sg

]
𝑔

obj [
pred ‘David’
pers 3
num sg

]
ℎ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
⎦𝑓

As seen in (1), the two parallel structures are substantially different: c-structure
is a phrase structure tree that represents word order and hierarchical embedding,
while f-structure is a feature-value structure that represents predicate-argument
relations and the grammatical features of all the major parts of the sentence. Fea-
tures appear as atomic values of f-structure attributes, while arguments and ad-
juncts appear as f-structures embedded as values of attributes such as subj and
obj in (1); which arguments can and, indeed, have to appear in the f-structure
is specified in the value of the pred attribute. While the mapping between the
two structures follows certain constraints imposed both by the formal metalan-
guage and theoretical considerations (on which see Belyaev 2023a [this volume]
and Andrews 2023 [this volume], it is, in principle, language-specific: an LFG
grammar consists of a set of rules and lexical entries that define the possible
c-structures and their corresponding f-structures for a particular language.

This flexibility in the c- to f-structure correspondence ensures that each corre-
sponds to a particular set of grammatical generalizations. Overall, f-structure is
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the main syntactic level that represents the predicates, their valencies and gram-
matical relations, as well as grammatical features such as number, case, aspect
and gender. The majority of syntactic phenomena that have to do with feature as-
signment and feature checking are described using f-structure constraints; these
include:

• feature government (case assignment, mood, constraints on the use of non-
finite forms, etc.);

• agreement;

• anaphoric constraints;

• wh-movement, topicalization and other long-distance dependencies.

All generalizations that have to do with argument relations and grammatical fea-
tures have to be stated in terms of f-structure. For instance, a constraint that
requires the verb to agree with Spec,IP or to assign accusative case to Comp,VP
would be complex and somewhat unnatural to formulate (although not impossi-
ble). It is much more simple and natural in LFG for such rules to refer to gram-
matical functions such as subj and obj instead. This implies that the role of con-
stituent structure is more restricted than in other frameworks; for the most part,
c-structure constraints only capture generalizations related to word order and
various embedding possibilities.

The correspondence architecture is not limited to syntax. Other projections
that map c-structure nodes or f-structures to other structures (such as informa-
tion structure, semantic structure, or prosody) have been proposed in the litera-
ture: see Section 5 for details.

3 C-structure

3.1 The notion of c-structure

C-structure (constituent structure) in LFG is a phrase structure tree. Possible
trees are defined by a set of context-free statements (“phrase structure rules”)
of the type𝐴 → 𝛼 , where𝐴 is a nonterminal symbol (representing some syntac-
tic category), while 𝛼 is a string of nonterminals or a single terminal. A simple
set of rules that licenses the English sentence in (1) is given in (2).

(2) a. IP → NP I′ b. I′ → I VP c. VP → V NP d. NP → N
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Such rules are well-established in modern linguistics since at least Chomsky
(1957) and so hardly require further discussion. It should however be observed
that, in LFG, these should not be understood as “rules” in the direct (procedural)
sense, but rather a set of phrase structure principles that constrain hierarchical
relations between mothers and daughters – crucially, not between levels further
apart, such as granddaughters etc. Phrase structure grammars are one way of de-
scribing such principles that has proved most popular among LFG practitioners,
but not the only way – possible alternatives are ID/LP rules (Falk 1983) and the
specification language described in Potts (2002), which builds on the specifica-
tion language in Blackburn & Gardent (1995).

The structures that are constrained in this way are not just strings,1 but con-
stituent structure trees whose nodes are individually mapped to f-structures, as
shown in (1).

The syntax of phrase structure rules in LFG is somewhat more extensive than
in many other frameworks, because the right-hand side 𝛼 is allowed to be a reg-
ular expression and include such features as optionality (represented by paren-
theses around the symbol), disjunction (with the disjuncts in curly brackets, sep-
arated by either a vertical line ( | ) or a logical disjunction sign (∨): e.g. { NP | DP }),
Kleene star (zero or more instances, NP*), Kleene plus (one or more instances,
NP+), and some other less frequently used expressions. Grammars where the
right-hand side can include regular expressions are called extended context-free
grammars or regular right part grammars and it is known (Woods 1970) that the
set of languages they describe is the same as that of standard context-free gram-
mar.

3.2 Main properties of c-structure

LFG is unique among all frameworks in the simplicity of its constituent structure
representations. This is a deliberate design decision which is possible due to the
parallel architecture approach of LFG. It has been widely accepted since Chom-
sky (1957) that context-free grammar is not by itself an adequate formalism for
describing natural language; even if the majority of syntactic constructions can

1In fact, in the original version of LFG architecture introduced in Kaplan (1989), c-structure is
itself a projection from the string. In recent LFG work, this idea has been developed in more
detail by distinguishing between the s-string (the string of syntactic units) and the p-string (the
string of phonological units), see Dalrymple &Mycock (2011) and Bögel 2023 [this volume] for
more information.
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indeed be described by context-free grammar (Pullum & Gazdar 1982), the de-
scriptions required would be cumbersome, artificial and theoretically unenlight-
ening as a model of human linguistic competence. Therefore, most grammars
which use constituent structure as the main level of syntactic representation
introduce additional mechanisms such as transformations in order to increase
their expressive power. But such additions are not required in LFG because all
phenomena that require more powerful mechanisms are dealt with at f-structure
and other levels. C-structure remains limited to modeling basic word order facts,
hierarchical embedding, and recursion, the phenomena for which phrase struc-
ture always was and remains the most adequate formal representation.

The advantage of this simplicity is that constituent structure in LFG has a
clear empirical basis and can be determined for individual languages based on
classic tests not obscured by additional considerations. For example, since there
is no syntactic displacement, constituents in LFG are continuous by definition –
apparently “discontinuous” material may eventually converge in one f-structure,
but will still be split into separate constituents at c-structure.

By contrast, some constituency diagnostics which are valid in other frame-
works are not valid in LFG. For example, since c-command is a phrase structure-
based relation in mainstream transformational grammar, the existence of bind-
ing asymmetries between subjects and objects implies a configurational structure
where the subject c-commands the object or vice versa. Thus Speas (1990: 137) ar-
gues that, within standard GB assumptions, flat structure predicts the existence
of subject reflexives bound by their objects; since few such languages, if any,
are actually found, existence of a hierarchical structure with a VP and a subject
c-commanding the direct object is part of Universal Grammar.

In LFG, such a conclusion is a non sequitur because constraints on anaphoric
relations, and other related phenomena, are formulated chiefly in terms of f-
structure; sometimes in terms of information structure, semantics, or even linear
precedence; but almost never in terms of c-structure configuration. Reference to
c-command is possible in principle,2 but it is largely useless as a source of valid
generalizations due to the core assumptions of LFG: the cross-linguistic variabil-
ity of c-structure, the universality3 of grammatical functions at f-structure, and
variation in the syntax-semantics interface.

2As, for example, in the definition of extended heads in Bresnan et al. (2016: 136). Note that
this is a concept that is used to describe regularities in the c- to f-structure mapping, not a
constraint on f-structure relations themselves.

3“Universality” here refers to universal availability, as in a grammatical toolbox (cf. Jackendoff
2002), not in the sense of mapping the same semantic roles to the same grammatical functions
in all languages, or even in a single language. See Belyaev 2023b [this volume] for more detail.
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Constituent structure representations in LFG are therefore rather “shallow” in
that their makeup is determined by a limited set of empirical diagnostics mostly
based on word order possibilities. These facts vary widely across languages, and
so do c-structure rules and the resulting structures. While f-structures have a
degree of universality (in the sense of sharing a single inventory of grammat-
ical functions and broad similarity in the way analogous phenomena such as
anaphora, coordination, agreement etc. are represented), c-structures are lan-
guage-specific.

Still, even in c-structure there are certain basic theoretical constraints which
are deemed to hold universally across languages. In mainstream LFG, these are
endocentricity and lexical integrity. The former is usually captured by a
version of X-Bar Theory, which is generally the same as in GB (see Chomsky
1970, Jackendoff 1977) but less restrictive: no universal clause or NP structure, no
universal mapping from X′-theoretic positions (specifier, complement) to gram-
matical functions are assumed; non-binary branching is allowed; various excep-
tions from endocentricity, most prominently the exocentric S node used in non-
configurational languages are permitted. For more information on the version of
X-Bar Theory used in LFG, see Belyaev 2023a [this volume] and Andrews 2023
[this volume].

Lexical integrity is another principle that has been assumed in LFG since its
inception. At its core, this principle states that words are constructed from dif-
ferent elements and according to different rules than syntactic phrases, and that
the internal structure of words is invisible to rules of syntax (Bresnan & Mcho-
mbo 1995: 181). In formal terms, this is usually interpreted such that the leaves of
c-structure trees must be morphologically complete words (Bresnan et al. 2016:
92). For more detail on lexical integrity as it is used in LFG, the challenges it faces
and proposed modifications, see Belyaev 2023a [this volume].

4 F-structure

4.1 Defining equations

As mentioned above, at the most basic level f-structures in LFG are a type of
attribute-value structure.4 However, unlike most other frameworks which deal

4Carpenter (1992) is the standard reference on themathematical properties of such feature struc-
tures. However, the structures described by Carpenter are typed, which is a crucial difference
from LFG f-structures, which are untyped and defined using a functional notation.
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with this data type, the LFG formalism does not refer to f-structures as objects
that can be manipulated and to which various operations can be applied. In con-
trast, an f-structure is thought of as a function that maps attributes (attribute
names) to their values.5

From this perspective, describing an f-structure consists in defining the value
𝑦 for each argument 𝑥 in the function’s domain (i.e. the set of attribute names).
In LFG, attribute-value pairs are usually described using the notation of function
application probably inspired by the Lisp programming language, i.e. the more
conventional 𝑓 (𝑥) = 𝑦 is expressed as (𝑓 𝑥) = 𝑦 . Thus, for the f-structure 𝑓 in (1),
the value of the attribute tense is defined by the equation (𝑓 tense) = prs. By
way of example, the full (minimal) set of equations that describes the f-structure
of (1) is provided in (3).

(3) (𝑓 pred) = ‘see〈(𝑓 subj) (𝑓 obj)〉’
(𝑓 tense) = prs
(𝑓 aspect) = perf
(𝑓 subj) = 𝑔
(𝑓 obj) = ℎ
(𝑔 pred) = ‘John’
(𝑔 pers) = 3
(𝑔 num) = sg

(𝑔 pred) = ‘David’
(𝑔 pers) = 3
(𝑔 num) = sg

Sets of equations as in (3) are called f-descriptions. A valid f-structure of a
sentence is an f-structure that minimally satisfies this sentence’s f-description.
Thus, the f-structure displayed in (1) is the minimal f-structure that satisfies (3);
were one to add the attribute-value pair [mood indicative], (3) would still be
satisfied, but the structure would no longer be minimal.

Since an f-structure function application produces attribute values, and, as
seen in (1) and (3), these values can also be f-structures, it is possible to use
nested function applications. Thus, since (𝑓 subj) = 𝑔, ((𝑓 subj) pers) is equiv-
alent to (𝑔 pers) and has the value 3. By convention, function application is

5The term f(unctional)-structure can thus be understood in twoways: as a structure representing
the “function” of words and phrases (as opposed to c-structure which represents “form”) and,
more formally, as a function proper. This set-theoretic understanding of f-structures is standard
in the LFG literature, but f-structures can alternatively be modeled in terms of graph theory;
an example of this approach is found in Kuhn (2003).
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left associative, thus the parentheses can be omitted and the equation written
as (𝑓 subj pers) = 3. Early on, LFG has also adopted an extension of function
application called functional uncertainty (Kaplan & Zaenen 1989b), which allows
replacing the right-hand side of the function application (the “path” of attribute
names) by a regular expression; thus, (𝑓 comp* subj) denotes the value of the
attribute subj of 𝑓 or an f-structure embedded in any number of comp attributes
within 𝑓 . For a formal definition of functional uncertainty and a more detailed
discussion, see Belyaev 2023a [this volume].

While it is possible to describe individual f-structures using sets of equations
as in (3), it is obvious that such a system cannot serve as a basis for any regular
description of grammar, as it lacks a way of specifying the mapping from words
or phrases to the f-structures that represent them. In LFG, this task is mediated
through c-structure; f-descriptions for individual sentences are constructed on
the basis of annotated c-structure rules, which are described in the next
section.

4.2 Annotated c-structure rules

The formal metalanguage introduced in Section 4.1 provides a way to describe
abstract syntactic representations, but, used by itself, it does not allow describing
actual grammars and making generalizations about linguistic notions. This is
because f-structures should also be mapped to the building blocks of sentence
structure – words and c-structure nodes – in a regular way. In other words, the
correspondence function 𝜙, introduced in Section 2, has to be defined. In LFG,
this is done using annotated phrase structure rules. These rules contain
additional statements, formulated in the functional description metalanguage,
that specify the mapping from each node to the f-structure. In order to refer to
the f-structure projections, the equations use the following additional notations:

(4) the current c-structure node: ∗
the immediately dominating c-structure node: ∗̂

Using this notation, we can formulate phrase structure rules like the following:

(5) VP ⟶ V
𝜙 (∗̂) = 𝜙(∗)

NP
(𝜙(∗̂)obj) = 𝜙(∗)

In (5), the annotation for V stands for “this node (V) maps to the same f-structure
as the dominating node (VP)”, while the annotation for NP stands for “this node
(NP) maps to the obj attribute of the f-structure of the dominating node (VP)”.
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The mapping that this rule defines is illustrated in (6). The nodes VP and V map
to the same f-structure, labeled as 𝑓 , while NP maps to the f-structure labeled as
𝑔 – the direct object of the clause.

(6)
VP

V NP

[obj [ ]𝑔 ]𝑓

For convenience, 𝜙(∗) and 𝜙(∗̂) are usually replaced by the abbreviations ↓ (pro-
nounced “down”) and ↑ (pronounced “up”), respectively. These metavariables are
assumed to be the only way to refer to material up or down the tree in phrase
structure rules; direct reference to “low-level” variables such as ∗ is generally not
used in LFG analyses. The conventional representation of the rule in (5) is given
in (7).

(7) VP ⟶ V
↑=↓

NP
(↑ obj)=↓

In the standard model of c-structure, lexical entries are nothing more than
rules defining a preterminal node dominating a terminal node. However, they
use a slightly different notation, where the word form is followed by its category
and annotation, illustrated in (8).

(8) John N (↑ pred)=‘John’
(↑ pers)=3
(↑ num)=sg

Since there is no further material down the tree, lexical entries typically only use
the metavariable ↑ to provide information associated with the preterminal node.
In some cases, ↓ is also used to draw subtle distinctions between information con-
tributed by the word itself and the information contributed by the preterminal.
For example, Zaenen & Kaplan (1995: 230) ingeniously map the verbal form to
the pred value, while other grammatical features are assumed to be contributed
by the V node. In practice, this possibility is seldom used.

The projection function 𝜙 maps c-structure nodes to f-structures, but one may
also define an inverse correspondence 𝜙−1 to proceed in the opposite direction.
This function provides the set of c-structure nodes that map to the f-structure
given as its argument. Note that the inverse projection is not a function, as
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the f- to c-structure relation is one-to-many. Inverse projections are used in f-
descriptions in order to use c-structure features in f-structure constraints. For
example, to check that the subject’s f-structure maps to an NP, one may use the
equation NP∈CAT((↑subj)). This is seldom needed, because, by design, most
constraints on f-structure attributes can be described solely in terms of f-structure.
However, sometimes the inverse projection is indispensable, e.g. when formu-
lating the notion of f-precedence (see Kaplan & Zaenen 1989a; also see Belyaev
2023a [this volume]) describing linear order conditions on anaphora (Rákosi 2023
[this volume]).

4.3 Well-formedness conditions

There are three conditions that any f-structure must satisfy in order to be treated
as valid: Uniqueness (also known as Consistency), Completeness, and Coherence.
Any f-structure that violates these conditions cannot be part of a valid analysis
of any sentence. Uniqueness requires that each attribute have exactly one value –
this actually follows from the notion of f-structure as a function, since a function,
by definition, is a many-to-one or one-to-one mapping. Completeness requires
that each argument listed in the pred value of an f-structure (which is the locus of
valency information) is present in the f-structure; Coherence, complementarily,
requires that no extra arguments not listed in the pred value are introduced. For
more detail on how these conditions actually operate, see Belyaev 2023a [this
volume].

4.4 Structure sharing and “movement”

Unlike transformation-based grammatical approaches, LFG has no special for-
mal mechanism such as movement or Internal Merge to handle dependencies
between different structural positions. The closest equivalent to such a mecha-
nism is structure sharing, which consists in one f-structure being the value of
two or more distinct attributes. The possibility of structure sharing follows from
the general makeup of the formalism: If f-structures are functions and features
are their arguments, it is expected that these structures are reentrant: a function
can return the same value for different arguments. Since reentrancy is obviously
required for the simplest cases such as reentrant atomic values, structure sharing
is only a natural consequence of this property.

A classic example of the use of structure sharing to describe a movement-like
process is the LFG analysis of raising. Raising verbs such as English seem are
analyzed as having a non-thematic subject that is shared with the subject of the
complement clause:
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(9)
IP

NP
(↑ subj)=↓

John

I′
↑=↓

VP
↑=↓

V′
↑=↓

V
↑=↓

seemed
(↑ pred)=‘seem〈xcomp〉subj’

(↑ subj)=(↑ xcomp subj)

VP
(↑ xcomp)=↓

to agree

⎡⎢⎢⎢⎢⎢⎢
⎣

pred ‘seem〈xcomp〉subj’

subj [
pred ‘John’
pers 3
num sg

]

xcomp [pred ‘agree〈subj〉’
subj ]

⎤⎥⎥⎥⎥⎥⎥
⎦

This correctly predicts that the raised subject appears as the argument of the
matrix clause while being subcategorized for and assigned a semantic role in the
complement clause. For more detail on control and raising, see Vincent 2023 [this
volume].

It is important to note that while structure sharing is, in formal terms, the clos-
est counterpart to movement in LFG, this does not mean that all phenomena that
are treated via movement in transformational frameworks should involve struc-
ture sharing in LFG. This is because movement is normally the only mechanism
for “non-canonical” or “displaced” positioning of material in transformational
frameworks, while LFG draws a crucial distinction between c- and f-structure.
Two sentences may differ in the c-structure while having the same f-structure
– this is called scrambling and this is the most widespread mechanism of syn-
tactic “displacement” in non-configurational languages or languages that allow
mapping to the same grammatical function in different positions. For example,
Arka (2003) proposes the following rule for S in Balinese:

(10) S ⟶ { VP
↑=↓

NP
(↑ gf)=↓ }*
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This allows any number of NPs to alternate with any number of VPs in any
order; each NP may be freely assigned to any grammatical function. Therefore,
sentences with the same predicate and the same set of NP arguments will have
identical f-structures, with the only difference being found at c-structure. But no
c-structure configuration will be considered as “basic” in any formal sense of the
term.6

5 Additional levels of projection

C-structure and f-structure were originally thought of as the only levels of gram-
mar in LFG: c-structure as a kind of “form” representation, and f-structure as a
“functional” representation, in some sense reflecting semantics and having a de-
gree of universality compared to c-structure. It quickly became clear, however,
that these two levels are not enough to represent the full complexity of grammat-
ical phenomena. First, semantics should be separate from f-structure to handle
phenomena that are not represented in syntax, such as quantifier scope. Second,
f-structure in its standard form is a collection of information of different types:
purely morphological and morphosyntactic atomic features; grammatical func-
tions; valency information (pred features); and semantic information (if features
such as anim are used to describe effects of animacy on grammatical marking).
Third, f-structure simply cannot handle some phenomena, like prosody, which
require a different kind of structure whose constituents are not equivalent to
either c-structure constituents or f-structures.

A possible way to overcome these difficulties would be to extend the role of the
existing c- and f-structure, which would mirror similar developments in transfor-
mational grammar, with its central role of constituent structure and the prolifer-
ation of functional projections (see Sells 2023 [this volume]). However, the archi-
tecture of LFG permits a more elegant solution. While the original system does
only consist of c- and f-structure, there is nothing intrinsic about this binarity: the
two are connected by a projection function 𝜙 that maps nodes to f-structure. It is
possible to define other functions that would connect c- or f-structures to various
other structures; thus, where 𝜙(∗) (abbreviated ↓) stands for the f-structure of the
annotated node, 𝜇(∗) would be the morphosyntactic structure (m-structure) of

6Of course, even in non-configurational languages, certain word orders are often viewed as
less marked compared to others. This is probably due to differences in information structure,
which in modern LFG literature is usually treated as a separate level that may interact with
other levels such as c-structure, f-structure, and prosody (Zaenen 2023 [this volume]; see also
Dalrymple &Nikolaeva 2011). Crucially, an information structure difference between sentences
does not automatically entail any difference at either c- or f-structure.
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this c-structure node, and 𝜎(𝜙(∗)) (abbreviated ↑𝜎 ) would be the semantic struc-
ture (s-structure) that the f-structure that corresponds to this node maps to (if
s-structure is viewed as projected from f-structure). The simultaneous descrip-
tion of two or more grammatical structures by the same rule or lexical entry is
called codescription, which is the main principle governing the interaction of
levels in LFG.

This modularity has been successfully used to model a number of grammatical
levels, such that LFG, as it is currently practiced, is no longer centered around
the interaction between c- and f-structure, although these still play a major role
as the main syntactic representations. It is also crucial that LFG, by design, still
retains a degree of “syntactocentricity” in that all additional projections are de-
fined with reference to c-structure nodes. This is different from the notion of a
truly parallel architecture advocated e.g. in Culicover & Jackendoff (2005), where
each level of representation (specifically, in their model, syntax and semantics) is
conceived of as a separate “combinatorially autonomous” system that is linked to
other levels via a system of correspondence constraints. In LFG, only c-structure
is combinatorial in this sense,7 with possible trees defined directly through phrase
structure rules; the content of other projections is not autonomously generated,
but defined through phrase structure annotations that connect the elements of
these projections to c-structure nodes. Thus, while c-structure is not as central
as constituent structure in other frameworks, it acts as a “hub” that connects all
the different levels of sentence structure together.8

There is currently no agreed-upon set of representational levels. Some, like s-
structure or prosodic structure, are almost universally adopted and consistently
interpreted in terms of projection. Others, like information structure (i-structure),
are assumed by most authors, but specific interpretations vary: for example, i-
structure is projected from c-structure in King (1997), Butt & King (1997), but

7C-structure rules are somewhat less central in approaches like Halvorsen (1983) and Andrews
(2008), which use description by analysis, rather than the standard codescription approach,
to describe the syntax-semantics interface: In these approaches, meaning is constructed on
the basis of f-structure, without direct reference to c-structure. Even here, however, semantics
is not a separate combinatorial system but is constructed on the basis of another structure
which, in turn, is projected from c-structure; this still seems rather different from Culicover
and Jackendoff’s vision of parallel architecture.

8This flavour of syntactocentricity is far less radical than in mainstream generative grammar
and may in fact be unavoidable in a (broadly) lexicalist framework, inasmuch as words are
viewed as the “building blocks” of sentences. In fact, I am not aware of a fully developed and
formalized implementation of any truly parallel architecture. There is no way around the fact
that phonetic form is the only part of language that is directly available for perception; thus
the part of grammar that is tasked with combining such “surface” elements into complete
utterances – i.e. syntax in the narrow sense – will always have a special role.
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from s-structure in the more recent proposal of Dalrymple & Nikolaeva (2011).
Finally, some levels are specific to particular approaches and are not universally
adopted, e.g. morphosyntactic structure (m-structure), viewed as projected from
c-structure (Butt et al. 2004, Butt, Fortmann, et al. 1996) or f-structure (Sadler
& Nordlinger 2004); or argument structure (a-structure), which is used in some
approaches to argument mapping (Butt et al. 1997) but is viewed as redundant
in some more recent proposals such as (Asudeh & Giorgolo 2012, Asudeh et al.
2014, Findlay 2016). One version of how the correspondence architecture might
look is provided in (11).9

(11)

Form c-structure
𝜋
p-structure𝛽

f-structure
𝜙

l-structure𝜆

a-structure𝛼 𝜆′
s-structure

𝜎
m-structure𝜇

Model
𝜓

i-structure𝜄

To date, additional levels and projections that have been discussed and de-
scribed in the LFG literature include the following (references to some of the
proposals are given in parentheses; most have separate chapters in the handbook,
which describe proposed representations in detail):

• argument structure (a-structure) (Butt et al. 1997), see Findlay et al. 2023
[this volume];

• semantic structure (s-structure) (Dalrymple 1999), see Asudeh 2023 [this
volume];

• information structure (i-structure) (King 1997, Butt &King 1997, Dalrymple
& Nikolaeva 2011), see Zaenen 2023 [this volume];

• prosodic structure (p-structure) (Dalrymple & Mycock 2011, Bögel 2012),
see Bögel 2023 [this volume];

• morphological / morphosyntactic structure (m-structure), see (Butt et al.
2004, Sadler & Nordlinger 2004), Asudeh & Siddiqi 2023 [this volume];

• grammatical marking structure (g-structure) (Falk 2006);

9The argument structure projection functions 𝛼 and 𝜆′ are from the proposal in Butt et al. (1997).
In this approach, which is not universally accepted in the literature, the projection function 𝜙
is the composition 𝛼 ∘ 𝜆′. I use the label 𝜆′ to distinguish this from the projection function 𝜆
that maps c-structure to l-structure, specifying category labels (Lowe & Lovestrand 2020).
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• l-structure, a level that represents complex categories of c-structure nodes
in the approach of Lowe & Lovestrand (2020): see Belyaev 2023a [this vol-
ume].

6 Conclusion

In this chapter, I have described the main architectural notions of LFG – the
c- and f-structures. LFG can be viewed as incorporating the best features of
constituent-structure-based (at c-structure) and dependency-based (at f-struc-
ture) frameworks, while avoiding their main drawbacks. Frameworks that use
phrase structure as the only syntactic representation require additional mech-
anisms such as transformations, multiple dominance or separate linearization
to properly capture word order variation and feature constraints; LFG manages
to keep c-structure relatively simple due to the fact that all feature interactions
are captured at f-structure, without referring to constituent structure positions.
At the same time, the fact that f-structure does not directly refer to individual
words or phrase structure nodes allows adequately capturing word order vari-
ation while keeping predicate-argument representations fairly uniform across
languages. I have also described how the core architecture may be extended to
other projections beyond f-structure. Each of these modules captures a separate
part of grammar (prosody, semantic structure, information structure, etc.) and
has its own internal makeup. The modules are linked together using annotations
of c-structure rules in the same way as f-structure is projected from c-structure.
Hence, grammars in LFG are factorized into several distinct components, each
of which is responsible for its own range of phenomena and largely operates
according to its own principles, with c-structure serving as a “hub” tying all the
components together.
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