Manufactured analytical solutions to the
steady-state isothermal 2-D flowline and 3-D
full-Stokes ice-flow models

1 Introduction

Model verification is crucial in developing a numerical model. Ice-sheet modeling
community has been using two tools to verify models, comparison of numerically
computed solutions to analytical solutions when possible; and intercomparison, that
is, measuring differences between various models’ results on the sets of simplified
geometry benchmark tests.

For shallow-ice approximation (SIA) models, the simplified geometry tests as
well as the results of intercomparison of different SIA models can be found in [7].
As for the exact solutions for SIA equations, two techniques have been used to
generate analytical solutions, similarity reduction technique (an approach that iden-
tifies equations for which the solution depends on certain groupings of the inde-
pendent variables rather than depending on each of the independent variables sepa-
rately [9, 12, 13, 2]) and manufactured solutions technique (an approach that chooses
a reasonable ”solution” functions, say a velocity-field and pressure, substitutes them
into the Stokes equations, and determines the body force necessary to make the cho-
sen functions into actual solutions [2, 3, 4]).

For higher-order models and full-Stokes models, the simplified geometry tests
and the results of intercomparison of different models can be found in [8]. As for the
exact solutions, mathematical work has mainly focused on the flow of linear media
and a quasi-analytical solutions have been found for the first-order approximation
equations for computing the three-dimensional stress and velocity field in grounded
glaciers in [1]. Analytical solutions have been found describing transient two dimen-
sional flow [14, 15, 16], three-dimensional steady-state flow [17, 16] and transient
evolution flow [10].

All the above solutions give a good physical insight into the flow processes;
however, they cannot be easily used to benchmark the numerical solutions. For
example, Gudmundsson in [10] obtained the three-dimensional solution of the lin-
earized version of the zeroth-order problem for a linear viscous medium while nu-
merical solutions are not limited by this assumption. Therefore, to use this solution
for benchmarking numerical ice sheet models, the exact error estimate has to be
done [11].



In this paper, we are offering a manufactured analytical solutions for computing
the three-dimensional and two-dimensional stress and velocity fields of the steady-
state isothermal 2-D flowline and 3-D full-Stokes ice flow models that can be easily
used to benchmark the numerical solutions. The analytical solutions are solutions
of the Stokes problem with variable viscosity. For 2-D models, the boundary condi-
tions can be specified as essential Dirichlet conditions or as the periodic boundary
conditions similar to boundary conditions of experiment B (ice flow over a rippled
bed) [8]. For 3-D models, the boundary conditions are specified as essential boundary
conditions. The advantage of the solutions is their simplicity and easy application.
Another advantage is that the analytical solutions can be found for different surface
and bed geometries. By changing a parameter value, the analytical solutions will
allow the modelers to investigate their algorithms for different range of aspect ratios.
Finally, the analytical solutions may help the modelers to estimate the numerical
error in the case when the effect of the boundary conditions are eliminated, that
is, when the exact solutions values are specified as inflow and outflow boundary
conditions.

2 Manufactured analytical solutions of the 2-D
isothermal steady-state flowline ice-flow model

2.1 Ice-Flow Model

We consider a two-dimensional steady-state flowline model in the Cartesian coordi-
nates (#,%) with the domain 0 < # < L, b(Z) < Z < 5(&), where 5(&) defines the
surface and b(Z) defines the base of the glacier. Dimensional variables in this work
are denoted with a tilde and non-dimensional variables without.

The field equations for the isothermal steady-state 2-D flowline model consist of
the conservation of mass and the conservation of momentum:
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where T is the stress tensor
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p is the ice density, g is the gravitational acceleration, v = (u,w) is the velocity
vector, fi is the effective viscosity, p is the ice pressure, and €;; are the components

of the strain-rate tensor.
These equations can be written in expanded form as:
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B is a temperature-independent rate factor, and n is the stress exponent.

2.2 Boundary conditions

The steady-state surface and bed satisfy the kinematic boundary conditions:
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The lower surface E(f) may be frozen, that is, Dirichlet conditions are specified at the
bed; or the shear stresses may be specified at the bed, that is, Newman boundary
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conditions T - nj, = f-ﬁg, where 77; = ﬁ <%,—1) and f = <—7~'5,/3§l~z),

7 = (2a(,b), are specified at the bed:
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Along the glacier’s upstream and downstream boundaries, either periodic
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may be specified.

2.3 Dimensionless Equations

To non-dimensionalize variables, let’s choose the following typical values: Z - the
mean thickness of the ice-sheet, L - the length of ice-sheet, U - a typical velocity in
the horizontal direction, W - a typical velocity in the vertical direction, P - the mean
pressure and introduce the following non-dimensional variables (variables without



tilde):
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and have scale factors L, U, W, and P satisfy the following relationships:
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then the nondimensional steady-state conservation of mass and momentum equa-

tions are as follows:
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The kinematic boundary conditions are invariant under the chosen set of scal-
ings:

u(z, s(x))% —w(x,s(x)) = a, (24)
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The stress-free boundary conditions at the upper surface s(x,t) become as fol-
lows:
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while the Newman boundary conditions at the lower surface b(x, t) become as follows:
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In scaled units, the glacier thickness and length are equal to unity. The only change
in upstream and downstream boundary conditions is the fact that they are specified
at the domain boundaries z = 0 and z = 1.

2.4 Deriving an exact solution

To satisfy the kinematic boundary conditions (24)-(25), let’s assume that in the
domain s > b

dbs—z dsz—b .z2—b
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If we substitute (32) into the incompressibility equation (20), we get the following
equation containing only variable v and its derivatives:
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Equation (33) is a first-order quasi linear partial differential equation with two
independent variables (z and z) and one dependent variable (u). The system of
ordinary differential equations
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is called the characteristic system of equation (33). If we find two independent
particular solutions of this system, which are called the integrals of system (34), in
the form

¢($, Z,U) = Cq, 15(518 Z,U) = Cg, (35)

where ¢; and ¢y are arbitrary constants, then the general solution of equation (33)
can be written as

0(¢,¢) =0, (36)

where 6 is an arbitrary function of two variables. With equation (36) solved for ¢,
the general solution can be written in the form

¢ =9(¢), (37)

where 1 is an arbitrary function of one variable.

Thus, to solve equation (33), we have to find integrals ¢ and ¢ of the system
(34). The first integral of the system (34) can be found by solving equation
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Equation (38) can be re-written as follows:
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If we multiply both sides of equation (39) by s — b and recognize that the left side of

the equation is now the following product rule, (s—b) 9%+ (4 — )y, = M After
replacing the left side of the equation with this product rule, we get an equatlon.
du(s—0b)] .
A g 40
I a (40)

Equation (40) has a solution
u-(s—b)=axr+c, or ey =u-(s—0b) —az, (41)

where ¢; is a constant.

The second integral of the system (34) can be found by solving equation
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Equation (42) can be re-written as:
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This is a first-order ordinary differential equation of the form
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Equation (44) can be solved by finding an integrating factor v = v(x) such that

dlvz)  dz  dv
= vq(x).
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Comparing (44) and (48), we can determine the appropriate v for arbitrary p and ¢
by taking

1dv
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Integrating both sides of (49) and using p(z) = —% gives
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Substituting (50) and (46) into (47) gives an equation:
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Equation (52) has a solution
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where ¢y 1s a constant.

Thus, the general solution of equation (20) can be written as

i 2T b(x) _
0 (u - (s(z) — b(z)) S o) b(m)) 0, (54)

where 6 is an arbitrary function of two variables. With equation (54) solved for u,
the general solution can be written in the form

B 1 z —b(x) ax
u(z, z) = @) = b(m)ﬁ (s(x) — b(x)) + @) — b(a)’ (55)

where 1 is an arbitrary function of one variable.

The formula (55) shows that the functions satisfying the kinematic boundary
conditions (24)-(25) and the conservation of mass equation (20), derived under as-
sumption (31), depend on the form of the function ¥ and ice surface and bed curves.



Let’s, for simplicity, assume that function 9 is as follows:
I(z) = 2, (56)

where A is a constant.

Let’s also assume zero accumulation/ablation rate, @ = 0, then the steady-state
velocity satisfying the kinematic boundary conditions and the conservation of mass
equation are:

B 1 z—b(z) \
“Ues) = T <s<x>—b<x>) ’ (57)

dbs—z dsz—1>
w(x,z) = u(x,z) <%s—b+%s—b)’ (58)

Choice (56) of function 9 generates a frozen bed solutions. If we assume that
function ¥ is as follows:
I(z) = 2>+ ¢, (59)

where ¢, is a constant, then we generate solutions with non-zero basal velocities:

B 1 z —b(x) A Cp
w2 = o () e (90)
obs—z 0Osz—b
w(z,z) = u(x,z) (%s—b + %s—b) :

The constructed velocities satisfy the surface and bed kinematic boundary con-
ditions (24) - (25) and the mass conservation equation (20). They do not necessarily
satisfy the conservation of momentum equations (21) - (22) and the basal and surface
boundary conditions (27)-(28) and (29)-(30). To make the chosen velocity functions
into exact solutions of these equations, we substitute them into the equations and
calculate the right-hand side functions that accommodate the solutions. This can
be done when specific surface s(x) and bed b(x) are chosen.

(61)

Equations (57)-(58) and (60)-(61)are solutions of flow with general surface s(z)
and bed b(x). Below are specific solutions for a particular case of a linear ice surface
and a sinusoidal bed, similar to experiment B in [8].
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2.5 An exact solution for a flow with a linear sloping surface
and a sinusoidal bed

To generate a particular solution, let’s assume zero accumulation/ablation rate,
a = 0, and the steady-state flow’s linear sloping surface and a sinusoidal bed in the
manner they are defined in ([8]) as follows:

s(r) = —x-tan(w), (62)
b(r) = s(x)—1+ %sin(27m). (63)

If we substitute the above functions for bed and surface into (57)-(58), then the
corresponding steady-state flow’s velocities are as follows:

1 z+ ztan(a) + 1 — Lsin(27z) g
u(x,z) = 1. ( T : ) ) (64)
— 5 sin(2mr) 1 — 5 sin(27z)
dbs—2z dsz—10
w(z,z) = u(x,z2) (@E+@s—b) . (65)

As can be seen from (64)-(65), if A > 0 then

for z = b, u(z,b) =0, w(z,b) =0;

1 1 ds
for z=s, wu(x,s)= ;T w(z,s) =4
S_

The last expression shows the conservation of mass flux, ¢ = hu = 1. This anti-
correlated relationship between horizontal velocity and ice thickness is consistent
with the simulation of a similar problem, Experiment B in [8], by all flowline full-
Stokes models.

We should note that for a flow down an infinite plane with a mean inclination
tan(a), the periodic boundary conditions for a function f are defined as follows:
f(0,z 4+ tan(a)) = f(1,z) and the analytical solutions (64) - (65) satisfy these
conditions.

Figures (1) and (2) show the velocities corresponding to the linear sloping surface
with a slope @ = 0.5° and a sloping sinusoidal bed. The constant in (64) is chosen
as A = 2.0. Figures (1) correspond to velocity field with frozen bed (57-58) and (2)
correspond to velocity field with sliding bed (60-61). Figures (3) show the norm of
velocities.
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Appendix A shows calculation of artificial force functions which make functions
(64-65) satisfy the conservation of momentum equations and its boundary condi-
tions, that is, make them the actual solutions of the flowline model.

1.993960 0.2855620
1 899960 0.2166550
1793960 0.1477480
1698970 0.0788407
1593970 00099336
1.499970 0.0589735
-1.399970 0.1278810
1299970 -0.1967880
1.199380 0 2856950
1.093980 0.3346020
0.9983980 04035090
0893982 -0 4724160
0799984 05413230
0699986 0.6102300
0599988 0.6791370
0493330 0.7480450
0399992 -0.8169520
02999334 0 8858530
0.199996 0.9547660
0099998 1.0236700
0.000000 -1.0925800

Figure 1: Velocities corresponding to a linear sloping surface and a sinusoidal frozen
bed. Left: horizontal velocity, right: vertical velocity.
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2.999340 1458680

2866610 1.276400
2733280 1.034110
2.599850 0911831
2 466620 0729548
2.333290 0547265
2199980 0.384982
-2.066630 0.182699
1.933300 0.000416
1793970 0181867
1.666640 0364150
1533310 ~0546433
1399980 0728716
1266650 09108399
1.133320 1.093280
0993986 12756570
0.866656 ~1.457850
0733326 1.640130
0599996 1.822410
0 4866666 2.004700
0333336 -2.186980
0 0

Figure 2: Velocities corresponding to a linear sloping surface and a sinusoidal bed.
Sliding velocities at the bed. Left: horizontal velocity, right: vertical velocity.
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(a) The norm of the velocities.

The norm of the surface velocity
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velocity
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(b) The norm of §he surface velocity.

Figure 3: The norm of the velocities corresponding to a linear sloping surface and a
sinusoidal bed.



3 Analytical manufactured solutions of the 3-D
isothermal steady-state full-Stokes ice-flow model

The dimensionless equation of the mass conservation and the surface and bed kine-
matic boundary conditions for three-dimensional case are as follows:

ou Ov Ow
Ere ay to, = 0, (66)
Os O0s .
U(.T, Y, 8(.2?,?/))— + U(ﬂf,y, S(.T, y))_ - ’lU(.T, Y, 8(33,?/)) = a, (67)
ox oy
(5,9, b ) 22+ 0(, 9, b )0 — (g, bz y) =0, (68)
u xayv x,y ax v x??/? x??/ ay w x??/? x??/ - Y

If we assume as in the 2-D case that in the inside of the domain, s(z,y) > b(z,y),

Oobs—z 0sz—0b
QU(.Z',y,Z) = U(.T,y,Z) %s—bjLa_xs—b

Lo ) @8—24_%2—17 _.z—b
vy, dys—b Odys—1> R

then the kinematic boundary conditions (67)-(68) are satisfied. From (69), it follows
that

(69)

(70)

ow ou {Obs—2z 0Osz—0b %—%
— = ==+ SRR T
0z 0z \Ors—b Ors—b» s—0b

Js ob .
c%(abs—z %z—b)ija—y—a—y_ a

- 0z a_ys—b+8ys—b s—b s—b

If we substitute (70) into the incompressibility equation (66), we get the following
equation containing only variables u, v and their derivatives:

— 4+ — Oz Oz
8x+8z 8xs—b+8xs—b tu s—0b (71)

ov Ov (Obs—2z 0Osz—0b 3—;—3—3

+6_y+@(6_ys—b+6_ys—b)+vis—b
a
s—b

ou 8u(@s—z %Z—b) ds _ 0b

=0.
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Equation (71) is a first-order quasi-linear partial differential equation with three
independent variables (z, y, and z) and two dependent variables (u and v) of type:

(72)

F(x,y,z,u(x,y,z),v(x,y,z) Ou Ou Ov av) = 0.

7%7&7@)@

Similar to the 2-D flowline manufactured solutions, let’s choose velocity u(z, y, 2)
as following function:

=60 (20) (73

where v; and A\; are some constants.

Then the derivatives of function u(z, z) are

ou s — bl bs!, — sbl, — z(sl, — b))

ar sy TN T oo (74)
ou 1
&:)\lz—bu’

__ Os / __ Ob
=32 and b, = 3°.

Substituting (74) into (71) generates a first-order quasi-linear partial differential
equation:

where s/,

" s;—b;+)\bs;—sb;—z(s;—b;)jL)\ 1 ,s—z+8z—b s — bl
Ny ! (z—=0)(s—10) b\ Ts—b s—b
v Ov s—z z—Db s—b’ ;
T ! =0.(75
+6y+8z<ys—b+sys—b)+vs—b s—b (75)

Finally, substitution of (73) into (75) generates a first-order quasi-linear partial
differential equation with three independent variable (z,y, and z) and only one
dependent variable (v):

ov ov(,s—z ,z2—0b s, — b,
a_y—i_@(bys—b—i_sys—b)—i_vs—b (76)

A1 .
g 1\ 7—1 Z__b _ a _
+(y + 1) (sl = V,)(s—b) (S — b) py 0.
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The characteristic system of equation (76) is as follows:

@ dz _ / dv _ ()

L0 s oS g (g + 1)(s, — ) (s — b)nt (222N —

s—b s— s—b

Let’s find two independent particular solutions of this system, solving the equations:

@ dz

= — = 78)
s—z z=b’ (
1 A
d d
Ty — - s/ —b Y 1 b )\1 4 . (79)
v+ (D =) (s — b (3)7 5
Equation (78) has a solution
z b z—b
S_bza—l—cl, or 1= ——, (80)

where ¢; 1s a constant.

Equation (79) can be re-written as follows:

/ /
dv sy by

d_y+ s—b

o= G - e - (25) et e

This is a first-order ordinary differential equation of the form (44). The solution of
the homogeneous equation is
a(y)

V= (82)

where a(y) is an unknown function.

Substituting (82) into (81), we get an equation for a:
2= b\ M
¢ =~tn D= -0 (255 e (53)
Equation (83) has a solution:
z— b\ M

) == [ o= (327) a|drra @
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Substituting (84) into equation (82), we get

/ / o z=b\M
I o Gt Ml = et K it -

s—b
czzv(s—b)—i-/

Then, the general solution of equation (76) can be written as

9(2}(3—6)—1—/

where 6 is an arbitrary function of two variables. With equation (87) solved for v,
the general solution can be written in the form

oz, y,z) = Sibﬁ (i:z) (88)

[+ 1)(s, = 8,) (s — b)" (222" dy — ay
s—b ’

where 1 is an arbitrary function of one variable.

or

A = A a] ay ()

A = 1—a] dy,jjz> 0, (87)

If we assume again that function ¢ in (88) is of the form
I(z) = 22, (89)

where ) is a constant, then functions (73), (69) , and (88) satisfying the mass
balance equation and the kinematic boundary conditions are as follows:

Wy, 2) = (s— b ('z = ’;)A , (90)

) = o (222) o1)

Jon+1)(s, = W)(s = b (=)™ dy — ay

s—b ’
Obs—2z 0sz—0b
w(x,y,z) = u(x,y,z) (%S—b—i_%é‘—b) (92)

Obs—z Osz—5b )
+ U(x7y72> -

6_ys—b+8_ys—b P
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The constructed velocities satisfy the surface and bed kinematic boundary con-
ditions (24) - (25) and the mass conservation equation (20). They do not necessarily
satisfy the conservation of momentum equations and the basal and surface bound-
ary conditions (not given in this paper). To make the chosen velocity functions
into exact solutions of these equations, we substitute them into those equations and
calculate the right-hand side functions which accommodate the solutions. This can
be done when specific surface s(z) and bed b(x) are chosen.

3.1 An analytical solution for a flow with a linear sloping
surface and a sinusoidal bed

To generate a particular solution, assume that the steady-state flow’s linear sloping
surface and a sinusoidal bed are defined similar to the ones of experiment A in [8].
In the expression below we used the following notation: a = z + « - tan(«) + 1.

s(z,y) = —x-tan(a), (93)
b(x,y) = s(x,y)—1+ % sin(27x) sin(27y). (94)

3.1.1 Parameters 73 =2, A\ =2,y =2

Let’s first calculate integral in (91) by substituting functions (93)-(94) for bed and
surface into the integral in (91):

1 2
I = —3/7rcos(27rx) sin(27y) (a ~ 3 sin(27x) sin(27ry)) dy

1
= —3mcos(2mx) /sin(27ry) (a2 — asin(27x) sin(27wy) + 1 sin?(2mx) sin2(27ry)) dy

21 8

(95)

2 cos(2 in(2 in?(2
= 3mcos(2mx) {a cos(2my) + asmé ™) /(1 — cos(4my))dy + M/ (1-— t2)dt}
t=cos(2my)

= 3 costom) [a*costom) +amsin(zm) (5 — ) SECHD (g =B

47

If we substitute the calculated integral and functions (93)-(94) for bed and sur-
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face into (90) - (92), we get the following formulas for velocities:

u(z,y,z) = (2-b)? (96)
o(eyz) = 1 (z—b)2_l—(zy
7 s—b\s—b s—b’
Obs—z 0O0sz—0b
wlond) = utens) (G025 + 522 (98)
obs—z 0Osz—0b z—Db
+ vlzy,2) (a—ys_ﬁa—ys_b)‘“m-

Figures (4) show the surface horizontal velocities corresponding to the linear
sloping surface with a slope a = 0.5° and a sloping sinusoidal bed. Unfortunately,

1] 225 1] 3.811780

215 3.530800
3.248420
2.968250
2 687070
2405830

169 2124710

155 1.843530

145 1.562360

135 1.281180

125 1.000000

115 0.718822

1.05 0.437644

085 0.156466

085 -0.124712

075 0.405890

085 0687088

055 0.968246

045 1.243420

i 035 i \ 1.530600
0 025 0 1811780

(B 268 o 8 032 B 268 o 8 7013
(a) Surface u, velocity field. (b) Surface u, velocity field.

Figure 4: Surface horizontal velocity fields.
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the constructed velocities satisfy periodic boundary conditions only in horizontal di-
rection z and do not satisfy the periodic boundary conditions in horizontal direction

y.
Figures (5) show the surface vertical velocity and the norm of velocities at the
vertical transect at y = 1/4.

0.191208 2 654620
2521890
2.383160
2.256430
2.123700
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(a) Surface u, velocity field. (b) The norm of velocity at the vertical
transect y = 1/4.

Figure 5: The surface vertical velocity and the surface velocity profile at the vertical
transect y = 1/4.

Figure (6) shows the norm of the surface velocity along y = 1/4.
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Figure 6: The norm of the surface velocity along y = 1/4.

4 Conclusion

In this paper, the manufactured analytical solutions are constructed for the steady-
state isothermal 2-D flowline and 3-D full-Stokes ice flow models. The exact solutions
allow the modelers to compute stress and velocity fields for a 2-D or a 3-D full-Stokes
problem with variable viscosity for different bed and surface geometries. For a 2-D
model, the boundary conditions can be specified as essential, Dirichlet, conditions
or as the periodic boundary conditions similar to boundary conditions of experiment
B (ice flow over a rippled bed) [8]. For a 3-D model, the boundary conditions are
specified as Dirichlet conditions.
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5 Appendix A. Calculation of compensatory source
functions in 2-D flowline diagnostic equations

5.1 Artificial terms in diagnostic equations and in the bound-
ary conditions

The constructed velocities (64)-(65) satisfy the surface and bed kinematic boundary
conditions (24) - (25) and the mass conservation equation (20). They do not neces-
sarily satisfy the conservation of momentum equations (21) - (22) and its basal and
surface boundary conditions (27) - (28) and (29) - (30). Following [3], let’s introduce
artificial stresses Y, and X, in the conservation of momentum equations to make
the chosen velocity functions into exact solutions of the equations.

0(2ug; +p)  O(n(55 +35))
ox 0z
9 (1 (652 +554)) L0 (2u%52 +p)
ox 0z

5 =%, (99)

5 —1=1., (100)

The ice pressure (p = o%; — pg(5 — 2) = 232 — pg(5 — 2)) in (99)-(100) in nondi-
mensional form is as follows:

ou
p—Q/L% — (s —2). (101)

Let’s also introduce an artificial terms v,, v, 7, and 7, in the boundary condi-
tions to make the chosen velocities satisfy the boundary conditions::

at the upper surface s(z,t) :

;2 [—5% (QM? —i—p) +p (%g—u +6g—w>] =v,, (102)
1+ 6% (%) v & z 50

B S : [-5% (M (52—” + %%)) + (w?—w +p)} = v£103)
1+0° (%) ’ o )
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at the lower surface b(z,t) :

L {5db (2,ugu ) — <;gu 62_10)} = Ty, (104)
1+ 62 ()2 v
! 2 {52”’ ( <5Zw %%)) - (2ug—w —i—p)] +1 = £105)
1+ 62 (2) T z z

(106)

5.2 Calculation of derivatives

Calculation of the artificial stress terms require calculation of derivatives of the exact
solutions (57) - (58). Let’s re-write these functions as follows to simplify calculation
of the derivatives:

B 1 z—b(z) "
wo2) = s (i) (107)
w(z, z) = u(x, 2) f(x), (108)
where f(z) = p— Z z : llj (109)

Then, the first derivatives of functions (57-58) are as follows:

ou s = b(s—0b)+ (z—b)(s =)
o - o M o nG b (110)
s =0 v s =0 f
= —u (1+)\>s—b+)\z—b}:_u{s—b+)\z—b}’
ou A
EE—
ow  Ou of
or o’ Tor
ow  Ou
% " or
of  V(s—z)+s"(z—0) s =
or s—b _fs—b'
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The second derivatives are

0?u s —=v 17
L (s”—b”)(s—b)—(s’—b’)2+)\%(z—b)+b’f |
(s —b)? (z—0b)?
0?u A , s =V
o1z u(z—b)2 {b_)\f_s—b(z_b)}’
Pu u)\()\— 1)
022 (z—0b)?’
0w 0?u ouof  O*f
oz = 02 T ares Mo
Fu _
0xdz  0x?’
o _
022 0202’
62—][' B b///(s_z)+b//s/+81//(z_b)_S//b/_Q(S/_b/)(b//(s_z)+$//(Z_b))
ox? s—b (s —b)?
(8, o b/)2 B s —p
+2f(s—b)2 fs—b‘

where, for a linear sloping surface (62) and a sinusoidal bed (63),

s = —tana, s" =0, (112)
V = —tana+mcos(2rx), V' = —27%sin(27z), V" = —47° cos(27x). (113)

If we name the expression

2
10u 8w) Ou Ow (114)

1 +§_ _
2\ 4§ 0z ox ox 0z’
then p = van.
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For further calculations we will need the following derivatives:

op _l—np {<1au+58w) <1 0u 62w) Pudw  Ou 6%0}]15)

N 50z or gﬁxaz—i_a@aﬂ 022 02 Ox 010z

% 2n v

op _1—mnp {<1ﬁu 58@0) <182u 82w) O?u Ow 8u62w]

9~ om0 1\Go: T3 ) \592 T %907 ) “ar0:0: x|
(116)

Substituting (110)-(111) and (115)-(116) into (99)-(100), (102)-(103), and (104)-
(105) generates formulas for artificial terms ¥, ¥, vy, v,, T, and 7.

If constant A in (56) is chosen so that A > 2, then velocities u(zx, z) and w(z, 2)
equal zero at the bed, that is, frozen bed case. In this case, artificial stress terms
in the basal boundary conditions 7, and 7, both are zeros. Artificial vertical stress
terms in the momentum equation ¥, and in the surface boundary condition v, are
small, while the horizontal stress terms Y, and v, are big.
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