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Abstract - Traffic simulators are powerful tools for the simulation of vehicle interactions in many traffic conditions,
but they employ approximated driver models, so the reliability of the acquired information is limited. To overcome
such limitations, this paper presents a co-simulation between a widely diffused open source traffic simulator and
a high end driving simulator. The coupling of the two simulators is used to investigate the effect of an actual
human being driving in a simulated mixed traffic situation, where both traditional and connected and automated
vehicles (CAVs) are involved. The selected reference scenario is a three-legged single lane roundabout. The
behaviour of the autonomous vehicles in the simulated environment is controlled through a previously trained
reinforcement learning policy. The objective is to minimize the time needed to go through the proposed roundabout.
Preliminary tests are realized considering a panel of drivers on the driving simulator and with different percentages
of autonomous vehicles in the simulation (20% and 80%). Results seem to indicate that the behaviour of CAVs
can be easily accepted by human drivers. These outcomes deserve a further extensive statistical investigation for

a final assessment.
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Introduction

Microscopic traffic simulators are powerful tools for
the simulation of vehicle interactions in many traffic
conditions. This allows to study traffic dynamics in
most situations, including the presence in the sce-
nario of both human-driven and automated vehicles,
as done for example by (Zhong, et al., 2020). Con-
nected and automated vehicles (CAVs) can have a
positive impact on traffic flow, reducing delays (Beza,
Maghrour Zefreh, and Torok, 2022) and bringing ben-
efits to energy efficiency thus lowering pollutant emis-
sions (Tate, et al., 2018). In order for CAVs to be
safely deployed in a real environment, their interac-
tion with traditional vehicles has to be understood.
However, traffic simulators often are based on ap-
proximated driver models which cannot fully catch
the complexity of vehicle behaviour (Hasan, et al.,
2021), thus limiting the reliability of the information
that can be acquired.

To overcome such limitations, in this paper a co-
simulation between SUMO (Simulator of Urban Mo-
bility), a widely diffuse open source traffic simulator
(Lopez, et al., 2018) and a high-end driving simu-
lator is proposed. In this way, it is possible to let
a real human driver to navigate into the simulated
scenario, and to assess its effect on the considered
traffic scenario. This approach has been developed
as a use case of AI@EDGE (Al@Edge-Consortium,
2020), a comprehensive research funded by Euro-
pean Commission, focused on how 5G networks can
be improved by means of artificial intelligence (Al)
and edge computing. This particular use case, within
the broader project objectives, has the aim of under-
standing the requirements, benefits and limitations of
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edge computing and artificial intelligence applied at
the task of traffic management.

The reference traffic scenario is a roundabout, ne-
gotiated by automated vehicles, simulated human-
driven vehicles and a vehicle controlled by an actual
human driver in the driving simulator. Roundabouts
are currently one of the most critical scenarios for au-
tomated driving (Garcia Cuenca, et al., 2019a), as
they represent bottlenecks in the road network. In
fact, in order for autonomous driving to be consid-
ered safe and reliable, collision risk must be kept at
the minimum level possible (Garcia Cuenca, et al.,
2019b; Rodrigues, et al., 2018). At present, auto-
mated cars often cannot navigate this kind of infras-
tructure.

In literature, two main control approaches for manag-
ing automated vehicles have been attempted (Martin-
Gasulla and Elefteriadou, 2021). The first one is iden-
tified as vehicle-to-infrastructure (V2I) communica-
tion, in which a central controller collects all the infor-
mation from the vehicles included in the communica-
tion range, makes choices based on these data and
gives instructions back to the vehicles. Conversely,
applying the second approach, the decision-making
process is entrusted directly to the vehicles involved
in the intersection area, and it is based on the data
which are exchanged among them. This configura-
tion is referred to as vehicle-to-vehicle (V2V) com-
munication. Both of the aforementioned approaches
have shortcomings when referred to the considered
scenario. V2| drawbacks are related to the infras-
tructure costs and to the complexity of the data
management, while V2V is subjected to inefficien-
cies due to multi hop communication between dis-
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tant vehicles. To overcome such limitation, a new ap-
proach has been developed exploiting the findings of
the Al@Edge project. The new approach is based
on vehicle-to-network-to-vehicle (V2N2V) communi-
cation, which relies to MEC (multi-access edge com-
puting)/Edge nodes and exploits the features of the
5G network in terms of quality of service and low la-
tencies enabling this application. More details on the
architecture of the connect compute platform used
in the AI@EDGE project are available in (AI@Edge-
Consortium, 2022).

CAVs navigating the roundabout are controlled by
means of a multi-agent reinforcement learning (RL)
algorithm. In a RL framework, one or more agents
are trained to reach a specific goal interacting with
the environment (Bertsekas and Tsitsiklis, 1996). For
each step or the training process, the agent per-
forms and action on the environment, modifying it.
The environment gives back to the agent a reward,
associated to the fitness of the taken action with re-
spect to the set goal. Higher rewards are given to
more effective actions, allowing the agent to learn
which are the best actions to reach the final ob-
jective at any state of the environment. Consider-
ing a traffic scenario, some examples of state can
be the length of the queue (Abdulhai, Pringle, and
Karakoulas, 2003; El-Tantawy, Abdulhai, and Abdel-
gawad, 2013), the positions of the vehicles and their
speed (Gao, et al., 2017; Liang, et al., 2018). As re-
ward functions, the length of the queue (Li, Lv, and
Wang, 2016), the average delay (Arel, et al., 2010;
Pol and Oliehoek, 2016), the cumulative delay (Liang,
et al., 2018; Mousavi, Schukat, and Howley, 2017), or
a combination of them (Wei, et al., 2018) are pos-
sible choices. In a multi-agent configuration, some
or all the agents in the environment are interacting
among each other. So it possible to coordinate their
behaviour by means of a cooperative objective, thus
improving the results.

The paper is structured as follows: in the next sec-
tion, a description of the driving simulator is given;
after that, the traffic scenario is presented; then the
scheme of the co-simulation is shown; finally, the
results of the preliminary tests are highlighted and
some conclusion are drawn.

Dynamic driving simulator

In order to assess the safety and the acceptability
of the RL behaviour policy controlling the automated
vehicles, the use of a driving simulator with a human-
in-the-loop is a viable option for different reasons. In
fact, it allows to investigate the interaction between
traditional vehicles ad CAVs in a safe environment,
eliminating the risks of traffic congestions, or even
worse of collisions between vehicles. Moreover, the
costs related to the materials involved in the test are
significantly reduced: making use of a virtual traf-
fic environment, it is possible to modify the number
of vehicles involved and their behaviour directly act-
ing on the parameters which control the simulation.
This allows to take into account different configura-
tions without additional costs. Lastly, using a sim-
ulated scenario guarantees the repeatability of the
tests, since the influence of disturbing factors such as
variations in the weather conditions or in traffic flow
is eliminated.

The preliminary tests are carried on at DriSMi labo-
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ratory of Politecnico di Milano (Milano, 2022), using
a DiM400 Dynamic Driving Simulator. It is a cable-
driven driving simulator, shown in Fig. 1, which guar-
antees a fully immersive experience for the driver.

Figure 1: Driving simulator at DriSMi laboratory of
Politecnico di Milano

From a graphical point of view, it is equipped with
a 270°-wide 120 Hz screen surrounding the cock-
pit. The simulation environment is created using VI-
WorldSim (VI-Grade, 2022b), which provides a 3D vi-
sualization of the traffic scenario thanks to Unreal En-
gine. The environment is also visible in the rear-view
mirrors, realized by displays.

Figure 2: Detail of cockpit interior

The cockpit accommodating the driver is depicted in
Fig. 2. Active seat belts and brake are used to re-
produce the sensations related to a heavy braking
manoeuvre, while the air cushions inside the seat
recreate the feeling of a turning manoeuvre on the
body. Five speakers are used to replicate the sounds
and noises typically heard while driving, coming from
both inside and outside the vehicle. The motion of the
cockpit is obtained by a multi-stage system with re-
dundant degrees of freedom. The cable-driven plat-
form performs in-plane motions (longitudinal, lateral
and yaw) at a relative low frequency (up to 3 Hz),
while supporting a Steward platform which allows all
six degrees of freedom, realizing smaller motions at
higher frequency (up to 30 Hz). NVH (noise and vi-
bration harshness) frequencies are reproduced by
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eight shakers up to 200 Hz and placed in engine and
suspension mounting points.

The most important features of the driving simulator
of Politecnico di Milano are listed in Tab. 1. Further
details about the driving simulator can be found in
(Previati, Mastinu, Gobbi, et al., 2022).

Table 1: Driving simulator data

Physical quantity Values
Platform size 6mx6m
Visual system (H) 270°
Visual system (V) 90°
Degrees of freedom 9
Longitudinal acceleration of the base 1.5g
Lateral acceleration of the base 159
Vertical acceleration of the cockpit 25¢
Longitudinal travel 42m
Lateral travel 42m
Vertical travel + 298 m
Yaw angle + 62°
Roll angle + 15°
Pitch angle + 15°

The movements of the human-driven vehicle inside
the simulation environment are computed by us-
ing a 14-degrees of freedom model present in VI-
CarRealTime (VI-Grade, 2022a).All processes are
controlled and synchronized by a real-time server, on
which a real-time database is updated every 1 ms,
corresponding to the simulation step.

Traffic scenario

The considered scenario is a three-leg single-lane
roundabout developed in SUMO. In order for the co-
simulation between the traffic simulator and the driv-
ing simulator to run correctly, it is fundamental to en-
sure the alignment of the road networks of the two
simulations. This alignment can be obtained by ex-
porting the roundabout network created in SUMO
to Mathworks Roadrunner (Mathworks, 2022) and
then converted to the VI-WolrdSim format via Unreal
Engine (Epic-Games, 2022). The resulting scenario,
shown in Fig. 3, provides the driver with a realistic
view of the scene he/she is navigating.

Figure 3: Roundabout scenario

To study the interaction between CAVs and human-
driven vehicles, a mixed traffic condition is simulated.
In order to have a fairly traffic situation, forty vehi-
cles are considered in the scenario. All of the vehicles
present in the simulation, except for the one human-
driven vehicle driven by the human inside the driving
simulator, are controlled by SUMO. Traditional vehi-
cles are reproduced using the IDM (intelligent driver
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model) algorithm, while CAVs behaviour is controlled
by means of a RL policy. The RL policy has been
trained on the same roundabout scenario. During the
training phase, the traffic was constituted by forty ve-
hicles, whose behavior was modelled by means of
IDM car-following model. The parameters used in
this phase have been selected based on the work of
(Jayawardana and Wu, 2022), and are calibrated to
reproduce the human-like driving behaviour. The pol-
icy has been trained offline and then implemented to
be tested on the driving simulator. The RL algorithm
has the objective to optimize the traffic flow in terms
of minimizing the time needed by an autonomous ve-
hicle to go through the roundabout. The results ob-
tained vary according to the market penetration rate
(MPR) of the CAVs, i.e. the percentage of the total
traffic constituted by automated vehicles. As an indi-
cator of the effect of MPR on the situation, the aver-
age time needed by a vehicle to go from any entrance
to any exit has been measured. In a simulation with
n vehicles vy, vo, ..., v,, an entering timestamp ¢,
and an exiting timestamp 5 are associated to each
vehicle. The average time is calculated as

i (g — )
p= S (1)

n

The outcomes are shown in Tab. 2.

Table 2: Driving simulator data

AV percentage  pu(t) [s]

10 6.33
20 6.27
30 6.18
40 6.11
50 5.88
60 5.26
70 4.73
80 4.72
90 4.69
100 4.66
Co-simulation

The scheme for the integration between SUMO and
the driver simulator is shown in Fig.4.

In order for the co-simulation between the driving
simulator and SUMO scenario to run smoothly, all
of the processes are integrated with the real-time
server. The real-time database is used to synchro-
nize all involved processes. The human-in-the-loop
on the driving simulator drives the car by means of
the pedals and of the steering wheel inside the cock-
pit. These signals are fed to the real-time database,
and successively to VI-CarRealTime which runs the
fourteen degrees of freedom model of the vehicle
with a fixed simulation step of 1 ms. As output, the
model gives the states of the human-driven vehicle,
which are used to control the dynamic of the driving
simulator. The state of the human-driven vehicles are
also exploited by VI-WorldSim to generate the visual
and the audio feedback the driver perceives inside
the cockpit.

The SUMO simulation runs on a dedicated worksta-
tion. It is connected to the real-time database through
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Figure 4: Scheme of the connections to the real time database

a UDP connection. The real-time sever uses this con-
nection to send the states of the human-driven vehi-
cle every 5 ms, thus allowing its position to be up-
dated in the SUMO environment. The communication
between SUMO and the UDP connection is realize
by a Python instance exploiting the TraCl library. The
UDP communication is also used as trigger to run
each simulation step of 5 ms in SUMO. After each
simulation step, the position of all the other vehicles,
computed by SUMO, is sent to the real-time database
via the UDP connection and read by VI-WorldSim,
through a Matlab/Simulink interface, and used to up-
date the virtual environment. By this scheme, the
two simulations are synchronized by the real-time
database through the UDP connection.

A particularly critical aspect of the co-simulation is
the communication delay. The main objective of the
co-simulation is to enable a real human being to drive
within a simulated traffic environment. To provide
the driver with a realistic experience, both simula-
tions must run in real-time and remain synchronous.
To achieve these objectives, the two simulations are
synchronized with each other and with real-time us-
ing a real-time scheduler set at a fixed integration
time of 5 ms. This integration time represents the al-
lotted time for computations and proves sufficient for
SUMO to receive the state of the human-driven vehi-
cle, compute the traffic state and transmit this infor-
mation to the virtual environment of the driving simu-
lator. Due to this co-simulation scheme, there exists
a fixed delay of 5 ms between SUMO and the driving
simulator environment, which is imperceptible to the
human driver.

Finally, a second Python interface is used to connect
SUMO to the reinforcement learning policy in charge
of driving the CAVs in the simulation. This connection
is realized by the Flow library Flow-project, 2019.

-4-

Trajectories

SUMO is a microscopic traffic simulator, thus the tra-
jectories of the vehicles do not consider vehicle dy-
namics and appear not realistic when directly used
in a virtual environment for human interaction. To in-
crease the immersivity of the driving simulation envi-
ronment, the trajectories of the vehicles computed by
SUMO are slightly modified before being send to the
real time database. An auxiliary network has been
created containing the modified trajectories of the ve-
hicles and a correspondence table is generated re-
lating every position im the original network to a cor-
responding position in the auxiliary network. During
the simulation, for each position of the vehicles com-
puted by SUMO in its network, the corresponding po-
sition in the auxiliary network is found and sent to VI-
WorldSim via the real-time database. From a compu-
tational point of view, this process is very easy and
quick, but it allows a more natural graphical repre-
sentation of the trajectories, so that the driver per-
ceives them as smooth and realistic. Referring to the
sampling time, as SUMO samples the motion of the
vehicles in the simulation at a frequency of 200 Hz,
and that the screens of the driving simulator are at
120 Hz, there is no need for interpolation between
the positions computed in two consecutive instants
of the SUMO simulation.

Preliminary tests

The considered reference scenario, comprising the
three-legged single-lane roundabout, can be navi-
gated in a relatively short time. In order for the par-
ticipants to have a more time to interact with the traf-
fic of the other vehicles in the roundabout, they have
been asked to repeat the test entering in the round-
about three times, one for each leg. Once inside the
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roundabout, they have been asked to leave it at the
second exit, thus crossing a flow of vehicles enter-
ing the roundabout. In this way, drivers can observe
the behaviour of the vehicles approaching the round-
about. For each entry leg, the manoeuvre has been
repeated two times, to compare two different percent-
ages of CAVs, i.e. 20% and 80%. Human drivers in-
side the simulator were not aware of the percentages
of CAVs they were dealing with. They were asked to
indicate the possible differences in the perception of
the two traffic situations, in terms of felt safety and
of traffic smoothness. The results are reported in the
Tab. 3, Tab. 4 and Tab. 5.

Table 3: Perceptions related to traffic smoothness

Preferred scenario Number of answers

20% CAVs 4
80% CAVs 6
No difference 2

Table 4: Answers associated to safety feeling

Preferred scenario Number of answers

20% CAVs 3
80% CAVs 3
No difference 6

Table 5: Data on the global preference of the drivers

Preferred scenario Number of answers

20% CAVs 3
80% CAVs 6
No difference 6

Regarding traffic smoothness, the data collected indi-
cate a preference towards the scenario in which 80%
of vehicles where autonomous. This means that the
majority of the drivers were able to perceive a traf-
fic flow improvement when the MPR increases. As
far as it concerns the perception of safety while driv-
ing in the scenario, most of the participants did not
feel any difference, so they seem to easily accept the
presence of CAVs on the road. Overall, the drivers
seem to accept autonomous cars in the traffic situ-
ations they faced, giving promising insights on the
introduction of connected vehicles in the traditional
traffic. Such conclusions should be investigated fur-
ther as the panel of drivers in this preliminary test
was quite limited.

Conclusions

In the paper a co-simulation between a microscopic
traffic simulator and a high end driving simulator has
been shown. The co-simulation allow to include a hu-
man in the loop in a traffic simulator as to under-
stand the reactions of the human in a mixed traf-
fic condition, in which both traditional vehicles and
autonomous ones are navigating into a roundabout.
Tests are performed comparing two different percent-
ages of CAVs in the traffic, namely 20% and 80%.
Their behaviour is controlled by means of a reinforce-
ment learning policy, trained with the objective to min-
imize the time needed by an autonomous vehicle to
cross the infrastructure.
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Thanks to the driving simulator and the human-in-
the-loop, it has been possible to study the percep-
tion of the driver in the considered situation. Drivers
where not informed about the percentage of CAVs
they were dealing with. The results obtained during
the preliminary tests show that participants did not
seem to be bothered by the presence of autonomous
vehicle. On the contrary, there is a slight trend to pre-
fer the situation with 80% MPR, in particular in terms
of perceived traffic smoothness. This gives encourag-
ing insights for the future of introduction of connected
vehicles among traditional human-driven ones. The
panel of drivers involved in the preliminary tests was
quite limited, so the outcomes will be further investi-
gated considering a wider sample.
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