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Abstract. Recent developments in generative AI have posed a challenge for de-
velopers who attempt to maintain an effective balance between the system’s gen-
erative input and user’s sense of creativity and control. In this paper, we present a
longitudinal study of a web/mobile application we developed, Mixboard, which
allows novice music lovers to create and share personalized musical mashups in
a co-creative manner. Different balances between the role of system automation
and user creative input have been developed and studied over a period of two
years. Findings from users studies indicate that while novices appreciate the sys-
tem’s AI driven automation and suggestion, they seek to expand their level of
control and creative input into the final product over time. Future developments
may therefore include a personalized level of control balance based on continuous
assessment of user behaviour.

Keywords: Co-creativity, Musical AI, Longitudinal User Studies, Mobile Ap-
plications, Novices

1 Introduction

Systems that use Artificial Intelligence (AI) to aid in creative processes have recently in-
creased in popularity, partly driven by OpenAI’s suite of Generative Pre-Trained Trans-
former (GPT) releases starting in 2018 [13]. One of the main challenges facing devel-
opers of co-creative systems is how to provide automation and content in a manner that
would maintain a sense of creative control and agency for the user. User satisfaction
may be negatively impacted if the system prompts the user to contribute too much or
too little to the creative outcome. This also comes at a time where music production and
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consumption is, or at least appears to be to novices, more widely accessible. Popular so-
cial media, like TikTok or Instagram, empower users to select and edit music and sounds
to go along with their planned content. As Jenkins et al. describe, these technologies and
new forms of consumption ”signals a movement toward a more participatory model of
culture one which sees the public not as simply consumers of pre-constructed messages,
but as people who are shaping, sharing, reframing and remixing media content in ways
which might not have been previously imagined” [8].

We developed Mixboard [15] to allow music lovers to ”shape and remix” any set
of songs into high-quality musical mashups, assisted by AI. A mashup, in this context,
can be defined as a blend of elements from 2+ songs. Aimed at novices, the applica-
tion acts as a co-creative agent that contributes to the musical decision making, rather
than giving the user full control over the final outcome. The AI handles both low-level
computational tasks such as source separation, segmentation, tempo and key detection,
stretching, and transposition, as well as high-level artistic decisions such as selecting
appropriate musical segments and suggesting compositional structures. A previous set
of comprehensive user studies with the app identified a clear desire for further user con-
trol. This motivated our team to rewrite the system’s software infrastructure to provide
a more effective balance between user control and system automation. In this paper, we
provide a short summary of the original system, describe the new features developed to
address the control balance, and present newly conducted research studies that indicate
a higher level of user satisfaction and productivity while working with the app.

2 Related Works

Recent generative audio systems rely on artificial intelligence and machine learning for
creation and manipulation of sound data. Certain products depend on Digital Audio
Workstations (DAW), such as Avid Pro Tools [11] or iZoTope’s mixing product suite
[7] to support professional musicians who are familiar with advanced musical concepts.
Such systems require layered knowledge and experience with waveform editing, ren-
dering the musical outcome to be fully dependent on the user’s abilities and talent.
Conversely, applications designed for novices such as Splash Music [6], Amper [2],
OpenAI’s MuseNet [14] or Jukebox [5], allow little creative input for the users in con-
structing the musical outcome. With these kinds of systems, the user only provides high
level input such as mood, length, or style, while the AI generates the music without
supporting ongoing creative input for the users. Santo et al. [16] identified that users
would like a co-creative to provide some control over the output. As Tanaka et al. [17]
found with their co-creative musical systems, ”The ability of the listener to distinguish
his own contribution within the total resulting music is a crucial element in granting
musical agency to individual users.”

For mashup applications, too, recent efforts tend to simplify the interaction design,
which limits the creative expression and control of the user. MixMash [10], for exam-
ple, presents users with a song proximity map but does not provide an interface for
users to creatively generate full songs. Other systems such as AutoMashUpper [3] and
PopMash [19] pose creative constraints, whether it is limiting the songs a user can work
with or limiting the user’s creative potential by providing a overly technical user inter-
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face. These systems also do not allow users to choose any song of their liking, which
limits personalization and engagement. DropMix [12], on the other hand, does provide
commercial songs for users to mashup. However, DropMix’s song library is limited and
the system does not allow the user to engage creatively in constructing the final prod-
uct. Mixboard was designed to address these challenges, providing users with ongoing
AI-driven creative input during the construction of their songs.

3 Web Application Overview

The first implementation of Mixboard was designed for the Web [15]. The application
allows users to select any four songs from Spotify and organize them over a visual
canvas. The users can drag song album art onto the canvas, positioning them over four
lanes: Vocals, Instruments, Bass, and Drums. These stems have been source separated
using Demucs [4]. Users can then edit the length and location of each segment by drag-
ging and dropping segments over the canvas. The system selects the optimal key and
tempo for the mashup, and stretches and transposes all songs segments to the optimal
tempo and key using Elastique by Zplane [20]. It also makes high level creative sugges-
tions such as providing templates for songs and selecting the particular audio segments
for each placed segment on the canvas. In a set of comprehensive user studies [15], we
found that the majority of users asked for more control over their creations. Addition-
ally, we found that while users may have started their mashup process by leaning on
the AI-powered features to select random songs with (Choose for Me) or determine the
placement of their songs with (Surprise Me), no user exclusively used the AI features;
this indicates that even novice users were capable and willing to explore more nuanced
AI-powered features, but they still wanted to exert their own creative goals themselves.

4 iOS Application Overview

To address our initial evaluation findings, we developed a new iOS version of the app.
The iOS app interface can be seen in Figure 1. A video demonstration of the application
can be viewed here: http://bit.ly/mixboard. Three main features were added
to the application in an effort to provide more control to the users, while still providing
meaningful AI input. To allow users to better decipher between the components of the
mashup, Mute and Solo functionalities were added to each lane. To provide users with
more control over which audio segment is chosen by the AI for each section, we added
a Shuffle function:

Mute: Turning on Mute for a lane will silence corresponding sound pulled from
songs placed in that lane. This lets the user silence lanes while listening to live playback,
enabling the user to zero in on sounds they want to highlight or remove.

Solo: Turning on Solo will only play sound generated from that corresponding lane.
Shuffle: After clicking a placed segment, a Shuffle button appears next to the Delete

button. When Shuffle is clicked, the system will sort through all available relevant seg-
ments to pull another segment that matches the length of the placed segment. Given the
high volume of requests for users to select specific segments from songs, the Shuffle
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function is designed to grant the user more control choosing the segment, while still
allowing the AI to make an informed decision on which audio segment would fit well.

In addition to these changes, the iOS version also prompts users to log in with
their Spotify accounts, which leads to their most recently played songs to display in
the Spotify window of the song selection window. This allows for easier and faster
personalization, which was requested by many users. The iOS version also removed the
Generate button, and replaced it with Play/Pause to reduce wait time in listening to a
mashup.

Fig. 1. The iOS version of Mixboard, rendered on an iPad 2 in Dark mode

5 Evaluation

We conducted one study on the iOS version of Mixboard using a tablet to maximize
screen size. We recruited 20 participants, 16 of which participated in research of the
web version. The participants ranged from 22 - 27 years of age, and no one held more
than a year of professional or recreational music mixing experience. Participants were
given up to 30 minutes to interact with the system; the audio and visual content of
the device was recorded throughout the experiment. After the experimentation phase
ended, subjects participated in a semi-structured interview and survey. The interview
included questions that explicitly asked about how the participant liked and used the
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three new control-granting features. The survey asked users about their experience us-
ing 20 Likert-scale questions, some of which were adapted from previous musical AI
experiments [9]. Two survey questions asked participants to rank potential features in
terms of how interested they were in trying the feature and how effective they per-
ceived the features could be in helping them create better mashups. The 27 features
included in this section all came from previous participants’ desires or misconceptions
of Mixboard; these ideas both further expanded existing functionality, e.g. lane labels to
set expecations on what to hear, and generated functionality, e.g. a song recommenda-
tion system based on the selected songs’ tempo or key. The survey data was aggregated
to generalize findings quantitatively by assessing the measures of central tendency of
this study against previous studies conducted.

6 Results

Results from the 20 Likert-scale measures are shown in Figure 2. Two major sys-
tem bugs were identified during research, one of which broke Shuffle and the other
frequently broke the Play/Pause button. The team was able to identify these issues
and fix them after the 8th study. As such, survey means were calculated across all
studies (labeled as ”Study 3 Mean”), as well as specifically for participants 9-20 (la-
beled as ”Study 3 Post-Fix Mean”). ANOVA tests were conducted on all 20 mea-
sures across these three groups, and each measure was proven to be statistically sig-
nifcant between groups. After these fixes, the iOS version of Mixboard proved to be
more consistent ( mean(µ) = 1.62 (decrease of 0.63 from previous research), stan-
dard deviation (σ) = 0.8), well-integrated (µ = 4.31,+.30, σ = 0.74), and eas-
ier to use (µ = 4.69,+0.27, σ = 0.5) than the web version. The iOS version also
scored better in the control (µ = 3.69,+0.60, σ = 1.15) and need for more learning
(µ = 2.23,−0.35, σ = 1.02) measures than the previous version of the system. Inter-
estingly, the average for automation (µ = 2.85,+0.47, σ = 1.18) moved closer to 3,
meaning more participants ”neither agreed nor disagreed” with the statement, ”The sys-
tem should automate more of the composition process for me.” There was minimal dif-
ference in the creative expression, trust, learnability, and user confidence measures,
which demonstrated that the new version’s changes were not noticeably detrimental to
the well-favored user experience of the system.

Technical errors impacted 9 screen recordings. The team decided to only analyze
recordings that captured the full experimentation period, so 11 screen recordings were
analyzed. Mute was the most commonly used feature, with only 2 of the 11 users ob-
served choosing not to interact with the feature at least once during production. It is
possible that returning participants were more drawn to interact with the feature given
its newness; some returning participants requested this feature previously, which could
have further motivated its use. In the features aspect of the survey, only 7 features re-
ceived strictly positive remarks, meaning no participant stated they were ”Not inter-
ested” in trying the feature, and no one believed the feature worsen the experience.
Each of these features would grant the user more control and improve the quality of the
final product. All 20 participants chose to use the full 30 minutes to experiment with
the system, and each participant stated they would want more time with the system.
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Fig. 2. Longitudinal Comparison of Mixboard

7 Observation and Discussion

7.1 Version Comparison

We asked participants ”Do you think the system provides you too much, too little, or just
enough control over your creations?” 8 participants stated ”Just enough”, and another
10 qualified their ”Just enough” responses by saying they would want more control as
time went on. This data paired with the improved control measure score indicate that
this version achieves a more desirable balance between automation and user control;
however, there is more to be desired. One returning participant shared, ”I like that I can
now change it (using Shuffle), but I think it’d be more of a unique experience if I could
choose which part of the song. Whenever I think of a song I want, I have a specific
part I want to add, not just the entire song” (P17.7). Furthermore, participants generally
used Choose for Me and Surprise Me, two AI-driven features, less frequently than in
the web version, which could be due to returning participants having a clearer vision
of what they want to create or because their pre-existing system knowledge meant they
had less to explore. Nearly all returning participants supported the transition from web
to tablet, yet 7 of the 16 participants stated they felt less precise without using a mouse
or bigger screen. One of these 7 participants stated she felt she had less control over her
mashups in this version compared to the web, making her the only returning participant
who said they lost control in a negative sense. Participants often stated Solo and Mute
made it easier to identify sounds they wanted to accentuate or eliminate, which granted
more control. Shuffle likely should remain, even if more data should be gathered around
the feature when it works.
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7.2 Achieving Long-Term Co-Creativity
The juxtaposition captured by our results demonstrates how difficult it is to provide a
universal co-creativity balance that would be appreciated by all users in longitudinal
studies. One participant stated throughout the study that his expectations had changed
due to capabilities and limitations experienced in the previous study, ”I can’t necessarily
choose the exact seconds of a track, so knowing that means I have to be very open
with the vision going into this...if the system’s already going to choose the parts of the
track for me, then I feel like trying to put specific tracks down is in conflict with that.”
This reflects gradual user trust can also prepare the user for more advanced features.
13 of the 20 participants requested Mixboard’s AI to expand to influence their work
further; participants most commonly requested suggesting songs or placement based on
what they already had selected (10 participant requests) and more information about
the AI’s decision making process (8 participant requests). It is worth noting that the
latter request did not emerge in the first iteration of research studies, again showing
how user expectations can evolve. Users were more likely to request these advanced
features when they had previously participated in our studies, reaffirming Turchet et
al.’s [18]finding that ”personalization mechanisms (should be) based on the expertise
level of the user.” More control could allow these users to evolve their abilities over
time, which increases the likelihood of creating works they are happy to claim as their
own.

7.3 Ethical Standards
This project was developed by Georgia Tech students for academic purposes. The hu-
man subjects research was approved by the Georgia Tech Institutional Review Board.
Informed consent was collected verbally and in writing at the beginning of each research
study. No compensation was offered to participants. Anonymized data was stored in a
secure drive only accessible to the researchers included on the IRB protocol.

The ethics of remixing and redistributing musical works will be addressed in future
work of this system. Since Mixboard is not publicly available, there is minimal risk
regarding copyright infringement or improper compensation for the artists. Mixboard
could greatly increase the number of works that could be used to generate revenue out-
side of proper royalty structures, namely if a user were to use a mashup on sponsored
social media content or to sell to other social media users. Furthermore, since partic-
ipating in streaming music slightly increases the likelihood to participate with music
piracy [1], we must be especially careful that our users understand the consequences of
illegal usage of copyrighted music.

8 Conclusions and Future Work

Mixboard will continue to evolve to address the wealth of user feedback we have col-
lected. The team plans to evaluate whether the system should intentionally scaffold
learning via unlockable features or advanced tutorials. While it is clear that different
users will have different expectations and different preferences, we will explore vari-
ation that would personalize the level of control based on assessing users interaction
with the system.
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