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Abstract. Even before the circumstances the global pandemic forced, a diverse
ecosystem of technologies and artistic practices for performances in digital and
virtual media was raising. Thus, not only is there a sustained interest in trans-
ferring existing performance practices into said media, but it also enables the
emergence of new practices and art forms. In particular, immersive, networked,
virtual multiuser environments (summarized under the term ”metaverse”) offer
many possibilities for creating new art experiences that need to be explored. In
this paper, we present VERSNIZ, a system for audiovisual worldbuilding, the
spatial shaping of virtual environments, as a collaborative real-time performance
or installation practice. It combines gamification concepts, known from popular
sandbox video games, with the performance practice of live coding based on the
esoteric programming language IBNIZ. We describe the technical implementa-
tion of the system, as well as the resulting artistic concepts and possibilities.

Keywords: Live Coding, Metaverse, Networked Music Performance, Virtual In-
stallations, IBNIZ

1 Introduction

The term ”metaverse” has become a real hype, and today all kinds of virtual and
augmented reality (VR, AR) applications are often promoted as ”metaverse”. Used
as a marketing term, the question of how these called metaverse applications differ
from other VR/AR applications often remains unclear. Derived from the dystopian sci-
ence fiction novel ”Snow Crash” [1], the definition of the metaverse as ”an intercon-
nected web of social, networked immersive environments in persistent multiuser plat-
forms” ([2], p. 1) seems to be gaining acceptance. According to this definition, the
term metaverse environments is suitable for classifying online, multiuser, interactive,
and interconnected virtual worlds, in contrast to other virtual applications. As virtual,
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freely experiential environments, metaverse worlds offer a high degree of immersion
and many creative possibilities. The manifold ways of multimodal interaction via text,
speech, and movement allow for diverse social exchange and self-expression [3]. Thus,
they have many properties that make them suitable for art experiences [4], also in the
context of music practice [5]. A particular challenge in the context of metaverse envi-
ronments for art expression is real-time performances with multimedia content of music
and visuals. Although there is a long history of realizations and concepts for live per-
formances in metaverse environments [6], in recent years, they have come into focus
for a broader audience due to the limitations imposed by the global pandemic. But as
all related areas of the metaverse continue to grow and advance technologically, we can
expect to see continued interest in these topics. Metaverse environments can provide an
immersive environment for telematic/networked music performances (NMPs) [7] and
are an environmentally friendly and barrier-free alternative for bringing together audi-
ences and artists from around the world.
Here, not only the issue of suitable streaming technologies is in the foreground [8],
but also the resulting artistic possibilities. It is not only about how to transfer existing
performance practices into such virtual environments but also about which new prac-
tices can emerge from these environments. Virtual environments, such as in VR, already
allow for expanded possibilities in terms of virtual instruments, composition, and per-
formance practice [9,10,11]. They also offer the possibility of creating entire worlds
under the concept of worldbuilding/worldmaking [12,13]. The technological overlap
with video games also allows for the incorporation of gamification elements for com-
posing or performing in such environments [14,15].
In comparison to the above-mentioned virtual instruments or systems for performances
in enclosed virtual environments, we present a system for real-time performances and
installations incorporating the audience in online, multiuser, metaverse environments.
Because they are shared virtual environments that are also accessible to the public via
the Internet, they enable audience participation in virtual performance and composition
processes and thus new art practices. How can the role of the performer, the stage, and
the audience be redefined in this process? To explore the emerging possibilities of such
environments, we combine the gamification concept of worldbuilding with the practice
of live coding. As a result, we propose a performance and composition system that is
only feasible in metaverse environments.
In the following, we describe the development of the metaverse environment ”VER-
SNIZ” for audiovisual live coding using the IBNIZ programming language [16]. The
implementation integrates the above-mentioned concepts, to dissolve conventional ideas
of performer, audience, and stage and enable a new performance practice in metaverse
environments.

2 Background

A long and wide-ranging history of virtual environments as a medium can be found
in video games. The perspective of the recipient is significant here. Usually, the user
does not take the passive role of a spectator, but is an active protagonist in narrative
scenarios or collaborative games. In concepts like sandbox games, such as the popular
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Fig. 1. A screen capture from the VERSNIZ environment, showing a live coding object placed in
the default virtual world. It is rendering music and an animated visual from an example algorithm.

Minecraft [17], the player also takes on the role of the creator, creatively shaping the en-
vironment and the game experience. Here, players build virtual worlds by placing static
or interactive elements as building blocks that shape the entire environment, referred to
here as the concept of worldbuilding.
Thus, especially in the medium of virtual environments, the long practice of video
games has led to a familiar blending of the recipient and the performing actor. The
surrounding world is thereby both, the material as well as the stage for the creation of
these experiences. When it comes to live performances of audio/visual content, there
are a growing number of musical live performances in multiplayer games like Fort-
nite or metaverse environments such as VRChat or Mozilla Hubs [18]. In its most ba-
sic application, these are concerts with 2D audio and video live streams on such plat-
forms [19,20]. The experience, with the audience viewing a large virtual screen, is more
akin to a public screening than an actual live performance. More complex approaches
allow artists to perform as virtual avatars, partly based on motion capture [21,22]. High-
quality, pre-recorded live performances with 3D sound and video are another form of
virtual live performances [23].
This century has seen a rise in the concept of the composer-programmer, which man-
ifests itself especially in the performance practice of live coding [24]. A practice in
which the on-the-fly programming of algorithms for the generative composition of mu-
sic and/or visuals is performed live in front of an audience [25,26]. As programming
languages, these can also be embedded well in new technologies, such as web-based
applications in the browser [27,28,29]. Therefore also into web-based metaverse envi-
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ronments. Embedding live coding into such environments allows live performances to
be executed within the platform without the need to stream audio and video from local
computers. For VERSNIZ we implemented an appropriate programming language for
audiovisual live coding in metaverse environments and present a performance practice
that combines the advantages of metaverse environments with the gamification concept
of worldbuilding.

3 Concept

Our objective for VERSNIZ was to create a metaverse environment where multiple
users can create a transforming virtual world as a collaborative performance or installa-
tion through audiovisual live coding. For this purpose, as in many worldbuilding video
games, objects can be placed in virtual space by the user (see Fig. 1). These objects
have a programming terminal and can be live-coded in the IBNIZ programming lan-
guage. The algorithms simultaneously create the visual form, the animation, and the
music. The placement and movement of the live coding objects, as well as the design of
the acoustics of the virtual environment, allow for the additional application of spatial
composition techniques [30].
Through movement in six degrees of freedom (6-DoF), the individual selection of what
is seen (field-of-view) and heard is influenced by the head orientation and the position
in space. Different visual details and a different ”mix” of auditory components have a
significant and individual influence on the perceived art experience.
Various criteria were considered during the implementation of a suitable system to meet
the definition of a metaverse environment: along with the fundamental requirement of
being a multiuser virtual platform, particular focus was put on the resulting immer-
sion. In addition to the 3D rendering of the visual environment, special attention was
also paid to the spatial audio rendering. Here, three-dimensional 6-DoF audio repro-
duction is realized with binaural synthesis for headphone-based auralization [31]. An
adequate auditive room simulation was additionally implemented. Compliance with the
WebXR [32] standard ensures the use of common VR/AR end devices. While com-
patibility with VR and AR devices using head-mounted displays (HMDs), controllers,
hand or room tracking enables immersive experiences, the ability to use a conventional
computer or mobile device ensures a low barrier to entry for the widest range of users.
As a web-based application, users do not need to perform platform-specific installa-
tions, and the environment is automatically networked as the metaverse concept intends.
Integrating audio and video streaming or text-based chats enables additional forms of
interaction and enhances the social component of the experience. In addition, the pos-
sibility of modifying the virtual environment allows new types of stage and design con-
cepts that can be realized with low effort compared to physical reality, and would oth-
erwise be difficult or impossible to realize.

4 Implementation

Implementing a system with the mentioned features requires a complex interchange of
various programming languages, frameworks, libraries, and interfaces (see Fig. 2).
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Fig. 2. The architecture of the VERSNIZ metaverse environment. The graphic shows the involved
frameworks, libraries, and programming interfaces.

To comply with the described requirements for a metaverse environment, a selection
of suitable web technologies was made. Thus, the virtual environment was developed
based on the A-Frame framework [33]. Together with the library Networked-Aframe [34],
shared, multiuser virtual environments can be implemented. This combination is well
established, being the basis of the popular Mozilla Hub metaverse systems. The bin-
aural rendering of A-Frame was extended with an implementation of the Resonance
Audio spatializer [35]. The most critical component for the audio-visual composition is
the programming language for live coding. The programming language IBNIZ unites
various features that are particularly beneficial for programming in VR or AR and en-
ables simultaneous programming of audiovisual algorithms. The following describes
the development of these elements in more detail.

Metaverse Base System The web-based multiuser virtual environment was mainly re-
alized with the A-Frame framework. A-Frame is a framework developed in JavaScript
that enables the programming of virtual environments for VR and AR abstracted in
HTML-like syntax. It is based on the JavaScript library Three.js [36] for programming
WebGL applications. The HTML-like abstraction allows it to start designing 3D vir-
tual worlds easily, while the access to Three.js makes it still very powerful. Embedding
the WebXR application programming interface (API) enables integration with com-
mon VR/AR hardware and mobile devices - with stereoscopic rendering on HMDs and
interaction via controllers and tracking. A-Frame applications can still be used with
conventional computer hardware via screen, mouse, and keyboard. This allows most
users to experience it without requiring special hardware. A-Frame provides various
so-called ”components” that can be used to program 3D geometries and models, mate-
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rials, lights, shadows, and multimedia content such as images, videos, and sounds into
a virtual environment. The framework is also arbitrarily extendable by programming
custom A-Frame components in JavaScript.
The Networked-Aframe library builds on A-Frame and enables the programming of
multiuser environments for VR and AR. Networked-Aframe offers various adapters for
data exchange via WebRTC with a WebSockets fallback. The data is transferred from
user to user in a so-called peer-to-peer (P2P) network. The integration of the WebRTC
standard [37] enables the low-latency transmission of audio and video streams, so that
video and audio chats can be realized. Text can also be transmitted in-between users, as
can the parameters of all A-Frame components, including custom-developed ones. In
addition to sharing data, Networked-Aframe also provides templates for implementing
avatars and synchronized interaction with the environment to ensure interactivity and
persistence of the virtual environment.
For VERSNIZ, Networked-Aframe was integrated using the default EasyRTC adapters.
Besides the synchronization of avatars and user interaction, the IBNIZ source code of
the audiovisual live coding objects is shared. The virtual world unfolds its immersive
potential when immersive end devices are used [38]. Stereoscopic rendering on HMDs
and tracking head and movement in the room, create the feeling of presence in virtual
environments. Not only is the image rendered to match the user’s perspective, but so
is the sound. A-Frame, in combination with the Web Audio API [39], already creates
a dynamic three-dimensional sound experience through binaural rendering for head-
phone playback using real-time convolution with head-related transfer functions [31].
Sound sources are rendered at the appropriate location depending on the head orien-
tation and the user’s position in the room. To increase acoustic plausibility, a spatial
room simulation for reverberation that considers the material properties of reflective
surfaces, was added. This makes it possible to match the visually designed environment
acoustically and to increase audiovisual coherence [40]. As there is already an A-Frame
port [41] of the Resonance Audio spatializer, and Resonance Audio can be considered
an appropriate choice for web-based applications [42], the existing port was extended
and implemented in conjunction with the IBNIZ live coding component [43]. Based on
these technologies, any desired immersive world can be created to represent the stage
in VERSNIZ.

IBNIZ Live Coding Component IBNIZ, ”Ideally Bare Numeric Impression giZmo”,
is a virtual machine for low-level programming of audiovisual algorithms [16] which is
closely related to the Bytebeat concept [44]. It was developed by Ville-Matias ”Viznut”
Heikkilä and is linked to ideas present in the Demoscene. This is reflected in the min-
imalistic design of the language, resulting in the reduced instruction set, consisting of
only one character per instruction.
Through this minimalist approach, IBNIZ is often considered an esoteric programming
language [45]. A kind of programming language developed out of the motivation to
implement experimental, weird, or sometimes artistic concepts rather than to pursue a
practical use. Here many results can be already considered software art themselves.
The language design of IBNIZ also has artistic characteristics in it, and it is at the same
time a domain-specific language [46] for the programming of further 2D video and au-
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Fig. 3. A screen capture from the original IBNIZ code editor. It shows an example of the same
algorithm from Fig. 1.

dio art (see Fig. 3).
The language’s minimalism is not only ideal for live coding in real-time performances,
allowing the artist to program expressive algorithms quickly and with few characters
only, but also for typing with virtual keyboards on VR/AR devices. While the use of
virtual keyboards in VR is often limited to short texts due to the difficulty of using
them with the available input devices [47], the advantage of IBNIZ as the chosen lan-
guage is particularly evident here. The entire instruction set can be placed on a single
virtual keyboard view to code the desired algorithms quickly, even with controllers, the
mouse, or hand tracking. Building on a web-based port ’jibniz’ [48] in JavaScript, we
realized an implementation of IBNIZ as an audiovisual live coding language for meta-
verse environments. The IBNIZ virtual machine is implemented as an A-Frame and
Networked-Aframe compatible component ’aframe-jibniz’ [49] using the Web Audio
API. The resulting audio is linked to a Resonance Audio source and can be rendered
spatially depending on its position in relation to the listener. The visual output serves
as a displacement texture for arbitrary 3D geometries; in this way, using algorithms, an
animated, constantly changing object is generated. In combination, three-dimensional
audiovisual objects are created that continuously evolve in real-time. Each object can
be programmed independently with a programming terminal and a virtual keyboard,
implemented using the Aframe-Super-Keyboard component [50]. The written code and
the objects’ position are also synchronized P2P using Networked-Aframe with all other
users. Since the rendering is client-based for each user, neither audio nor video needs
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to be streamed, only the text of the programmed code. This way, low bandwidth is used
to transmit only text, enabling low-latency, real-time performances.

Fig. 4. A screen capture of a collaborative live coding scenario in VERSNIZ. Two people repre-
sented as a head point-cloud avatar performing together in the default environment setup.

5 Use Cases

With VERSNIZ we provide an exemplary template implementation of the ’aframe-
jibniz’ live coding component into an A-Frame/Networked-Aframe metaverse base sys-
tem. Using this template, users can create arbitrary virtual worlds and art experiences.
Within the possibilities offered by A-Frame, artists can freely design virtual environ-
ments, also specifically for use with VR or AR systems. It is intended for performances
or installations using the proposed worldbuilding concept (see Sec. 3): the placement
and live coding of multiple IBNIZ audiovisual objects in this environment, to enable the
algorithmic composition of a constantly changing virtual world. The composition can
then take place in real-time within the virtual experience, rather than being produced in
advance. The resulting music and the 3D visualization of the objects change constantly
depending on the algorithm. The location of their placement adds a spatial component to
the composition and allows for extensive integration of spatial composition techniques.
Placement and live coding can be done by any user or restricted to specific perform-
ers, allowing for different levels of audience engagement. The audience can not only
simultaneously take on the role of the performer by live coding themselves, but they
can also have their individual experience as passive spectators by interacting with the
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environment, for example by freely roaming around the world of various audiovisual
objects. The recipient is free to move around the virtual environment at any time; the
artist has no control over the time and place where the objects are experienced. This
adds a spatial component to a time-continuous performance whose control is entirely in
the hands of the recipient.
The above-mentioned properties allow a performance practice specifically tailored to
the possibilities of metaverse environments, where all actors (performers and audience)
come together in an immersive virtual world. The spatial aspect is important here; mul-
tiple IBNIZ live coding objects allow an audiovisual composition to be placed as indi-
vidual fragments in space. This concept, inspired by worldbuilding videogames, allows
different composition and performance concepts in combination with audiovisual live
coding:
1. virtual worlds can be used as a shared playground for free-form audiovisual cre-

ation by different users
2. as a multiuser environment, it can be used for networked music performances in

the form of collaborative improvisations or rehearsed compositions (see Fig. 4)
3. artists can create immersive, persistent audiovisual installations in virtual worlds

(see Fig. 5)

With VERSNIZ, a new dimension is added to live coding as a performance practice,
while the medium of virtual environments offers a high degree of freedom in designing
artistic experiences. The gamification concept of worldbuilding allows for a new way
of spatially distributed collaboration. A demo of the default VERSNIZ template imple-
mentation can be found at: https://versniz.glitch.me/
A video with a brief demonstration of the concept and mechanics is available at:
https://youtu.be/O4TmE1-bth4

Fig. 5. A screen capture of multiple audiovisual objects composed into a sculpture, as an example
for an audiovisual installation.
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6 Conclusion & Future Work

With VERSNIZ we have created a metaverse environment for networked, collabora-
tive live coding of audiovisual worlds. It allows for various novel performance and
composition concepts characterized by their spatial aspects. This makes it possible to
create art experiences that would be difficult or impossible to realize in physical reality.
As an open-source environment, it allows artists a high degree of freedom in design,
customization, and expansion. With the incorporation of the worldbuilding concept in-
spired by video games, we have described a specific performance practice that partic-
ularly benefits from the advantages of metaverse environments. The primary constraint
is the programming language IBNIZ. While its minimalist design has significant advan-
tages for programming in VR/AR, it is limited in stylistic variety. The properties of the
IBNIZ virtual machine in terms of visual and audio resolution or the lack of external
media integration, such as images and audio samples, limit the results to a lo-fi 8-bit-
like aesthetic.
The current implementation of VERSNIZ works best for Chromium-based browsers
and can be found at: https://github.com/AudioGroupCologne/VERSNIZ
However, it is still under continuous development to increase compatibility with browsers
and end devices, improve the user experience, provide additional features for artists, and
improve stability and performance. Referring to the limitations of IBNIZ mentioned
above, also other systems for performances in metaverse environments [51] are being
developed parallel to VERSNIZ. This includes additional programming languages for
live coding, systems for programming and performing with virtual instruments, and
performances using real-time streaming of volumetric audio and video [52].
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51. Dziwis, D., von Coler, H., Pörschmann, C.: Orchestra: a Toolbox for Live Music Perfor-

mances in a Web-Based Metaverse. Journal of the Audio Engineering Society pp. 1–11
(2023), (accepted for publication)

52. Dziwis, D., von Coler, H.: The Entanglement – Volumetric Music Performances in a Virtual
Metaverse Environment. Journal of Network Music and Arts 5(1), 1–12 (2023)

Proc. of the 16th International Symposium on CMMR, Tokyo, Japan, Nov. 13-17, 2023

300

https://resonance-audio.github.io/resonance-audio/
https://resonance-audio.github.io/resonance-audio/
https://threejs.org/
https://webrtc.org/
https://www.w3.org/TR/webaudio/
https://github.com/mkungla/aframe-resonance-audio-component/
https://github.com/mkungla/aframe-resonance-audio-component/
https://github.com/AudioGroupCologne/aframe-resonance-audio-component
https://github.com/AudioGroupCologne/aframe-resonance-audio-component
http://arxiv.org/abs/1112.1368
https://github.com/flupe/jibniz
https://github.com/AudioGroupCologne/aframe-jibniz
https://github.com/AudioGroupCologne/aframe-jibniz
https://github.com/supermedium/aframe-super-keyboard
https://github.com/supermedium/aframe-super-keyboard



