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Abstract 

 
In this paper we summarize our participation in the SympTEMIST Subtask1 (SymptomNER) in 

the BioCreative 2023 workshop. Our main goal is to achieve a good result using the RigoBERTa 

model and try more sophisticated techniques such as domain adaptation. 

 

 

Introduction 

 
The main goal of this study is to obtain a good Named Entity Recognition (NER) model for the 

SympTEMIST Subtask1 (SymptomNER). This task is a token classification task focused on 

detecting disease symptoms in clinical reports extracted from the SPACC corpus (1). 

 

To achieve our goal, we focus on a simple yet powerful strategy: we use only high-quality 

language models for the Spanish language such as RigoBERTa (2) and xlm-roberta-large (3) and 

we fine tune them optimizing their metaparameters with a grid search. We also tried a domain 

adaptation of the RigoBERTa model. We avoided using gazetteers or any kind of heuristics on 

purpose given that most of the times it is not feasible to use them in real life applications due to 

their high complexity and development cost. 

 

 

Corpus and task 

 

SympTEMIST (4) is a shared task and resource initiative focused on detecting and normalizing 

symptoms, signs, and findings in medical documents written in Spanish. It aims to enhance text 

mining capabilities in the medical field for Spanish documents. 

 

Subtask1 of SympTEMIST, known as SymptomNER (Symptoms, Signs & Findings Named 

Entity Recognition), involves the automatic identification of mention spans of symptoms in 

clinical reports written in Spanish. Participants are required to use the SympTEMIST corpus, 

which contains manually labeled mentions, as training data to develop systems capable of 

providing the character offsets (start and end positions) for all symptom entities mentioned in the 



text. The primary evaluation metrics for this subtask are precision, recall, and F-score, measuring 

the system's accuracy in recognizing these medical entities in the text. 

 

The metric used to rank the results will be the Non-overlapping F-score, which means that the 

complete entity must be predicted correctly and partial guesses or predictions longer that the one 

in the gold standard will not count towards the metric. 

The corpus has annotation guidelines created and curated by experts in the field and the manual 

annotation process has been revised and postprocessed which means the corpus has a good 

quality and could be further expanded in the future. 

 

 

Experiments 

 
For the experiments we will be using RigoBERTa2, an improved version of the original model 

which has proven to be consistently good, especially in the clinical domain. According to Subies 

et al. (5), RigoBERTa2 obtained the best results in a benchmark across 12 clinical domain 

datasets for the Spanish language. RigoBERTa2 was tested along with other Spanish language 

models like BETO (6) and MarIA (7), other domain specific models like bsc-bio-ehr-es (8) and 

Galén (9) and also multilingual models like xlm-roberta-large and mDeBERTaV3 (10). 

 

Apart from RigoBERTa, and following the recommendations by Agerri et al. (11) we trained 

xlm-roberta-large model as a baseline to check that real improvements were made. The training 

procedure consisted of adding a dense neural network layer on the top of the base model and 

training them together.  

 

For every trained model we made a grid search to select the best learning rates, dropouts and 

batch sizes. All the parameter configurations were trained with the train data and the ones that 

performed the best with the validation data were used to train a model with both train and 

validation data. Every model was trained until 20 epochs were completed or until the validation 

score didn’t improve for four consecutive epochs. All the training process was performed on a 

single NVIDIA A100 80GB GPU. 

 

The parameters used for the grid search are the following: classifier_dropout = [0, 0.1, 0.15, 0.2, 

0.21, 0.22, 0.25], learning_rate = [8e-6, 1e-5, 1.5e-5, 2e-5, 3e-5, 4e-5, 5e-5, 9e-5], batch_size = 

[16, 32], warmup_steps = [0], weight_decay = [0], warmup_ratio = [0]. 

 

We also tried to adapt RigoBERTa to the biomedical domain. To do so, we performed one epoch 

of training with all the background data available for the competition, similar to Gururangan et 

al. (127and with an effective batch size of 2048. 
  

After all that, we noticed that a lot of predictions had trailing punctuation signs at the end of the 

entity and, given that the original training data did not, we performed a simple postprocessing of 

the predictions in order to remove them. 
  

In the following table we can see the results for the test set calculated with Overlapping F-score. 

In this case partial entities count towards the goal, contrary to Non-Overlapping F-score. 



 

model Score 

xlm-roberta-large 0. 8162 

RigoBERTa 0. 8236 

RigoBERTa-domain-adaptation 0. 8057 

RigoBERTa-postprocess (no domain adapt) 0. 8318 

 

Table1: Overlapping F-scores for the main experiments performed. 

 

RigoBERTa outperformed the baseline, however it did not obtain any gains from the domain 

adaptation, despite having performed quite well with the validation data. For the domain 

adaptation we used the same parameters used for the original pretraining of RigoBERTa and we 

hypothesize that his may have hurt the training process because the corpus used was much 

smaller and homogeneous. 

 

model Score 

xlm-roberta-large 0. 3215 

RigoBERTa 0. 3471 

RigoBERTa-domain-adaptation 0. 3567 

RigoBERTa-postprocess (no domain adapt) 0. 5062 

 

Table2: Non-Overlapping F-scores for the main experiments performed. 

 

In the table above the Non-Overlapping F-scores are presented. As the models were optimized 

mostly with Overlapping F-score in mind, the results are notably worse, however a great 

performance boost is obtained with the postprocessing. 

 

 

Conclusion 

 
In this paper we have seen that very good results can be obtained with simple approaches and 

without the need for heuristics such as gazetteers, just with machine learning. RigoBERTa has 

been proven to be better than other approaches which makes it a great starting point for any 

problem suited for encoders in Spanish language. 
  

As for future work, right now there is a need for Spanish biomedical domain models, so 

gathering a big biomedical corpus and adapting RigoBERTa to the domain would  be a very 

interesting feat to achieve. In the NER side, the models should improve by adding a CRF layer 

and a BiLSTM one like in Lample et al. (13). 
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