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1. Introduction
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The CLiGS group

• CLiGS = Computational Literary Genre Stylistics
• Junior Research Group, Department of Literary 

Computing, University of Würzburg, Germany
• French and Spanish Studies and Computer Science / Text 

Mining 
 
• http://cligs.hypotheses.org
• http://github.com/cligs/
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Aims of this study

• Automatically identify direct speech in novels (using 
linguistic markers vs. using typography)

• Assess proportion of direct speech for subgenres and 
decades

• Enhance subtlety of analyses in stylometry
• Prepare for subdivision of narrator speech by text type
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Starting point

• direct speech and 
thought 
presentation 

• lack of systematic 
typographical 
boundaries 
(in French)
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2. Data
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Corpus 1

• 127 novels
• 1840-1889
• 40 random 

chapters 
annotated 
manually

• sentence 
contains direct 
speech: 
yes/no
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Corpus 2

• 36 novels
• 1861-1889
• 4 subgenres
• balanced for 

subgenre
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3. Method
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Overview

Approach: Machine-learning

Steps:

• Manual label-annotation of a partial corpus:
Sentence contains direct speech

• Feature generation
• Learning relation between labels and features
• Evaluation
• Application (automatic classification) on complete corpus
• Analysis of distribution of direct speech:

(decade and subgenre)
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Features Types

• 81 Features
• Different feature-categories:

◦ Char-based: Speech-sign, exclamation-mark, ...
◦ Lexical: deictic expressions, interjections, ...
◦ Semantic: Lexical verb-category (WordNet)
◦ Morphological: Part-Of-Speech, tense, lemmas, ...
◦ Syntactical: Numbers of commas, sentence-length, ...
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Performance on annotated partial-corpus
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Applying the trained model to 
unannotated corpus

• Complete corpus automatically annotated with 
trained model

• 100 sentences per document randomly sampled
and manually revised

• 15.1% false positives for direct speech 
• 16.1% false positives for non direct speech
• F1 Score: 0.84
• Problems identified

E.g. Sentence splitting policy (colon)
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Impact of sentence-splitting strategy
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• Impact due to problem definition:
◦ More instances
◦ More instances classified as non-direct speech 

(40.2% splitting by , vs. 61% sentence based)
• Worse performance
• Same performance ranking of algorithms
• Benefit of sequential methods (CRFs) (each Macro-F1)

◦ MaxEnt: 0.779
◦ SVM: 0.782
◦ CRF (w=5): 0.823
◦ CRF (w=Sen): 0.834



4. Results
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Corpus 1: Proportion of direct speech (by genre)
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Corpus 1: Proportion of direct speech (by decade)
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Significance and corpus
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Corpus 2: proportions of direct speech (by genre)
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Features used (sorted by rank; part 1)
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Features used (sorted by rank; part 2)
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5. Conclusion
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Results

• Good classification result (F1-Score 0.94 resp. 
0.84) 

• Quite large proportion of direct speech (61%) on 
average

• Proportion over decade: no significant variations 
(α=0.01)

• Genre: blanche vs. policier and fantastic
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Challenges

• Sentence segmentation: precision and granularity
• Take insertions (“dit-elle”) into consideration
• Features related to the position in the sentence  / 

paragraph
• Corpus structure: larger and more balanced
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“Thank you!”, they said at the end 
of their presentation.

—Merci!, ils ont dit à la fin 
de leur présentation.

http://cligs.hypotheses.org

http://github.com/cligs
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