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ABSTRACT

Voice conversion is an emergent problem in voice and
speech processing with increasing commercial interest, due
to applications such as Speech-to-Speech Translation (SST)
and personalized Text-To-Speech (TTS) systems. A Voice
Conversion system should allow the mapping of acousti-
cal features of sentences pronounced by a source speaker
to values corresponding to the voice of a target speaker, in
such a way that the processed output is perceived as a sen-
tence uttered by the target speaker. In the last two decades
the number of scientific contributions to the voice conver-
sion problem has grown considerably, and a solid overview
of the historical process as well as of the proposed tech-
niques is indispensable for those willing to contribute to
the field. The goal of this text is to provide a critical sur-
vey that combines historical presentation to technical dis-
cussion while pointing out advantages and drawbacks of
each technique, and to bring a discussion of future direc-
tions, specially referring to the development of a percep-
tual benchmark process for voice conversion systems.

1. INTRODUCTION

Speech is an inherently human communication tool. The
development of computational systems that process speech
in various ways is a very interesting and important chal-
lenge. Systems that concentrate on the intelligible content
of speech, such as speech recognition and text-to-speech
systems, have received widespread attention due to impor-
tant applications in providing accessibility for disabled in-
dividuals, as well as applications in human-computer in-
terface design and in security systems. Some systems fo-
cus mainly on the timbral quality of speech, for instance
speaker identification systems, whereas others are equally
concerned about intelligible and timbral aspects, such as
singing voice synthesis [1].

This paper concentrates on the Voice Conversion (VC)
problem as introduced by Childers et al. [2], which is the
task of converting a sentence uttered by a source speaker in
such a way that the converted result appears to be the same
sentence spoken with a different voice, i.e. that of a target
speaker. It is important to make a few distinctions between
(VC) and related problems clear.
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Voice Transformation is a general problem that encom-
passes all tasks and methods that modify any features of a
voice signal; for instance, pitch shifting or time-stretching
a recorded sentence are examples of voice transformations.
Voice Morphing is a term borrowed from image process-
ing, and is the special case of voice transformation where
two voices are blended to form a virtual third voice, where
usually the two source voices speak or sing the same thing
synchronously. Instances of these techniques have been
made known to the general public through films such as
Farinelli (where a soprano and a countertenor voices are
blended to make up a pretended castratto voice) or Alvin
and the Chipmunks (where chipmunks voices are pitch-
shifted/formant-corrected actors voices).

A Voice Conversion system takes into account both the
timbre and the prosody of the source and target speakers.
While timbre and prosody are qualities that are easy to rec-
ognize and hard to define in general terms, in the specific
context of voice conversion timbral features are usually as-
sociated with the dynamic spectral envelope of the voice
signal, whereas prosody is related to pitch/energy contours
and rhythmic distribution of phonemes.

In order to define the transformations related to tim-
bre and prosody, VC systems usually depend on a training
phase, which may be text-dependent or text-independent.
In the first case, both source and target speakers have to
record the same sentence; after that, both recordings are
time-aligned (using for instance Dynamic Time Warping [3,
4, 5]), and acoustic features are mapped synchronously be-
tween recordings.

In the text-independent case [6], source and target speak-
ers are not required to record the exact same sentences.
Recordings are usually segmented into frames which are
mapped into a feature space and clustered into groups of
similar frames, defining artificial phonetic categories,
which may or may not coincide with usual phonemes. Acous-
tical parameters of the source sentence are then mapped
within each category, according to similarity of source and
target frames.

Another distinctive aspect of VC systems is related to
the phonetic content of the languages used in training and
in actual conversion. In voice conversion within a single
language, both text-dependent and text-independent train-
ings are feasible, and artificial phonetic classes are more
likely to reflect actual phonetic classes, since the sets of
phonemes present in source and target recordings are basi-
cally the same.

On the other hand, Crosslingual Voice Conversion [7]
assumes that source and target subjects speak different lan-
guages (A and B, respectively), and a sentence (in lan-
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guage A) from the source speaker should sound as if spo-
ken (untranslated, of course) by the target speaker. This
process involves a text-independent training strategy, and
is predicated on the assumptions that similar phonemes ex-
ist within the languages A and B, and that substitution by
similar phonemes would not instantly prohibit comprehen-
sion of the converted speech.

Some attempts at crosslingual conversion have been
made using bilingual individuals [8], since they allow text-
dependent training, by using sentences in language B spo-
ken by the source speaker. This allows the specification of
timbral transformations between similar phonemes (in lan-
guage B) from source and target, which are later applied to
phonemes in language A to obtain similar phonemes with
the timbre of the target.

1.1 Applications

There has been an increasing interest in voice conversion
systems, specially in telecommunication companies such
as CENET [9]. Some of the applications of voice conver-
sion with a commercial interest are:

• Customization of Text-To-Speech (TTS) interactive
systems [6, 10].

• Personalized virtual interpreters: this is a combina-
tion of speech recognition followed by automatic
translation and finally TTS in the destination lan-
guage using the voice of the original speaker. Some
examples are the Verbmobil project (German/En-
glish and German/Japanese real-time voice transla-
tion), and TC-STAR [11, 12, 6, 13, 14, 15, 16, 17]
which aims at providing Speech-to-Speech Transla-
tion (SST) in several languages.

• Biometric voice authentication systems: the devel-
opment of voice conversion techniques has a natu-
ral interplay with the development of voice authen-
tication systems, which are subject to attacks (in this
case using voice disguise) as any other security sys-
tem.

• Voice restoration systems: these are aimed at people
who suffered some voice-impairing pathology.

1.2 A Typical Voice Conversion System

Figure 1 presents a sketch of a typical voice conversion
system. The system receives sentences from the source
speaker (S0) and from the target speaker (T0), which are
used in a training phase to define a transformation (T ) from
source speaker features (which may be local or global) to
target speaker features. Afterwards, the system receives a
new sentence Sf from the source speaker and synthesizes
a sentence Tf , which should carry the same message as Sf

but with the vocal qualities of the target speaker.
The training phase is generally the first necessary step

for voice conversion. This is the stage where data from
both speakers is collected and processed, in order to ob-
tain a reasonable characterization of the acoustic features

Figure 1. Typical Voice Conversion System.

of each speaker, thus allowing the definition of the trans-
formation to be used in the subsequent stage. According to
figure 1, in this phase the VCS:

1. Receives input sentences S0 and T0.

2. Extracts relevant acoustic features for each speaker,
creating alternative representations Σ0 and Θ0 for
source and target speakers, respectively.

3. Processes the acoustic features Σ0 and Θ0 in order to
obtain a database of local (frame-based) and global
(sentence-based) descriptors for both speakers.

4. Defines a transformation from local and global source
descriptors to local and global target descriptors.

The transformation phase has a similar structure: input
sentences Sf are represented as Σf in an acoustical feature
space, which is then converted by the transformation de-
fined in the training phase into a representation Θf , which
is finally inverse transformed into a sentence Tf .

The alternative representation of the sentences in a space
of acoustical features (Σ and Θ in the diagram) is sup-
posed to preserve enough information so as to allow not
only plain resynthesis but also manipulation of timbral and
prosodic aspects of the signal. Since many of these are
time-varying attributes of the signal, the extraction of acous-
tic features is usually done on a frame-by-frame basis.
Acoustic descriptors are said to be local if they describe a
feature of a single frame, and global if they correspond to a
whole sentence or to a model of the speaker. Examples of
local descriptors are instantaneous pitch, energy, and spec-
tral envelope, or the artificial phonetic category to which a
particular frame belongs. Examples of global descriptors
are means and standard deviations of pitch or energy mea-
surements, or estimates of the glottal pulse and vocal tract
for each speaker.

There is no general consensus with respect to frame
size. In theory, frames smaller than 10 ms may be consid-
ered stationary due to the inertia of larynx and vocal tract
within such timespans [18]. In practice, frames of 15 ms
or 25 ms are frequently used [19, 20], and are considered
stationary in a broader sense. Some authors [7, 13] prefer
to use variable-sized frames defined by an integral number
of periods of the quasi-stationary voice signal, which are
called pitch-synchronous frames.



The choice of frame size is also related to the choice of
sample rate, since both combined determine spectral accu-
racy. In theory, sample rates should never be smaller than
6 kHz, since the human voice has important formant fre-
quencies below 3 kHz, but in practice the sample rates of
8 kHz and 16 kHz are frequently used, and larger sample
rates are advised for high-quality voice conversion.

The reconstruction of a voice signal from processed
frames must be carefully planned, since changes in spectral
content may introduce audible artifacts due to phase dif-
ferences between adjacent frames, and may be perceived
as high-frequency noise, clicks or ringing frequencies that
did not exist in the input signal.

The following section presents a historical overview of
articles dealing with voice conversion, and also the main
techniques introduced. Section 3 presents a comparative
overview of these contributions based on perceptual tests.
Section 4 discusses some of the frequent difficulties faced
when developing VC systems, and some of the proposed
solutions. Finally, section 5 summarizes possible future
directions in VC development, as presented in the recent
literature, and discusses comparison standards for future
VC systems.

2. STATE-OF-ART TECHNIQUES IN VOICE
CONVERSION SYSTEMS

This section brings a historical overview of techniques used
in Voice Conversion, as well as a classification of the tech-
niques according to their interrelations.

2.1 Historical Overview of VC techniques

Many voice conversion (VC) techniques have been pro-
posed since the original formulation of the voice conver-
sion problem by Childers et al. [2] in 1985. Childers pro-
posed solution involved a mapping of acoustical features
from a source speaker to a target speaker. A year later,
Shikano [21] proposes to use vector quantization (VQ) tech-
niques and codebook sentences.

A few years later, in 1990, Abe [19] introduces the idea
of crosslingual voice conversion systems (CVCS) using
bilingual subjects, and in 1991, Valbret [22] rekindles the
discussion by proposing personalized Text-to-Speech sys-
tems using the idea of Dynamic Frequency Warping (DFW).

In 1995, Childers [20] introduces the idea of VC based
on the physiological model of glottal pulse and vocal tract,
and Narendranath [23] adds Artificial Neural Networks
(ANN) to the list of VC techniques.

By the end of the 90’s, Arslan [24] proposes a model
using Line Spectral Frequencies for spectral envelope rep-
resentation, which results in the STASC (Speaker Transfor-
mation Algorithm using Segmental Codebooks) algorithm,
and Stylianou [9] uses Gaussian Mixture Models (GMMs)
combined with Mel-Frequency Cepstral Coefficients
(MFCCs) as an alternative to spectral envelope represen-
tation.

In 2001, Toda [25] proposes a combined spectral repre-
sentation and voice conversion technique named

STRAIGHT (Speech Transformation and Representation us-
ing Adaptive Interpolation of weiGHTed spectrum), which
allows the manipulation of spectral, acoustical and rhyth-
mic parameters. A year later Türk [26] proposes a variation
of Arslan’s STASC algorithm using the Discrete Wavelet
Transform (DWT).

Sündermann [7] made a series of contributions since
2003. He has established the concept of text-independent
voice conversion and has been the first to propose a text-
independent crosslingual voice conversion system that did
not require bilingual subjects for training the system. He
also brought up to the field of voice conversion a tech-
nique known as Vocal Tract Length Normalization (VTLN),
which had been originally proposed in 1995 by Kamm et
al. [27] in the context of speech recognition.

More recent contributions by Rentzos [28], Ye [29] [29],
Rao [30] and Zhang [31] have focused in probabilistic tech-
niques, such as GMMs, codebook sentences, and techniques
such as ANN and DFW, among others.

In the next section, a more detailed view of voice signal
representation and transformation techniques frequently
used in voice conversion systems is given.

2.2 Classification of VC techniques

Voice conversion techniques may be classified according
to the acoustical features used in the alternative represen-
tation of the signals, as well as according to the transfor-
mation techniques employed in conversion.

2.2.1 Representation Models

There are a few parameters that are usually computed for
each frame, such as pitch (F0), energy (rms), and some
representation of frequency content, which is fundamental
both for classification and transformation of voice quality.
Besides the Fourier spectrum and its envelope, voice con-
version systems use many other representation models for
a voice signal, such as:

Voice-based models: Vocal Tract Length Normalization
(VTLN), Formant Frequencies, and Glottal Flow
models.

Mixed Voice/Signal Models: Linear Prediction Coding
(LPC), Line Spectral Frequencies (LSF), Cepstral
Coefficients, and Speech Transformation and Repre-
sentation using Adaptative Interpolation of
weiGHTed spectrum (STRAIGHT).

Signal-based models: Improved Power Spectrum Enve-
lope (IPSE), Discrete Wavelet Transform (DWT),
Harmonic plus Noise Model (HNM).

Voice-based models are based on representations of hu-
man voice-producing mechanisms, using concepts such as
glottal pulse, which is the raw signal produced by vocal
folds, and vocal tract, which comprises the oral and nasal
cavities, palate, tongue, jaw and lips, and is responsible for
many timbral voice qualities.

Mixed voice/signal models are actually signal models
that provide compact representations for the signals. Since



they are largely used by the speech recognition commu-
nity, they acquired many helpful voice-related interpreta-
tions. For instance, parts of the cepstrum are often related
to formant regions (and thus to vocal tract contribution)
or to the fundamental frequency, and LPC coefficients and
LPC residuals can also sometimes be associated to vocal
tract and glottal pulse (viewed in a subtractive synthesis
context).

Purely signal-based models are based on general time-
domain and frequency-domain signal representations, and
are usually devoid of specific voice-related or phonetic-
related semantics. The harmonic-plus-noise model is more
specific than the others, but is specially useful in tracking
voiced portions (e.g., vowels) of the signal.

Besides the usual linear frequency spacing that is com-
mon to Fourier-based methods, many of these techniques
also allow the use of alternative frequency scales such as
BARK and MEL [32].

2.2.2 Transformation Techniques

The transformation phase in voice conversion systems is
concerned with every acoustic feature used in the repre-
sentation of the voice signal. This includes pitch shifting
and energy compensation, but also the transformation of
frequency content in such a way that both timbral aspects
and intelligibility are taken into account. Transformation
techniques are intrinsically tied to representation models.
Some of the common techniques are:

Statistical Techniques: Gaussian Mixture Models
(GMM), Hidden Markov Models (HMM), Multi-
Space Probability Distributions, Maximum Likeli-
hood Estimators (MLE), Principal Component Anal-
ysis (PCA), Unit Selection (US), Frame Selection
(FS), K-means, K-histograms.

Cognitive Techniques: Artificial Neural Networks
(ANN), Radial Basis Function Neural Networks
(RBFNN), Classification And Regression Trees
(CART), Topological Feature Mapping, and Gener-
ative Topographic Mapping.

Linear Algebra Techniques: Bilinear Models, Singular
Value Decomposition (SVD), Weighted Linear In-
terpolations (WLI) and Perceptually Weighted Lin-
ear Transformations, and Linear Regression (LRE,
LMR, MLLR).

Signal Processing Techniques: Vector Quantization (VQ)
and Codebook Sentences, Speaker Transformation
Algorithm using Segmental Codebooks (STASC),
and Frequency Warping (FW, DFW, WFW).

These techniques basically differ with respect to the way
they look at data. For instance, statistical techniques usu-
ally assume that data such as feature vectors or vocal pa-
rameters have a random component and may be reason-
ably described by means and standard deviations (Gaus-
sian model), or that they evolve over time according to
simple rules based on the recent past (Markov models).

Cognitive techniques are based on learning processes
using abstract neuronal structures, and usually depend on

a training phase (where both inputs and outputs are avail-
able). Frequently they are used for decision problems
(where only 2 possible output values are available), for in-
stance in speech recognition, where a separate network is
trained for every specific phoneme or word or sentence that
is going to be recognized.

Linear algebra techniques are based on geometrical in-
terpretations of data, for instance in finding simplified mod-
els by orthogonal projection (linear regression), in obtain-
ing convex combinations of input data (weighted interpola-
tions), or in decomposing transformations into orthogonal
components (SVD).

Signal processing techniques define transformations
based on time-domain or frequency-domain representations
of the signal. These may try to encode a signal using a li-
brary of frequently found signal segments or codewords,
or to convert timbre-related voice qualities by modifying
frequency scale representations (warping).

The above categories also frequently overlap in the case
of voice-conversion techniques. For instance, LRE and
SVD are frequently used as statistical tools, and both PCA
and vector quantization are built using linear algebra frame-
work.

In the next section some of the usual methods for evalu-
ating voice conversion systems are presented and discussed.

3. EVALUATIONS

The two fundamental questions related to the evaluation of
voice conversion addresses the ideas of similarity of the
timbre of the converted voice with respect to the target
voice, and of the quality of the result with respect to sound
artifacts or intelligibility. Several attempts have been made
in trying to answer those questions both objectively and
subjectively.

3.1 Objective Evaluation

In this setting it is required that the target sentence be also
recorded by the target speaker, thus providing a golden
standard to which the converted sentence is compared.
Both target and converted sentences are time-aligned and
then a global distance between the time-aligned sentences
is computed. This global distance can be computed by
accumulating differences between time-aligned frames, or
using other acoustical measures, such as cepstral distortion
(CD) [25], among others.

It has been observed that such objective measures are
not necessarily correlated to human perception or to human
preferences [33]. In fact, some works report large objective
distances and good subjective evaluations [26].

3.2 Subjective Evaluation

Due to the difficulty in defining good objective distance
measures which are perceptually meaningful, and also due
to the difficulty in comparing objective values using dif-
ferent metrical distances, some authors have preferred to
evaluate the performance of their systems by standard sub-
jective tests such as MOS and ABX.



The MOS or Mean Opinion Score test is basically an
evaluation process using 5 values for grading the output,
in this case the quality of the converted voice and its sim-
ilarity to the target voice. The values are standardized as
5=excellent, 4=good, 3=fair, 2=poor, 1=bad. The project
TC-STAR [11, 12] proposes a standard perceptual test us-
ing MOS as a measure of both quality and similarity.

Tables 1 and 2 bring a collection of MOS results for
quality and similarity, respectively, of several voice conver-
sion systems, as presented by their authors. In experimen-
tal voice conversion tests, a distinction is usually made be-
tween intra-gender conversion (indicated by M →M and
F → F in the tables) and inter-gender conversion (M →
F and F →M ). The method of Rao [30] has received the
highest grading for quality of conversion, whereas Rent-
zos [28] methods have been graded higher for similarity
of timbres. Some authors [16, 3] reported that variants of
their methods were able to significantly improve quality
gradings at the expense of lower similarity gradings, prob-
ably due to excessive smoothing issues (see section 4).

Year Author Quality MOS Technique
1997 Kim [34] 3.42 VQ

1998 Kain [10] 4.20 (M →M )
2.70 (M → F ) GMM

1998 Stylianou [9] ≈ 2.70 GMM

2001 Toda [25] ≈ 4.20 (M →M )
≈ 2.70 (F → F )

GMM
DFW

2004 Pfitzinger [5] ≈ 1.50 WLI

2005 Toda [35] ≈ 3.10 (F →M )
≈ 3.30 (M → F ) MLE

2006 Nurminen [14] 2.09 GMM

2006 Duxans [6] 2.37 GMM
CART

2006 Sündermann [17] 2.7 (Txt-Dependent)
2.6 (Txt-Independent) US

2006 Rao [30] 4.56 (M → F )
4.71 (F →M ) WLI

2006 Shuang [15] 4.09 (UK English)
3.68 (CN Mandarin) FW

2007 Dutoit [3] 2.56 FS

2007 Erro [13]

3.27 (M →M )
3.00 (M → F )
3.60 (F →M )
4.20 (F → F )

WFW

2007 Fujii [4] 3.03 (F → F )
2.75 (M → F ) US

2008 Shuang [16] 3.48 FW

2008 Zhang [36]

3.00 (M →M )
2.70 (M → F )
3.10 (F →M )
2.80 (F → F )

VQ

2008 Desai [37] ≈ 2.70 ANN

2009 Zhang [31] 2.70 (F →M )
2.50 (F → F ) VQ

Table 1. Experimental Results for Quality MOS in Voice
Conversion systems.

These tests have all been made using source and tar-
get speakers of the same language. Some MOS results for
crosslingual conversion between English and Spanish have
been reported by Duxans [6] in 2006. In his study, MOS
gradings for quality were 2.37 for Spanish-to-Spanish con-
version and 2.33 for Spanish-to-English conversion, and

Year Author Similarity MOS Technique
2003 Rentzos [28] 3.65 HMM

2006 Nurminen [14]

3.10 (F → F )
3.05 (F →M )
2.20 (M → F )
1.77 (M →M )

GMM

2006 Duxans [6] 3.18 GMM
CART

2006 Rao [30] 2.92 (M → F )
3.23 (F →M ) WLI

2006 Shuang [15] 1.87 (UK English)
2.77 (CN Mandarin) FW

2007 Dutoit [3] 2.77 FS

2007 Erro [13]

2.93 (M →M )
3.27 (M → F )
2.53 (F →M )
3.00 (F → F )

WFW

2008 Shuang [16] 2.20 FW

2008 Zhang [36]

2.20 (M →M )
2.30 (M → F )
2.50 (F →M )
2.10 (F → F )

VQ

Table 2. Experimental Results for Similarity MOS in Voice
Conversion systems.

similarity MOS gradings were 3.18 (Spanish-to-Spanish)
and 2.79 (Spanish-to-English).

The ABX test is a two-alternative test that is often used
in comparing similarity between converted and target sen-
tences. In this test, experimental subjects have to decide
whether a given sentence X is closer in vocal quality to
one of a pair of sentences A and B, where one of them is
the source and the other is the target, not necessarily in that
order. Success is measured by the percentage of answers
of the type X ≈ T where T ∈ {A, B} is the target.

Table 3 shows a set of ABX results of several voice
conversion systems, as reported by their authors. Among
these, a method by Fujii [4] stands out with extremely high
scores. The main problem with interpreting ABX scores is
the fact that subjects are not allowed to answer that the sen-
tence X is not similar to neither A nor B, if that is the case.
It can be inferred that a method that is successful accord-
ing to an ABX test might in fact have a very low similarity-
MOS value, as long as the similarity of the X sentences to
their respective source speakers were even lower.

Another use of the ABX test is the comparison of two
different techniques applied to the same problem. In this
setting X is the target sentence, and A and B are the con-
verted sentences using both techniques. Subjects are re-
quired to answer which of the sentences is closer to the
target, but here the subject is allowed to answer “neither”.
Success rates are computed for each technique as the per-
centage of sentences for which that technique has been
chosen as closer to the target.

Among authors using this type of test are Pozo [42] and
Desai [37]. Pozo compared his Joint Estimation Analysis-
Synthesis (JEAS) method to the Pitch-Synchronous Har-
monic Model (PSHM), obtaining the following success
rates: 41% (M → M ), 37% (M → F ), 33% (F → M )
and 36.5% (F → F ). Desai [37] compared his method us-
ing ANN to traditional GMM methods, obtaining an ABX



Year Author ABX Index Technique
1998 Kain [10] 52.5% (M →M )

97.5% (M → F ) GMM

1998 Stylianou [9] 97% GMM

1999 Arslan [24] 78% (M →M )
100% (M → F ) STASC

2001 Toda [25] ≈ 77% (M →M )
≈ 83% (F → F )

GMM
DFW

2004 Orphanidou [38]

79.5% (M →M )
86.3% (M → F )
88.6% (F →M )
77.3% (F → F )

RBFNN

2005 Toda [35] ≈ 84% (M ↔ F ) MLE
2005 Zhang [39] 87.5% GMM
2006 Ye e Young [29] 91.8% GMM

2007 Fujii [4]

100% (M →M )
100% (M → F )
100% (F →M )
98.0% (F → F )

US

2007 Hanzlicek [40] 87.2% (F →M )
70.8% (F → F ) GMM

2008 Yue [41] 92.0%
GMM
HMM

2008 Zhang [36]

≈ 62% (M →M )
≈ 80.5% (M → F )
≈ 78.5% (F →M )
≈ 55% (F → F )

VQ

2009 Zhang [31] 68% (M → F )
84% (F → F ) VQ

Table 3. Experimental Results for ABX indices in Voice
Conversion systems.

success rate for similarity of 65.0%. Likewise, Türk [26]
compared his Subband conversion to Full-band methods,
reporting an ABX index of 92.9% for similarity.

Comparing empirical results such as those reported in
this section without considering the details of the experi-
mental settings makes little (if any) sense. There are many
concurrent factors that can significantly influence the out-
come of an experiment, such as the number of sentences,
number of subjects, subject listening sensitivity, original
audio quality, unambiguity of the questions, among many
others.

For instance, experimental settings must be carefully
defined and questions must be carefully explained in or-
der to obtain consistent experimental data. The description
of the experiment should be detailed enough so as to en-
able independent replication of experimental results. Also,
statistical analysis should be taken seriously, including hy-
pothesis testing and measured significance levels, in order
to derive statistically significant conclusions.

Another related difficulty is the lack of a standard data-
base for voice conversion. For instance, Zhang [39] uses
the MSRA Mandarin Database, Toda [35] uses the
MOCHA Database, Ye e Young [29] uses the VOICES
Database, whereas Türk [26] and Guido [43] use the
TIMIT Database, which is probably the most popular
choice.

These observations reinforce the need for some kind
of Benchmark for subjective experimental evaluations of
voice conversion systems, enabling researchers to set up
similar experiments and to obtain comparable experimen-

tal data. This would benefit the community by helping to
correctly identify advantages and limitations of each tech-
nique, which are the subject of the next section.

4. LIMITATIONS AND CHALLENGES

There are many open problems in voice conversion, which
have been identified in several previous articles:

Phonetic Issues: in crosslingual voice conversion it is
well-known that many phonemes in the source language
may not exist in the target language. Bilingual subjects
have been used [8] in order to derive phonetic transforma-
tions that allow similar but not identical phonemes to be
converted between languages. Whether such transforma-
tions might be successfully used in other (not bilingual)
subjects is an open question.

Prosody Issues: there are many global acoustic aspects
that are decisive in order to obtain good conversions, such
as average pitch and standard pitch deviation, average and
standard deviation of energy, statistics related to the rhyth-
mic flow of speech, and so on. Some (but not all) of these
issues are discussed in Helander [44] and Hanzlicek [45].

Quality Issues: some of the problems that are perceived
as a lack of quality are hissing noise, ringing tones, clicks
and also timbral aspects that may be described as a syn-
thetic or unnatural voice. For instance, large pitch shifts
without formant correction may degrade quality (and even
intelligibility) of the converted voice. These issues have
been reported many times [9, 10, 4] and are easily detected
in subjective tests.

Similarity Issues: these are related to the timbral quality
and vocal identity, mainly correlated to phonetic aspects of
speech, although they may easily be confused with qual-
ity and prosody issues in experimental tests. In theory,
a purely synthetic voice might be perceived as unnatural
but similar in timbre to a target voice. Intergender voice
conversion is particularly susceptible to this type of prob-
lem [10, 23]

Evaluation Issues: this has been discussed in the previous
section. Objective measures such as spectral distance or
cepstral distortion may be uncorrelated to human percep-
tual measures [33, 26], whereas subjective measures such
as MOS or ABX may be useful if some sort of experimental
benchmark is agreed upon.

Excessive Smoothing Issues: this is a technical issue
caused by interpolation methods in the transformation
phase, which degrade the spectrum by eliminating details
and reducing the similarity of target and converted voi-
ces [35, 46, 47].

Overfitting Issues: this is a counterpart of the previous
issue, and is caused by using excessive data in training
and obtaining an excessively fine-grained transformation
which might produce discontinuities between adjacent
frames [47].



5. CONCLUSION

This text has presented the voice conversion problem and
discussed some of its application contexts, such as TTS
customization [10, 6] and virtual interpreters [11, 12]. Ma-
jor contributions in the recent literature, as well as compar-
ative results, have also been presented and discussed.

High-level representation models for voice signals are a
critical aspect of any voice conversion system, since they
define and also constrain the available transformation tech-
niques. Aspects such as timbre, prosody and intelligibility
should all be taken into account for better results in terms
of naturalness and fluency of virtual interpreters and of
customized TTS systems [10, 6]. The challenge of crosslin-
gual voice conversion has brought interest to studies of
phonetic similarities and differences across languages and
automatic phonetic transformation, specially resorting to
bilingual individuals [19, 8].

The choice of training model for a voice conversion sys-
tem usually depend on specific requirements (for instance,
attempts at breaking a voice security system may require
text-dependent training in order to minimize conversion er-
rors) or on availability of data (for instance, if crosslingual
conversion between non-bilingual subjects is desired, then
text-independent training is the only available option).

Transformation techniques should be considered not
only in relation to compatible representation models, but
also with respect to the prosodic and timbral aspects that
will be converted, since they define how a voice conversion
system views and manipulates such high-level representa-
tion data.

Among the open research problems, the definition of a
benchmark for the subjective comparison of voice conver-
sion systems for quality and similarity assessment seems to
be one the most urgent issues. Some progress has already
been made in this respect through the TC-STAR project [11,
12], but a more thorough specification of reproducible ex-
periments is desirable.
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