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Abstract
UPDATED—January 2, 2016. The main objective of the
presented research is to design a platform for continuous
evaluation of optimization algorithms using crowdsourcing
technique. The resulting platform, called Optil.io, runs in
a cloud using platform as a service model and allows re-
searchers from all over the world to collaboratively solve
computational problems. This is the approach that has
been already proved to be very successful for data min-
ing problems by web services such as Kaggle. During
our project we adapted this concept for solving computa-
tional problems that require implementation of software. To
achieve this we designed the on-line judge system that re-
ceives algorithmic solutions in a form of source code from
the crowd of programmers, compiles it, executes in a ho-
mogeneous run-time environment and objectively evaluates
using the set of test cases. It was verified during internal
experiments at the Poznan University of Technology and it
is now ready to be presented to wider audience.

Author Keywords
crowdsourcing; cloud computing; on-line judge; optimiza-
tion; algorithms; operational research; platform as a ser-
vice;



ACM Classification Keywords
H.5.3 [Group and Organization Interfaces]: Computer-
supported cooperative work; G.2.1 [Combinatorics]: Combi-
natorial algorithms

Introduction
The last few years, since 2006, when Amazon has launched
a set of services called Amazon Web Services that allowed
for a remote management of the computing resources, have
been a period of rapid development of so-called cloud com-
puting technologies. Today, this term is used to describe a
variety of services, which allow for processing and sharing
of information using the remote servers through the Inter-
net [1]. One of the interesting applications of cloud com-
puting are services that allow for automatic assesment of
submitted software, so-called on-line judges [4]. These are
sites that allow users to submit the source code of the algo-
rithm, which is next compiled on a remote server, executed
and the quality of proposed algorithm is assessed on the
basis of a predefined set of problem specific test cases.
This approach allows for an objective evaluation of algo-
rithms that solve some specific computational problem in a
homogeneous run-time environment. When using on-line
judge, the author of the algorithm cannot influence the pro-
cess of evaluation by modifying the run-time environment
or altering the set of test cases for which the program will
be assessed. The evaluation results obtained in such a way
can be considered reliable.

Figure 1: Optil.io platform’s
logotype.

In the Internet there are already several open sourced, on-
line judge systems. These are platforms such as Open
Judge System [7], SIO2, or Online Judge Plugin for Moodle.
However, they serve primarily to organize algorithmic com-
petitions in the Internet [3], and are hard to adapt directly for
other applications.

Website Comp. Awards (USD) Community

Kaggle 47 1 309 000 20 000
TopCoder MM 15 40 000 300
CrowdAnalytix 18 43 700 4 000

InnoCentive 90 2 341 500 20 000

Table 1: Websites dedicated for solving problems using
crowdsourcing approach. For each website the number of
competitions performed (i.e. problems solved) in 2013 are
presented together with the total budget spent on awards and
estimated size of users community.

On the other hand several websites have been recently im-
plemented that are following the idea of crowdsourcing,
supplemented occasionally with the cloud computing, in
order to engage the community in solving the scientific or
industrial problems [2]. These services allow users for pub-
lishing of non-trivial problems in the form of competitions,
that are being solved by the crowd and awarded for the best
solutions. However, all existing systems have certain disad-
vantages and shortcomings. First of all, types of problems
which can be evaluated are very limited and usually related
to the data mining field only. Secondly, most of them are
not integrated with the on-line judge system (except for the
TopCoder [5] that in turn supports very limited number of
programming languages), which significantly hinders the
successful transfer of the solutions’ source code to the in-
dustry and scientific community. Table 1. presents some of
the existing websites together with the number of competi-
tions performed and budget spent on awards in 2013.

Problem characteristics
Scheduling, classification of images, determination of the
values of the parameters in a dynamic systems are just a
few examples of problems for which new optimization al-



gorithms are continuously developed. In order to evaluate
these newly developed algorithms, for the particular prob-
lem that has been already defined, it is necessary to assess
its quality by comparison with other existing solutions. The
quality of alternative algorithms is typically derived from
scientific publications, which are written by the authors of
these algorithms. As a result, each algorithm is usually as-
sessed using some specific measure, defined by the author
of the algorithm thus evaluation results are presented us-
ing this specific measure only. Therefore, based on these
measures it is not possible to build a reliable ranking of all
algorithms solving the particular problem. Even solutions
of problems, for which a standard set of test cases, called
benchmark, is defined, as the traveling salesman prob-
lem [6], may be difficult to compare with each other, since
researchers have freedom in choosing of benchmark’s
subset, which will be used to carry out the experiment,
resource limitations, or quality measures that are used to
make a comparison. Another problem is the unavailabil-
ity of the algorithms source code described in scientific
publications. Without this source code it is impossible to
reliably verify the quality of algorithms designed by other
researchers and apply them in practical problems derived
from industry or science.

Optil.io platform
The solution to the problems described above proposed by
us is the use of an on-line judge system, which allows for
continuous evaluation of algorithms that were designed
to solve optimization problems, by compiling them from
sources, executing in coherent run-time environment, and
evaluating according to predefined benchmarks. This ap-
proach solves all considered problems, however, it requires
consideration of some new difficulties. First of all, how to
ensure safe execution of the source code from an external
source in the cloud. Secondly, how to define and set run-

Figure 2: The workflow of the Optil.io platform. Solutions can be
subbmited in any programming language. Currently the platform
supports C, C++, Python, Java, archives with CMake script and
Linux static binaries but it can be easily extended.

time environment resources limits and weights associated
with them in the objective function, used as a measure, that
should be taken into account during the evaluation of sub-
mitted algorithms (i.e. processing time and memory alloca-
tion). Finally, an important issue is to create a consistent,
reliable ranking of algorithms by aggregating the results
obtained on multiple benchmarks.



We have solved the most of these difficulties by implement-
ing an Optil.io platform which allows for publishing optimiza-
tion problems together with problem-oriented testing bench-
marks and methodology used to evaluate them and applies
crowdsourcing as a solving technique for researchers all
over the world. The architecture of the proposed platform
is presented in Figure 2. Various organizations, academic
or industrial, can submit the description of their own prob-
lems that need to be solved by a crowdsourced community.
Researchers can then solve them, submit source code of
the solution to the on-line judge system that executes them
in the cloud and instantly evaluates. Each participant can
observe how his solution is being compared to others and
improve it further. It is possible to organize competitions fol-
lowing the deadlines from the organization that is interested
to obtain the solution of the problem in a specific time frame
or never-ending competitions to continuously improve so-
lutions of scientific challenges. Problems can be submitted
in almost any programming language. Then submitted so-
lutions are carefully assessed taking into account resource
limitations set for run-time environment, such as CPU time,
virtual memory or disk space. This approach has been al-
ready implemented and tested by the group of 90 students
at the Poznan University of Technology. Currently the plat-
form is tested on a larger group of users.
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