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ULTIMATE project: Ambition

Develop innovative 

architectures to 

construct and train 

hybrid AI algorithms

Design rigorous evaluation 

methodologies with 

appropriate properties

Implement the hybrid AI 

algorithms under 

operational conditions

Ensure the ethical 

compliance



ULTIMATE project: Consortium



Tecnalia‘s objectives in ULTIMATE (1/2)

Tecnalia’s team work

and research lines

developed in Ultimate

Performance 

management throughout

the software engineering

lifecycle

Trustworthiness AI based software 

systems



Tecnalia‘s objectives in ULTIMATE (2/2)

• Identify and use assessment mechanisms to understand and
quantify trustworthiness of hybrid AI models.

• Identify and select meaningful performance indicators
supporting decision making.

• Identify and use assessment mechanisms to
understand and quantify AI based system
trustworthiness.

• Identify and select meaningful performance
indicators supporting decision making throughout
the engineering lifecycle.

• Look for statistical models relating performance
indicators at different system levels and lifecycle
points.



Work already started – 1st iteration

TW requirements
identification and 

prioritisation

TW KPIs
identification

• Inputs for establishing the scope: AI High Level

Expert Group [1], IEEE Ethically Aligned Design [2]

• Approach used: Value Sensitive Design [3]

• Approach being used: Goal

Question Metric [4]

LOOKING TO IA ACT [5]

TW = Trustworthiness



AI trustworthy requirements (1/2)
1. Human agency 
and oversight

2. Technical robustness 
and safety

3. Privacy and data 
governance

4. Transparency

Human agency and 
autonomy

Accuracy / Correctness Access to data Communication

Human oversight Awareness of misuse Privacy Explainability / 

Interpretability / V&V

Controllability Data protection Predictability

Reliability
Data quality and 
more

Traceability

Reproducibility Transparency

Resilience

Robustness

Safety

Security

* Left red border = Not used on ULTIMATE/VSD



AI trustworthy requirements (2/2)

5. Diversity, non-
discrimination & fairness

6. Societal and 
environmental wellbeing

7. Accountability

Accessibility and usability Environmental wellbeing / 

Sustainability
Accountability

Avoidance of unfair bias Impact on work and skills / 

Social impact
Auditability

Fairness Impact on society / Society and 

democracy
Risk management

Stakeholder participation Redressability

Trade-offs

* Left red border = Not used on ULTIMATE/VSD



Future work

TW requirements
identification and 

prioritisation

TW requirements
implementation

TW KPIs
identification

TW assessment
methods identification

LOOKING TO IA ACT [5]

TW = Trustworthiness
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Thank you very much for your attention !
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