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Abstract: Industrial robots and associated control methods are continuously developing. With the
recent progress in the field of artificial intelligence, new perspectives in industrial robot control
strategies have emerged, and prospects towards cognitive robots have arisen. AI-based robotic
systems are strongly becoming one of the main areas of focus, as flexibility and deep understanding
of complex manufacturing processes are becoming the key advantage to raise competitiveness. This
review first expresses the significance of smart industrial robot control in manufacturing towards
future factories by listing the needs, requirements and introducing the envisioned concept of smart
industrial robots. Secondly, the current trends that are based on different learning strategies and
methods are explored. Current computer-vision, deep reinforcement learning and imitation learning
based robot control approaches and possible applications in manufacturing are investigated. Gaps,
challenges, limitations and open issues are identified along the way.

Keywords: smart industrial robots; cognitive robotics; computer vision; reinforcement learning;
imitation learning; synthetic data; simulation; smart manufacturing; future factories; artificial
intelligence

1. Introduction

Industrial robots and their control methods have come a long way since their first
appearance in manufacturing [1]. The essence of industrial robots is to automate repetitive,
dangerous, heavy-duty, and resource-intensive, tasks, etc., and eventually to automate
human-intelligence demanding tasks. An industrial robot is defined by ISO 8373:2012
as follows: “An automatically controlled, reprogrammable, multipurpose manipulator
programmable in three or more axes, which can be either fixed in place or mobile for use
in industrial automation applications [2]”. The core element of an industrial robot is the
combination of motors that drives the robot and control algorithms. A precise sequence of
executed actions enables an industrial robot to achieve desirable trajectories and succeed at
the given tasks. There are several different mechanical structures of industrial robots [3],
and the choice of robot structure depends space and the task itself. Due to its universality,
the most commonly used industrial robots have articulated mechanical design that usually
consists of at least six degrees of freedom (DOF).

The third industrial revolution proved to the industry and the society how the usage of
industrial robots are helping manufacturing companies to become more effective and com-
petitive in their field [4]. Since their first appearance, industrial robots have been applied to
automate manufacturing processes on many production floors, therefore, transforming the
sector of manufacturing. Similarities can be drawn today in modern industry in the era
of digitization, in a time when Industry 4.0 [5] concepts are being applied, and industrial
robots with more advanced capabilities are one of the core elements of the transformation
process and enablers of smart manufacturing.

Substantial technological developments, new applications, global trends in rising
labour costs, population ageing: these are only some of the aspects in the growth of
annual shipments of industrial robots. In fact, from 2015 to 2020, annual installations
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of industrial robots increased by 9% on average each year [6]. However, currently, the
majority of industrial robots that are installed in production floors have been traditionally
programmed to meet specific needs of respective factories and mostly tailored to perform
“dull, dirty, or dangerous” jobs [7]. Typically such industrial robot systems are neither
intelligent nor able to adapt to the dynamic environment nor learn tasks by themselves.
Therefore, a significant amount of time is spent programming industrial robots [8] by
handcrafting trajectories for one specific task, and it is incredibly laborious, complicated
and error-prone. Thus, the environment must be deterministic, and everything must be
in place and precisely positioned. If the design of the product changes, the programming
must be performed all over again. Changes in the marketplace translate into uncertainty
for manufacturing and end-user mobility services. Customers today want new models or
versions of products faster than ever before, and the way for businesses to succeed is by
being flexible, smart and effective in the manufacturing process.

Factories of today are still effectively designed for a single purpose, which means there
is little or no room for flexibility in terms of product design changes. By looking at smart
manufacturing and digitization trends [9], we see that future factories will be multi-purpose
and able to adapt to new designs in a very short amount of time. However, the possibilities
that come with digitization in smart manufacturing are not yet fully explored nor exploited,
but some of the technologies have already marked their spot for a long-term stay in the
manufacturing sector. AI-based approaches have been already internationally accepted as
the main driver [10] in a transformation and digitization of factories as flexibility and deep
understanding of complex manufacturing processes are becoming the key advantage to
raise competitiveness [11]. The smart factory in a way is a manufacturing solution driven
by smart industrial robots, acting as one of the key elements of Industry 4.0 [12] and as an
enabling technology of Industry 5.0 where the creativity of human experts in conjunction
with smart, efficient and accurate machines is explored [13].

Smart industrial robots also referred to as intelligent industrial robots in the literature
have been mentioned as: “remarkably useful combination of a manipulator, sensors and
controls” [14]. Even though the need for smart industrial robots and first discussions dates
back to the 1980s [15], the idea on high-level remains the same—the wide variety of sensors
in combination with reasoning abilities and control mechanisms are used to achieve desired
industrial robot motions.

Industrial robots play an important role in the automation process and smart industrial
robots even more in the context of Industry 4.0 and 5.0. However, such intelligent control
methods are not usually provided by industrial robot manufacturers if provided at all. The
majority of smart industrial robot control methods are still in the research phase or being
commercialized or integrated for one specific task. The process from a ready solution that
is validated in the laboratory to be proven in an operational environment can be quite
long and difficult. It becomes even more complex when it comes to engineers who need to
apply it in their manufacturing process and operators who need to maintain the flawless
operation of the machine. This is one of the reasons why the industry lacks knowledge of
possible opportunities that smart industrial robots can offer them.

Industrial robots and associated control methods are continuously developing. With
the recent progress in the field of artificial intelligence [16], new perspectives in industrial
robot control strategies have emerged, and prospects of achieving more of a human-like
performance have arisen. The goal of this article is twofold. First, in Section 2, we aim to
give the concept of smart industrial robots, list the required functionalities towards them
and express the significance in manufacturing and future factories. Second, we review the
current trends of smart industrial robot control that are based on different learning strategies
and methods in Sections 3–5. We investigate how they are applied in the automation of
industrial processes by considering the advantages and disadvantages of each control
mechanism. By doing so in Section 6, we also identify gaps, current limitations, challenges
and open issues that need to be solved to compete with the dexterity and reasoning abilities
of human workers.
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2. Significance of Smart Industrial Robots in Manufacturing

Since the first discussions on smart industrial robots, the developments and achieve-
ments in sensor fields have highly grown [17]; similarly, the trends in industrial robot
control methods have significantly changed. The achievements in the field of AI are con-
tributing highly to smart industrial robot control trends. The AI usage in robotic systems
is strongly becoming one of the main areas of focus as the manufacturing sector requires
increased performance, adaptability to product variations, increased safety, and reduced
costs, etc. [18]. However, these requirements are neither feasible nor sustainable to be
achieved by standard control methods. The methods and techniques of traditional indus-
trial robot control are similar to factories that can be single-purpose [19], meaning that
methods that are focused on a single task can be hardly adjustable to different scenarios
if adjustable at all. As one of the criteria to succeed is to be flexible to changes, industrial
robots need algorithms that can adjust to different scenarios with minor modifications that
can be performed by the machine operators.

The need for smart industrial robot control methods arises when there is uncertainty
in the environment. With the environment in this context, we mainly understand the
region in the environment that can be reached by the robot, e.g., the robots’ workspace.
Typically this workspace scales down to a region of interest or objects of interest to which
the robot is manipulating. Nevertheless, there can be different types of uncertainties in
the robots’ workspace such as randomly placed objects [20], dynamic obstacles [21], and
human presence, etc. Usually, such tasks cannot be preprogrammed and the robotic system
strictly depends on the information that it receives from the environment and the learned
strategies. To avoid collisions, succeed in the given tasks and interact with the environment
the usage of additional sensor systems is beneficial, for example, in the field of human–
robot collaboration, at least 13 different sensors/devices are used [11]. Additionally, there
is also a need to reduce the time spent on programming industrial robots as traditional
approaches of handcrafting trajectories [8] is a laborious, complicated and error-prone task.

Smart industrial robot control is an important element yet only a fraction of the smart
manufacturing ecosystem. In this paper, the focus is concentrated on components, methods
and strategies that act as enablers of smart industrial robot control. Therefore, also only
the required core functionalities [22,23] that differ them from traditional industrial robots
are investigated and essentially are oriented towards cognitive robotics [24]. The overall
concept of smart industrial robot control follows the principle of “see-think-act”. Even
though this principle originally has been addressed in the field of mobile robotics [25],
it is also becoming more relevant in the context of smart manufacturing. The diagram
illustrated in Figure 1 is built upon this principle and integrates such core functionalities of
smart industrial robots as:

• Perception;
• High-level instruction and context-aware task execution;
• Knowledge acquisition and generalization;
• Adaptive planning;

Perception is understood as a system that provides the robots with the perceiving,
comprehending and reasoning abilities. This includes sensory data processing, representa-
tion and interpretation [26]. Within functionality of perception, several key elements can
be distinguished that fundamentally differ from the listed methods and strategies in the
following sections. These components are mainly associated with the way how knowledge
is acquired, generated by different strategies and applied in context-aware task execution.
Essentially, the knowledge and database is the core element that enables smart industrial
robot control. Acquiring new knowledge and generalizing that knowledge enables one
to undertake new tasks based on the history of decisions. High-level instructions and
context-aware task execution, however, factor in application scenario-specific constraints
when carrying out the tasks, so robots can determine the best possible actions by themselves
to effectively succeed at the given task. The knowledge is supported by adaptive planning
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that allows one to anticipate events and prepare for them in advance, therefore coping with
unforeseen situations [22].

Figure 1. Smart industrial robot concept.

As illustrated in Figure 1, the knowledge can be acquired in several different ways. The
learning strategies fundamentally differ in how the knowledge is acquired, generalized and
essentially how much industrial robot is involved in the learning process. Learning from
labeled data in this article is associated with computer-vision based control and supervised
learning, where the current trends are explored in Section 3. In this context, the knowledge
mostly enables robots to understand complex scenes and extract the required information
about the objects of interest. Learning typically takes RGB and/or depth information with
respective labels to train neural networks. Most commonly, this knowledge is applied
to determine the objects’ pose in order to grasp it or manipulate it by other means such
as painting, welding or inspection. Acquiring knowledge from the interactions with the
environment in this context is based on deep reinforcement learning—Section 4. Within this
strategy, the robot is highly involved in the learning process, as the knowledge is acquired
through interactions with the environment based on trial and error. Therefore, giving an un-
derstanding of how to interact with the environment based on a history of events. Learning
from demonstrations, however, is connected to imitation learning— Section 5. The basis of
imitation learning is to utilize expert behavior and make use of the demonstrated actions.

3. Computer Vision-Based Control

The recent achievements in the computer vision and deep learning fields [27,28] have
raised awareness of the benefits that such systems can provide to industrial robot systems,
manufacturing and the business itself. Computer vision-based methods in combination
with the control loop of the robot are one of the most common approaches [29] to deal
with the uncertainty of the environment and to interact with it. After data acquisition, as
illustrated in Figure 2, the first step in the workflow of such systems is to detect objects or
the presence of the objects or humans. For some scenarios, such as monitoring of safety
zones in human-robot collaboration [11] it is enough to detect just a presence of an object
or human to continue, pause or stop task execution. In the majority of scenarios, it is
not enough, and all the required information about detected objects needs to be extracted
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and taken into account in the planning step. In these scenarios, the typical actions after
object detection are object pose-estimation, grasp pose determination, motion planning and
control in accordance. Although, as illustrated in Figure 2, this is only one structure of a
workflow, and some solutions are bypassing the pose-estimation step by directly looking at
possible grasping points [30].

Figure 2. Typical pipelines of computer-vision based industrial robot control.

The novel object detection methods are usually deep-learning-based [31,32]. Even
though the main focus of object detection algorithm development historically has been
addressed in different fields [33], the need for such systems is also present in the smart
manufacturing context to deal with uncertainties of the environment. Thus, such deep
learning-based approaches have proven to be quite flexible if conditions changes [34].
Object detection in industrial robotic tasks differs from other tasks as extracted information
needs to be more detailed and precise in order to successfully manipulate objects. The
precision and accuracy of the computer vision system can be directly connected to the
quality of the product.

Several different scenarios or combinations of conditions can be distinguished, such
as working with overlapping, similar, different, multiple, complex objects with undefined
positions, etc., where some situations are illustrated in Figure 3. Additionally, the objects
can be known, whether information is available beforehand, or otherwise, the objects are
unknown. Some combinations of conditions make the task more complex and vice versa,
and accordingly, available methods are similar for some scenarios. The required industrial
robot control methods briefly can be distinguished in two different cases, respectively:

• Tasks that require the robots’ end of arm tooling to be precisely positioned for the
entire trajectory,

• Tasks that require explicit grasp planning.
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(a) (b) (c) (d)

Figure 3. Some of the possible combinations of different conditions: (a) single object [35]; (b) multi-
ple, similar and overlapping objects [36]; (c) complex, multiple, different and divided objects [37],
(d) multiple, different and overlapping objects [38].

The first task can be considered to have low complexity in regards to computer-vision
as the usual region of interest includes a single object that is not obstructed by other
objects. The application scenarios are multiple, but most applicable cases in the smart
manufacturing context are connected to pose estimation of the part and more precise feature
extraction for further processing such as path generation in autonomous spray painting [35],
welding [39], inspection [40], polishing, etc. Historically, in these kinds of scenarios, CAD
model comparison-based methods have been proposed [41] or other solutions that are
based on geometrical characteristics [42]. In some cases, CAD models of the part are not
available or accurate enough; therefore, such methods are not capable of handling surfaces
without mathematical representations. More recent methods can automatically generate
tool paths by utilizing point cloud [43,44].

The application scenarios for the second task has the most occurrence in modern
industrial robot use-cases. Typically this can be a region of interest that includes multiple,
obstructed or complex objects that can require specific grasping approaches. One of the
most common robotic grasping problems in industry settings is bin-picking [45], accord-
ingly this problem has been already addressed for several decades [46]. Bin-picking is a
task where arbitrarily placed objects that are overlapping each other in a bin must be taken
out and placed in a dedicated position and orientation. Historically this problem has been
addressed as one of the greatest robotic challenges in manufacturing automation [47]. As
many different combinations of conditions can be present in this problem, the proposed
methods that tend to solve this task also cover most of the robotic grasping issues.

The bin-picking problem in some cases can be eliminated in roots by avoiding situ-
ations where parts mix together as object placement in some part of the manufacturing
process is structured. If object placements are structured at least along Z axes, relatively
non-complex computer vision algorithms can be applied to pick and place them [48]. How-
ever, in many cases, it is not possible, as it requires modifying the manufacturing plant.
Some factories lack manufacturing floor space, as complex and relatively big object dividers
or shakers should be installed, and this excludes plant modification. The next aspect is
high plant adaption expenses, which in some situations are not sustainable, and eventually,
the plant is hardly adjustable if product design changes. Therefore, many factories end
up with tasks where randomly placed objects that are located in the bin must be picked
and placed by hand. This is where the vision-based grasping and automated bin-picking
solution can be applied.

Vision-based grasping approaches can be divided into analytic or data-driven methods
where analytic methods focus on analyzing the shape of the target object, whereas data-
driven methods are based on machine learning [49]. Learning-based approaches tend to be
more generic and flexible in dealing with uncertainties of the environment and therefore
also more promising in the smart manufacturing context. Model-based and model-free
learning-based grasping approaches can be distinguished, respectively, working with
known or unknown objects.

Typically the first step in the model-based grasping approach is object detection,
which is followed by pose estimation, grasp pose determination and path planning. For



Appl. Sci. 2022, 12, 937 7 of 20

model-based solutions, the optimal gripping point usually can be defined beforehand
by an expert whether it is a centre for simple shaped objects or a specific part of the
object [50]. Therefore, the overall goal is to find an object that could be picked with the
highest confidence and without collisions with the environment. Different approaches
have been proposed throughout the years to estimate the 6D pose of the object in cluttered
scenes [50–52]. Several multi-stage and hybrid approaches proceed with 2D CNN-based
object detection algorithms such as SSD [53], YOLO [54], LINEMOD [51], etc., followed by
an additional neural network for pose-estimation of the detected object. In addition, reverse
methods are proposed by segmenting objects first and then finding the location [55,56]
and estimating the position. These methods are effective but also comparatively slow due
to multi-stage architecture. Single-shot 6D pose-estimation using only RGB images [57]
followed by PnP [58] shows a decrease in time and is accurate for grasping objects in
the household environment; however, single-shot methods lack comprehensive industrial
use-case studies.

When dealing with unknown objects, the approach and respective methods change.
Grasping of unknown objects requires model-free grasping approaches that are focused
on finding a spot in the region of interest that could be graspable. Such methods are
more appealing as they can generalize to unseen objects. Model-free methods skip the
pose-estimation step and are directly estimating the grasp pose. Grasps across 1500 3D
object models were analyzed in [37] to generate a dataset that contains 2.8 million point
clouds, suction grasps and robustness labels. The generated dataset (Dex-Net 3.0) was used
to train a Grasp Quality Convolutional Neural Network (GQ-CNN) for classifying robust
suction targets in single object point clouds. The trained model was able to generalize to
basic (prismatic or cylindrical), typical (more complex geometry), and adversarial (with few
available suction-grasp points) with respective success rates of 98%, 82%, and 58%. A more
recent implementation of [38] (Dex-Net 4.0) containing 5 million synthetic depth images
was used to train policies for a parallel-jaw and vacuum gripper resulting in 95% accuracy
on gripping novel objects. In [59], Generative Grasping Convolutional Neural Network
(GG-CNN) is proposed, where the quality and pose of grasps is predicted at every pixel,
achieving an 83% grasp success rate on unseen objects with adversarial geometry. Thus,
these methods are well suited for closed-loop control up to 50hz, meaning the methods
can enable successful manipulation in dynamic environments where objects are moving.
Multiple grasp candidates are provided simultaneously, and the highest quality candidate
ensures relatively high accuracy in previously unknown environments.

Often the object grasping problem has been focused just on the grasping phase;
however, in industrial settings, full pick and place cycle is required. Post gripping [60] is as
important as the gripping phase and eventually grasping strategies should be addressed
accordingly. For model-free methods, the post-gripping process is extremely complicated
and mostly cannot be executed without additional operations after picking up the object.
Some exceptional cases such as picking of potentially tangled objects are present where
proposed solutions [61,62] only partially address this problem, mostly by avoiding the
grasping of such objects.

4. Deep Reinforcement Learning-Based Control

After the tremendous victory of AlphaGo [63], the attention on reinforcement learning
(RL) has significantly increased whilst many potential application scenarios have emerged.
Industrial robot control and the field of smart manufacturing is not an exception. However,
robotics as an RL domain is substantially different from most common RL benchmark
problems [64]. RL methods are based on trial and error [65], where the agent learns op-
timal behavior through interactions with the environment. However, the best problem
representations in the field of robotics often consist of high-dimensional, continuous states
and actions, which are hardly manageable with classical RL approaches [64]. RL in com-
bination with deep learning defines the field of Deep-Reinforcement Learning (DRL). As
DRL combines the technique of giving rewards that are based on agents’ actions and
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the usage of neural networks for learning feature representations, it enables agents to
make decisions in complex environment scenarios when input data are unstructured and
high-dimensional [66].

The DRL model typically consists of an agent that takes actions in an environment,
whereas the environment or “interpreter” returns an observation of how the environment
changed after the particular action was taken. Figure 4 illustrates a simplified agent and
environment interaction. In the context of industrial robots, the input to the agent is
a current state, whereas information in this state depends on the type of action space
or learning task. The state can consist of such parameters as robot joint angles, tool
position, velocity, acceleration, target pose and other sensor information, which typically is
environmental information acquired by a 3D camera. The action space is categorized by
two main approaches: pixel-wise actions and actions that directly control robot motions.
These different categories also require distinct information. For example, within pixel-wise
action space, the agent selects pixels to determine where the action primitive, typically a
predefined grasping trajectory, should be executed. In the context of robotic grasping and
manipulation, the goal of DRL is to provide an optimal sequence of commands to succeed
at the given task [66].

Figure 4. Agent environment interaction [65].

As illustrated in Figure 5, the most commonly applied DRL algorithms can be grouped
into model-free and model-based methods. Model-based methods have access to the
environment transition dynamics, which is either given or learned from experience. Even
though the model-based approaches are more sample efficient, they are limited to the exact
or approximate models of the environment. Thus, accurate models are rarely available and
often are difficult to learn. Model-free methods, however, learn control policies without
building or having access to a model. The ability to provide an optimal control sequence
without the use of a model can be advantageous in dynamically complex environments,
which is mostly the case in the context of industrial robot control. However, model-free
approaches can require a large amount of learning data [67]. To overcome this issue, benefits
of combining model-based and model-free methods have been explored in [68]. Both types
can be divided into two categories based on the learning approach: policy-based learning
and value-based learning [69]. These methods can also be combined, which results in an
actor-critic approach [70].

Even though many deep-learning-based computer vision solutions effectively deal
with the grasping problem, there are limitations on how much can be achieved without
interacting with the environment. When the robotic grasping is approached by DRL
methods, the system architecture changes as the optimal policies are learned by interactions
with the environment. Unlike computer-vision based techniques, where robot control
is mostly performed separately (e.g., by generating trajectories to successfully grasp the
object of interest), in DRL-based techniques, the robots’ performance is mostly evaluated as
a whole.
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Figure 5. The classification of DRL algorithms [70].

4.1. Typical Grasping Scenarios

In the last few years, DRL-based grasping approaches have been utilized in several
works. Many of these are focused on solving the tasks when the region of interest includes a
single [71] or a few objects with simple geometry [72] that are not obstructed by other objects.
Value-based DRL methods were utilized in [73]: a combination of a double deep Q-learning
framework and novel Grasp-Q-Network. The grasping performance was evaluated on three
different objects: cube, sphere and cylinder, and the highest accuracy (91.1%) was achieved
by the use of a multi-view camera setup on cube object. In a very similar scenario [74],
not only the grasping problem was addressed but also the smoothness of the trajectory
by proposing a policy-based DRL method: experience-based deep deterministic policy
gradient. The grasping accuracy of 90.68% was achieved. The issue of transferring DRL
grasping agent from simulation to reality was especially addressed in [75], by utilizing an
actor-critic version of proximal policy optimization (PPO) algorithm and CycleGan to map
RGB-D images from the real world to the simulated environment. The proposed method
was able to “trick” the agent into believing it was still performing in the simulator when it
was actually deployed in the real world and thus achieved a grasping accuracy of 83% on
both previously seen and unseen objects.

4.2. Push and Grasp

Currently, the DRL-based grasping in relatively simple environments lags behind
DL-based computer vision-based methods. The most advantages of DRL-based grasping
can be seen in more complex scenarios, for example, when additional actions are required
before an object of interest can be grasped. A cluttered environment can often lack collision-
free grasping candidates, which can result in an unsuccessful grasp. Even though collision
avoidance usually is incorporated in the grasping task, by penalizing the agent if the
robot collides with itself or the infrastructure, in some cases, the collisions (e.g., intended
collisions) with the environment are allowed or even required to accomplish the given task.
Pushing and grasping actions can singulate the object from its surroundings by removing
other objects to make room for gripper fingers, therefore, making it easier to perform the
grasping operations. In [76], a Twin Delayed DDPG (TD3) algorithm was employed to learn
a pushing policy and a positive reward was given if a graspable object was separated from
the clutter. The synergy between pushing and grasping was also explored in [77] where
steadier results in a more dense environment were achieved by training deep end-to-end
policies. In [78], an exploration-singulation-grasping procedure was proposed to solve
another relatively similar problem named “grasping the invisible”. In this scenario, as
depicted in Figure 6, initially, the object of interest is completely obstructed by other objects;
therefore, making it “invisible”.
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Figure 6. Grasping the invisible [78].

4.3. Force/torque Information Usage

Research on mimicking human sight has been conducted for a long time; therefore,
the majority of DRL-based grasping methods are based on visual perception; however,
one of the grasping goals is to achieve more human-like performance. Humans in the
environment exploration process and especially in the grasping process also strongly rely
on the sense of touch. Thus, humans can even grasp, classify and manipulate objects
without visual perception. The sense of touch has been only partly mimicked by artificial
sensors as humans simultaneously feel multiple parameters of the environment such as
pressure, temperature, vibration, roughness, hardness and even pain [79], which is very
challenging to technologically recreate. Inspired by the touch-based exploration of children,
the [80] formulated a reward that encourages physical interaction and introduced contact-
prioritized experience replay, which outperformed state-of-the-art methods in picking,
pushing and sliding simple-shaped objects. Contact-rich manipulation can also benefit in
grasping complex shape objects [81], peg-insertion tasks involving unstable objects [82]
and in tasks with a clearance of and well below 0.2mm [83]. Applying different amounts of
force to sturdy objects usually does not affect objects’ physical properties; however, when it
comes to fragile objects, the robot needs to be gentle in the interaction process—Figure 7.
Contact-rich yet gentle exploration can be achieved by penalty-based surprise, which is
based on the prediction of forceful contacts [84]. Gentle and contact-rich manipulation and
in-hand manipulation especially requires mimicking tactile feedback of the human hand.
Usage of such anthropomorphic hands with tactile fingertips and flexible tactile skin [85]
shows a 97% increase in sample efficiency for training and a simultaneous 21% increase
in performance.

Figure 7. Gentle object manipulation with an anthropomorphic robotic hand [84].

4.4. DRL-based Assembly

Similarly, as in computer-vision based control, most of the attention in the DRL case
is focused on the grasping process. However, the majority of real-world tasks require not
only accurate grasping but also precise object placement. Apart from a simple stacking task
that could be used in the palletization process [86], a widely used process after grasping
is an assembly task. In [87], a method of learning to assemble objects specified in CAD
files was proposed. Whereas the CAD data were utilized to compute a geometric motion
plan used as a reference trajectory in U shape assembly—Figure 8, gear assembly and peg
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insertion tasks. In similar settings, Reference [88] incorporated force/torque information
for an assembly task of rigid bodies.

Figure 8. U shape object assembly [87].

DRL-based grasping approaches have been mainly utilized for grasping unstructured
yet static objects, and significantly less attention has been forwarded to relatively more
challenging tasks of grasping moving [89] or living objects, which can move and deform to
avoid being grasped [90]. Similarly, DRL-based multi-industrial robot systems are also yet
to be discovered.

5. Imitation Learning-Based Control

The ability to utilize expert behavior and learn about tasks from demonstrations is the
basis of imitation learning [91]. Opposite to reinforcement learning, where the agent learns
the robot control strategies by interacting with the environment, imitation learning makes
use of demonstrated trajectories, which typically are represented by states or state-action
pairs [67]. The two major classes of imitation learning are behavioral cloning and inverse
reinforcement learning. Behavioral cloning is often referred to as learning a policy that
directly maps from the state to the control input. Alternatively, recovering the reward
function from demonstrations is referred to as inverse reinforcement learning [92].

The demonstrations can be acquired in several different direct and indirect ways
such as teleoperation, kinesthetic teaching, motion capture, virtual/augmented reality
and video demonstrations [93]. Such skill transfer can not only increase usability and
cope with the absence of skilled industrial robot programmers on the production floor
but also increase efficiency and achieve more human-like performance. The usage of the
demonstration method typically depends on the details of the task; however, kinesthetic
teaching illustrated in Figure 9 [94–96] can be advantageous, as demonstrations are directly
acquired from robot movements, which eliminate imprecision in the form of a noise, which
can be introduced by the usage of supplementary sensors. A major limitation of kinesthetic
teaching is the requirement of gravity compensation, which is not supported by all of the
industrial robots. Another direct approach—teleoperation teaching—can be performed by
different control input devices such as joystick [97], hand tracking hardware [98] and other
remote control devices.

Figure 9. Demonstration by kinesthetic teaching [94].

In contrast to direct teaching, indirect teaching does not directly control the robot.
Such systems typically learn from visual demonstrations [99] and wearable devices [100] by



Appl. Sci. 2022, 12, 937 12 of 20

capturing human motions to generate trajectories for robots. However, such learning from
visual representations lacks valuable information of robot interaction with the environ-
ment, therefore requiring additional extensive training. Thus, the difficulty of mimicking
human behavior based on visual information is raised due to a comparatively complex
demonstration acquisition process. In this manner, the actions performed by human needs
to be recognized, interpreted and mapped into the imitator space.

A self-supervised representation learning method based on multi-view video was
proposed in [99]. The reward function for RL was created by using only raw video demon-
strations for super-vision and human pose imitation without any explicit joint level cor-
respondence. The experiments demonstrated effective learning of a pouring task with a
real robot illustrated in Figure 10. The wearable device (tactile glove) used in [100] enabled
observation of visually concealed changes of the workpiece. The human demonstration
included both hand pose and contact forces to learn the task of opening child-safe medicine
bottles. Even though indirect teaching is mostly addressed in tackling more of everyday
situations that are applicable, for example, in elderly care [101], the used methods perfectly
match the smart manufacturing challenges.

Figure 10. Pouring task with a real robot [99].

Demonstrations can also be learned in a virtual environment by training a virtual robot,
as depicted in Figure 11. Such virtual reality approach achieved an overall grasping success
rate of 74% grasping fish in real-world settings by acquiring 35 virtual demonstrations,
which were synthetically expanded to 100,000 grasping samples [102]. Thus, with a VR-
based demonstration, the expert knowledge can be acquired remotely, without physical
presence. Complex manipulations tasks were also learned in [98] by combining virtual
reality and teleoperation teaching. Such system provided an efficient way for collecting
high-quality manipulation demonstrations with the highest success rate of 98.9% achieved
in the pushing task.

Figure 11. Imitation learning in VR [102].

Imitation learning can be an efficient way to quickly [96] learn a task by demonstra-
tions; however, such demonstrations usually do not cover all the possible states. This is
mainly due to the fact that such demonstration requires expert knowledge, which can
become expensive and time-consuming to acquire for all the possible scenarios; therefore,
the obtained policy can perform poorly on unseen objects or situations. Similarly, learning
from visual representation can lack crucial details on how the robot should interact with
the environment and workpiece. To overcome this disadvantage, the imitation learning can
be followed by reinforcement learning for policy improvement, whereas imitation learning
in these settings can decrease the need for exploratory actions [92]. In industrial robot
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control, such complementary learning strategies exist [99,103] but have not yet gained high
popularity.

6. Challenges and Open Issues
6.1. Smart Industrial Robot Deployment and Control

Diverse conditions on the manufacturing floor, lack of skilled personnel, functional
correctness and reliability—these are only some of the challenges but definitely the core
ones that are holding back the wider applicability of smart industrial robots. Dedicated
systems adjusted for distinct environmental conditions are no longer sustainable in smart
manufacturing. Diverse conditions, especially in the context of CV-based systems, such as
lighting conditions, a field of view distance and a variety of object types can considerably
decrease the precision of the system. The adaption to the changes in the environment can
require modifications in software or hardware replacement. The respective component
change should have no (or only minimal) impact on other components within the system;
therefore, the characteristic of modularity [104] is one of the prerequisites of the smart
industrial robot system.

The automation and deployment of industrial robot systems replace tasks that are
repetitive, lack meaningfulness [105], poses a high risk of injuries [106] and also low-
skill tasks that traditionally required human intelligence and dexterity. In the process
of automation, more creative job openings are introduced; however, there is a lack of
skilled personnel to operate and maintain advanced technologies that also includes smart
industrial robot systems. In fact, it is estimated that this skill gap could leave 2.4 million
positions unfilled between 2018 and 2028 in the United States alone [107]. The process
behind a smart robotic system can be remarkably complex, even for skilled operators. The
maintainability of the system and adaptability to other specified goals should be doable
without any deep specific knowledge of the underlying target technology.

The ability of the smart industrial robot system to accomplish services as specified and
maintain its level of performance can become a major issue within AI-based robotic systems
and especially when adapting the system to new environments [108]. In manufacturing,
these systems are put into continuous operation and it can be a mission-critical production
environment with short maintenance times. AI must not compromise productivity through
an unreliable or imprecise operation that requires regular human intervention or leads to
failures. In smart industrial robot systems, this concern can be highly connected to an issue
that is commonly referred to as: “reality gap” [109]. Even though reliable operation can
be achieved in simulations, the trained models can perform unreliably when moved to
a real environment. As real-world maintenance times can be very short, a more reliable
sim-to-real transfer is required.

Even though in some situations robotic grasping is reliable and functions correctly, it
still remains a fundamental challenge in industrial robotics. Several methods on the grasping
of unknown and geometrically complex objects are proposed; however, a precise placing of
such objects has not been widely addressed. In some scenarios, the grasping process can
include several additional operations, which is the case of tangled objects, where proposed
methods only partially address this issue by mostly avoiding grasping such kinds of objects.

6.2. Reinforced, Imitated or Combined Learning Strategies

Even though purely computer-vision based solutions in combination with industrial
robots can successfully solve a variety of tasks in a dynamic environment [110], they
require explicit programming of robot motions. Thus, the absence of an ability to learn
from interacting with the environment or learning from demonstrations limits this method
to achieve more of a human-like performance. DRL, on the other hand, enables robots to
learn a task from scratch and at present is one of the main research topics in robotics [111].
The availability of super-computational power, large-scale datasets, and frontier algorithms
has been one of the main building blocks in these recent achievements [111]. However, to
learn a task from scratch, many trials are required, which is related to sample inefficiency.
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This aspect, in combination with the reality-gap, is holding back industrial robots from an
optimal performance in solving real-world problems. Even though within industrial robot
control an optimal policy very often is already known beforehand or can be acquired by
the expert, the vast majority of the proposed methods proceed to learn a task from scratch.
The usage of expert knowledge can be applied in robotics by imitation learning through
different types of demonstration methods listed in Section 5, which therefore reduces the
need for exploratory actions. Each of the learning strategies has its cons and pros [7,70],
and the applicability mainly depends on the complexity and the requirements of the task.
At the moment, there is no solution that could fit, for example, all grasping scenarios and
perform equally; however, the combined learning strategies could leverage between the
performance and training efficiency.

6.3. Use of Simulations and Synthetic Data

The use of simulations and synthetic data can facilitate the development of smart
industrial robotic systems in various ways and stages. Generating low cost and large
amounts of data, accelerating the design cycle whilst reducing costs, and providing a safe
and fully controlled testing environment are only some of the opportunities [112]. However,
these benefits come with several challenges that are yet to be solved. In the context of
the reviewed smart industrial robot control methods, the challenges are highly connected
to differences between simulations and real-life, which therefore usually decreases the
precision of the system when deployed in real-life scenarios. Physic simulations, object
virtual representations, sensor data recreation, artificial lightning and other countless bits of
real environment all contribute to the issue of transferring learned models from simulation
to reality.

Collection and processing of data for machine-learning tasks play an important role
and smart industrial robot control is not an exception as ML-based approaches are widely
used to solve challenging tasks. According to [113], on average, more than 80% of time
spent on AI projects is based on the collection and processing of the data. The data collection
techniques can be distinguished using several methods. The reviewed techniques in [114]
vary for different use cases. For example, in the field of autonomous driving [115] or in
more traditional applications, such as household object recognition, people detection or
machine translation, there are openly available datasets that could be reused and adapted
of specific needs for model training [116].

Due to specific elements of smart manufacturing and precision requirements, a dif-
ferent situation can be seen in this field. The product variety is changing more quickly
and algorithms have to be trained on new data sets. Therefore, the re-usability of existing
data sets is fairly low. Manual labeling methods cannot meet the requirements of agile
production as it is time-consuming, expensive and usually requires expert knowledge of
the specific field, and thus, human error can arise in the labeling process [117]. These
aspects also conflict with the goal of smart industrial robots to automate tedious jobs that
lack creativity. Introducing the smart industrial robot control methods that require manual
labeling just shifts the manual work to a different sector. Synthetic data generation, on
the other hand, decreases the time required for the labeling process by the use of physics
and graphics engines to replicate real-life situations of environmental uncertainties. In
a controlled environment and in non-complex scenes listed in Section 3, the benefits of
synthetic data usage might not overcome the reality-gap issues. However, generalizing the
knowledge requires vast amounts of data and when it comes to many different environ-
mental parameters and complex scenes, all the variables can be taken into account in the
generation process. Moreover, combining real and synthetic data could leverage between
efficiency of the data collection process and the precision of the trained model, but yet lacks
comprehensive studies in manufacturing applications.

Moreover, in scenarios where robots learn by themselves (see Section 4), there is also a
possibility of training the robots in real life whilst interacting with the real environment
and using the feedback from it to learn policies. Similarly, this can be tedious, expensive
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and very time-consuming work [118]. Additionally, in this case, the robot needs to actually
execute actions that in the first learning iterations can be dangerous to the environment
and the robot itself while it is exploring the action possibilities. To decrease the risks
that can arise by random exploratory actions, the training of the robot is mostly moved
to digital space. However, complex and unstructured environments, uncertain external
loads, actuator noise, friction, wear and tear, and impacts, etc., are some of the many
sources [112] that are not yet accurately represented by simulations. This means that the
solutions learned in a simulated environment can perform differently and usually with less
accuracy in real-world settings, if performing at all.

6.4. The Road to Future Factories

By looking at smart manufacturing trends and future factories, the learning of a new
task can be neither time-consuming nor laborious. When the supply chains of smart
manufacturing need to be reconfigured, the standstill is not beneficial for any organization.
The pandemic situation indicated many issues and a lack of automation, which also
impacted the economy as a whole. However, this situation also outlined the benefits of
digitization for many factories. The road to the future factories is rather incremental, and
the acceptance of smart industrial robots within it is partly connected to the maturity of
control methods listed in Sections 3–5. The adoption of smart industrial robots will likely
be a critical point in productivity growth, due to the potential of reshaping the global
supply chains [120]. However, one of the main challenges is the balance between humans
and automation. To achieve a high level of automation and flexibility, industrial robots
should be able to achieve more of a human-like performance and move towards cognitive
robotics [24]. If this is not possible, a proper collaboration between humans and robots
should be established to maximize the potential of both parties.

The balance between human and automation also goes beyond Industry 4.0 and is in
the vision of Industry 5.0. In this vision, humans and robots will work together whenever
and wherever possible [121] by using the creativity of human experts in conjunction with
efficient, smart and accurate machines [13]. However, based on the current situation,
several important issues are identified in this aspect such as acceptance of robots, trust
in human–robot collaboration, a need to redesign the workplace, proper education and
training [121]. Today, the attitude toward the possibility of close collaboration between
humans and robots is rather ambiguous [122]. However, it is likely that the attitude will
change together with the development of more natural ways of communicating with
machines and an overall understanding of digitization and technologies that can raise the
well-being of human workers.

7. Conclusions

The manufacturing sector requires increased performance, adaptability to product
variations, increased safety, and reduced costs, etc.; however, these requirements are neither
feasible nor sustainable to be achieved by standard control methods. This article has
introduced the concept of smart industrial robot control and the potential of different
learning strategies for tackling manufacturing challenges. AI-based robotic systems are
strongly becoming one of the main areas of focus as flexibility and deep understanding of
complex manufacturing processes are becoming the key advantage to raise competitiveness.
With the smart industrial robot control trends, the prospects of future factories and the role
of robots in it were explored.

The current trends of smart industrial robot control reviewed in this article show the
potential and also limitations of different learning strategies. Compared to traditional
robot control methods, learning-based methods enable robots to perceive the environment,
learn from it and adapt to dynamically changing situations. The ability of decision-making
and learning is an important step towards achieving more of a human-like performance.
However, the possibilities of smart industrial robot control in manufacturing are not yet
fully explored nor exploited. Several challenges in smart industrial robot control especially
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in learning strategies require further research attention. For example, sample inefficiency
leads to a need for vast amounts of data, which, in the manufacturing sector, can be difficult
to obtain, and more effective knowledge generalization would enable faster adaption to
unseen situations.
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