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1. Introduction

The second Machine Learning for Health
(ML4H) symposium was held both virtu-
ally and in-person on November 28, 2022,
in New Orleans, Louisiana, USA (Parziale
et al., 2022). The symposium included re-
search roundtable sessions to foster discus-
sions between participants and senior re-
searchers on timely and relevant topics for
the ML4H community. Encouraged by the
successful virtual roundtables in the previ-
ous year (Roy et al., 2021), we organized
nine in-person and four virtual roundtables
at ML4H 2022 (Parziale et al., 2022). A
roundtable session included invited senior
chairs (with substantial experience in the
field), junior chairs (responsible for facilitat-
ing the discussion), and attendees from di-
verse backgrounds with interest in the ses-
sion’s topic. This document explains the or-
ganization process we used and compiles the
takeaways from the roundtable discussions,
including recent advances, applications, and
open challenges for each topic. We conclude
with a summary and lessons learned across
all roundtables.

2. Organization Process

We identified potential roundtable topics
from papers in the ML for health domain
published in the last three years and we
pooled suggestions from ML4H chairs and
keynote speakers. After removing duplicates,
there were 18 unique topic candidates. These
topics were entered into a Google poll, which
was broadcasted on Twitter to solicit feed-
back from the ML4H community. Between
July 29th and September 30th 2022, 39 peo-
ple answered the poll. The final votes are
presented in Figure 1. For each of the top-
ranked topics, we invited senior chairs with
expertise in the respective field and aimed for
two to three senior chairs for the in-person
and one senior chair for the virtual roundta-

bles. Next, we identified junior chairs that
preferably had some experience in the dis-
cussed topic. Before the event, junior and se-
nior chairs wrote an introduction paragraph
shared on the ML4H website1 and submitted
three to five potential discussion questions.
On the day of the symposium, we had two
25-minute slots for roundtables with a five-
minute break to allow participants to join an-
other roundtable session. After the event, we
asked the chairs to write a summary of the
main takeaways from the discussion.

3. Research Roundtables

We successfully recruited chairs for nine in-
person and four virtual research roundtables.
For the in-person roundtables we included
the following topics:

1. Are our ML models really making an
impact in the hospital? What do care-
givers and clinicians want and what is
still missing?

2. Evaluation of healthcare data prior to
applying ML, e.g., representation anal-
ysis, annotation quality, Out of Distri-
bution detection (OOD), clusters of In-
distributions (IDs)

3. How to ensure generalizability of ML in
healthcare?

4. How do we inject domain knowledge into
deep learning (DL) models, in particular
when not much data is available?

5. How to effectively integrate multiple
data sources (e.g., Electronic Health
Records (EHRs), images, genomics) for
ML applications in healthcare?

6. How can we utilize foundation mod-
els (very large pre-trained models) for
healthcare?

1. https://ml4health.github.io/2022/
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Figure 1: Results of public poll for roundtable topics filled out by 39 participants.

7. Using ML for population health

8. How to incentivize creation or publica-
tion of new data collections and facili-
tate international collaboration?

9. Post-approval monitoring and valida-
tion of ML systems in health care.

For the virtual roundtables we selected:

1. How ML can help prevent and respond
to infectious disease outbreaks. Where
are we now?

2. Are our ML models really making an
impact in the hospital? What do care-
givers and clinicians want and what is
still missing?

3. How to effectively integrate multiple
data sources for machine learning appli-
cations in healthcare?

4. How to evaluate of healthcare data and
labels prior to applying machine learn-
ing?

We tried to identify senior and junior
chairs for the top-rated topics (see Figure
1). However, for some of them, we could not
identify suitable chairs. Hence, there are top-
ics with many votes that were not included

in the symposium. Also, in-person and vir-
tual topics were allowed to overlap due to
different participants. All chairs handed in
the introductions and discussion questions
before the event and prepared a summary
afterwards.

In the following sections, we provide
slightly revised versions of the introductions
and summaries from all roundtables. Infor-
mation from in-person and virtual roundta-
bles on the same topics was combined.

3.1. Are our ML models really
making an impact in the
hospital? What do care-givers
and clinicians want and what is
still missing?

Chairs: Jennifer Chien, Sujay Nagaraj,
Roxana Daneshjou, Siyu Shi, Elizabeth
Healey, Collin Stultz

Background: Machine learning models
have shown tremendous promise in advanc-
ing clinical care. However, adaptation in
clinical practice has been slow due to the
numerous barriers that exist in implemen-
tation. ML models can impact healthcare
in different ways such as relieving workload
through medical note summarization, aug-
menting clinical workflows through intensive
care unit alert systems, and providing high-
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performing diagnostics and risk-stratification
(Aung et al., 2021). Despite the promised
potential of these methods, concerns about
the clinical utility of these models hin-
der widespread adoption in hospital systems
(Wilkinson et al., 2020). Further, despite
FDA approval of many clinical ML models,
few randomized controlled trials have been
conducted to evaluate the utility of these in-
terventions (Plana et al., 2022). In addition,
there are potential harms that can arise if
ethics, fairness, and privacy considerations
are ignored (Kelly et al., 2019; Rajpurkar
et al., 2022). We draw attention to the
translation gap between theoretical/proof-
of-concept ML research and clinical integra-
tion in the hospital (Seneviratne et al., 2020),
and pose the following questions: What is
the current landscape of ML models in hospi-
tals? What are common problematic simpli-
fying assumptions? How can we ensure vari-
ous stakeholders are engaged in this pipeline?
Who are these technologies helping, and who
are they hurting?

Recent work in explainability, data visu-
alization, and human-computer interaction
has taken steps towards providing what care-
givers and clinicians want (Tonekaboni et al.,
2019; Ghassemi et al., 2021). However,
many voices in the healthcare system may
not be prioritized (e.g. nurses, allied health
care workers, and especially patients). We
also explore how ML fits into the healthcare
pipeline, who gets to contribute, and what
are key areas of focus moving forward.

Discussion: The role of ML in healthcare,
whether as an automation or augmentation
technology, was discussed in this session.
Identifying the right problems requires ex-
pertise in healthcare, humility, and aware-
ness. Though the healthcare system can
work quite well, there are still many opportu-
nities for augmentation. Medicine is becom-
ing more complex and siloed, with specialists

pursuing niche roles. There may be opportu-
nities to bridge these gaps by allowing spe-
cialists to better perform in roles outside of
their skill set. For example, giving a fam-
ily doctor the tools to perform diagnosis at a
subspecialist’s level. The goal here is not to
subsume other roles, but rather to improve
baseline performance of all doctors. How-
ever, we must remain careful about whether
the tools are truly improving performance or
are just giving the illusion of confidence to a
doctor. AI predictions can bias a doctor to
perform worse than they would have without
that prediction. This is where the idea of
low-hanging fruit can be useful—there exist
tons of important, simple problems that may
not be as sophisticated as a sepsis-prediction
tool but can still provide non-zero utility for
a clinician. Two examples mentioned were:
1) an algorithm for patients to take better
dermatology photos, 2) helping histopathol-
ogists count the number of cells in an im-
age. These require simple solutions, with de-
terministic goals and consistent models, yet
provide much utility for a clinician.

The other role that came up was that of
labour augmentation. Especially now, there
is increasing strain on the healthcare system,
and algorithms could empower people to per-
form tasks they are not trained to do in or-
der to improve efficiency. For example, em-
powering workers without sonography train-
ing to improve their ultrasound skills with
ML-based gamified applications.

Lastly, we discussed what providers can-
not currently do. One such role for ML is
combining knowledge from multiple modali-
ties - such as proteomics, genomics, mobile
health, and other such sources of data.

We also considered how impact and im-
portance could be measured in healthcare.
This question elicited a sobering discussion
of who truly measures impact in this space.
As much as the roundtable agreed that pa-
tient outcomes should drive decision-making,
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in reality, it boils down to economics, an in-
sight repeatedly shared among participants
from venture capital and big tech. Hospitals,
particularly in the US, work under razor-thin
margins and most executives will expect so-
lutions that will save (if not make) money.
The companies in ML4H that are doing the
most, are those that are saving hospitals
money or are better optimizing the fee-for-
service system (more billable services for a
provider). The question people are asking is
not “is my model technically good enough?”
but “how do we incorporate it into a fee-for-
service model?”.

Another topic was how ML models can be
explainable, and gain clinicians’ trust. We
discussed the difference between finding ways
to explain ML models once they are built and
designing ML models explicitly for explain-
ability, with the latter being desirable. We
talked about instances of successful imple-
mentations of ML models in hospitals, with
examples from image recognition, and some
of the reasons related to slow adoption of
other models. Many researchers who joined
the roundtable were interested in learning
the practical steps they can take to make
their research translational. The unifying
theme of the discussion was that the best way
to design ML models for useful deployment
in hospitals is to involve clinicians early in
the project.

3.2. Evaluation of healthcare data
prior to applying ML, e.g.,
representation analysis,
annotation quality, OOD
detection, clusters of IDs

Chairs: Neha Hulkund, Shreyas Bhave,
Nicola Pezzotti, Pin-Yu Chen, Claire Boone,
Ziad Obermeyer

Background: Healthcare datasets often
exhibit many challenging properties includ-
ing non-random missingness processes, la-

bel noise, and high dimensionality (Ghassemi
et al., 2020). These datasets also often re-
flect societal biases and algorithms trained
using this data may exacerbate disparities
(Obermeyer et al., 2019). Each of these prop-
erties is further complicated when consider-
ing scenarios where there may be dataset
shift. Given these challenges, it is impor-
tant to systematically evaluate datasets for
the existence and severity of such patholo-
gies prior to applying any ML methods. A
related task is interrogating the robustness
of methods to the introduction of different
dataset shifts in these pathologies (Speak-
man et al., 2023; Subbaswamy et al., 2021).
Several types of approaches exist for this
kind of data exploration, including dimen-
sionality reduction techniques for visualizing
clusters of data (Pezzotti et al., 2019), eval-
uating and improving label quality using ac-
tive learning (Chen et al., 2013), and tests
for missingness assumptions. One purpose
of this session is to discuss existing meth-
ods used by the community for exploration
of healthcare data, explore what pathologies
are rarely addressed or difficult to interro-
gate using existing methods and how we can
mitigate common pitfalls in the analysis of
large healthcare datasets.

Another topic for discussion is label defi-
nition. We often use ML to predict impor-
tant but challenging to define concepts like
health, or healthcare needs. When empirical
definitions are hard to determine, an obvi-
ous next step is to use a proxy label (Mul-
lainathan and Obermeyer, 2021). One ex-
ample from healthcare is using patient cost
as a label when we want to understand fu-
ture healthcare needs. Previous work has
shown that not only is cost a bad label for
health, but it can be biased. An algorithm
that was deployed by a large healthcare or-
ganization systematically predicted lower fu-
ture health needs among Black patients com-
pared to White patients in part because the
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Black patients had systematically lower past
spending (Obermeyer et al., 2019). Low past
spending, in this case was correlated with
higher health needs, not lower.

Discussion: We often want to use algo-
rithms to make the world more ideal—for
example, providing the best quality diagno-
sis for a patient. However, available data in-
stead reflects the world as it is, not how it
should be, and algorithms end up reproduc-
ing that when they are built using said data.
The data generating process in healthcare
depends on people—for example a physician
deciding to write down a note—and people
make mistakes and can be biased. For these
reasons, evaluating datasets for selection bias
and choosing appropriate labels is highly im-
portant. Doing this can be challenging with-
out a deep understanding of healthcare con-
text and medical expertise. Thus, work-
ing with multidisciplinary teams is necessary,
and taking the time to invest in communica-
tion with collaborators from other disciplines
is crucial to producing high quality work.

We also discussed various topics such as
data exploration, the unique nature of health
data, and creating ML tools that are ready
for deployment. A senior chair shared their
insights on checking datasets for any at-
tacks or adversarial noise. Furthermore, he
brought up the major tradeoffs between ro-
bustness, accuracy, and privacy inherent to
all models and suggested a possible solu-
tion to be a tuneable multi-objective func-
tion keeping these tradeoffs in mind, allowing
practitioners to make these tradeoffs them-
selves. Another chair brought up the idea of
never trusting the first model you train, in-
stead going to the first real-world deployable
setting, testing the model there, and going
back to the model to make adjustments ac-
cordingly. This led us to the idea of distribu-
tion shifts, where a discussant shared chal-
lenges of merging data from different hos-

pitals, due to legacy factors such as tem-
plates and notation. Another senior chair
mentioned a possible solution could be trying
to build foundation models for EHRs, since
masked language models have been useful in
getting tokens for missing data and for in-
ternal temporal shifts that are more difficult
for small models to work with. We ended our
discussion by talking about the challenges of
getting ML for healthcare models deployed
at the bedside, with challenges in generaliza-
tion, regulation, and long time-scales.

3.3. How to ensure generalizability of
ML in healthcare?

Chairs: Michael Oberst, Amruta Pai, Em-
manuel Candès, Stephen R. Pfohl, Edwin
Fong

Background: Despite being deployed
widely in practice, predictive models in
healthcare can fail to perform well across
clinics, patient populations, and time. Two
recent examples illustrate the challenge: The
University of Michigan Hospital deactivated
their sepsis prediction model in April of
2020 due to COVID-related changes in the
distribution of patients (Finlayson et al.,
2021), and the widely-deployed Epic Sepsis
Model was found (in an external validation
study) to dramatically under-perform rela-
tive to the claims of the developer (Wong
et al., 2021). Meanwhile, a recent study
found that only 23% of ML-based healthcare
papers used multiple datasets (McDermott
et al., 2021).

A definition of generalizability is the abil-
ity of a model to perform well on data from a
cohort of patients independent from its train-
ing data, whether from a different hospital
or demographic subpopulation, or a different
point in time. In this roundtable, we will dis-
cuss different aspects of what it means for a
model to generalize well, the challenges in-
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herent in building generalizable models, and
potential paths forward.

Discussion: Although ML has made enor-
mous strides in various healthcare appli-
cations, the focus has been on achieving
good accuracy on individual datasets with-
out rigorous external cross-validation. Re-
cent works have found that models trained
for the same tasks but on different datasets
have low generalizability with drastic perfor-
mance degradation when there is a distri-
bution shift. However, a culture of sharing
datasets and creating benchmark datasets to
study generalizability is necessary to encour-
age external cross-validation. A culture of
auditing models to identify regions where the
model fails is essential.

Models trained on data with operational
features such as hospital-specific protocols
may not always generalize. Thus, methods
need to be built to adapt these models to
hospital-specific needs. An approach is to
build supermodels trained on datasets from
different sources, modalities, and hospitals
and fine-tune them on individual subgroups
before deployment.

Another approach is to develop uncer-
tainty quantification measures to augment
point estimates with confidence intervals.
Health professionals can use uncertainty to
trust the model’s performance across differ-
ent sub-groups. When the uncertainty of the
estimates is high, the model would need to
be retrained.

Generalization can be limited due to the
dataset as well. A classic example is clinical
trials. Recruitment in clinical trials is con-
ducted with inclusion criteria often based on
convenience. Hence the average treatment
effects are biased. However, emerging reg-
istry trials can reach a broader population
base leading to more diversity in the study
population and subsequent dataset.

3.4. How do we inject domain
knowledge into DL models, in
particular when not much data is
available?

Chairs: Caleb Ellington, Wisdom Ike-
zogwo, Aakanksha Naik, Ben Lengerich,
Ying Xu, Eran Halperin

Background: When sampling is difficult
or expensive, as is often the case in medicine,
biology, language, and the social sciences,
we typically obtain only a small dataset re-
lating to any particular modeling or pre-
diction task. In these situations, we can
provide domain knowledge as an inductive
bias to inform learning tasks and restrict the
possible solution spaces of models, increas-
ing our sample efficiency in these already
sample-sparse domains. Common examples
are knowledge graphs, but this representa-
tion is often unavailable, and knowledge in
some domains may not align well with a
graphical representation.
In this session, we focus on why do-

main knowledge is important (and when
it might not be), and discuss the many
ways of injecting domain knowledge when
it is relevant. Our panelists represent di-
verse backgrounds from natural language
processing, bio-informatics, and computa-
tional medicine, and each has unique experi-
ences utilizing domain knowledge. We aim to
provide a comprehensive overview of existing
approaches and thrilling discussion about fu-
ture research on injecting domain knowledge
into DL.

Discussion: Domain knowledge is an um-
brella term for the entities, associations, sys-
tems, rules, and goals that define a field of
study. As such, there are a myriad of ways
to represent domain knowledge beyond sim-
ple associative knowledge graphs, spanning a
variety of constraints and structures, includ-
ing scientific text corpora, fact banks, mod-
els pre-trained on related tasks, priors, regu-
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larizers, independence structures, as well as
domain-aligned metrics that go beyond ac-
curacy to evaluate a model’s representation
of a real-world system.

Expert-in-the-loop model design should be
a gold standard for instilling domain knowl-
edge and ensuring proper alignment of deep
learning models with real-world objectives,
but this approach is time-consuming and
sometimes expensive. At a minimum, ex-
perts need to be included in the evaluation
of a model for domain applicability. Us-
ing a set of expert-derived rules and pri-
ors can help instill domain knowledge dur-
ing early development without requiring con-
stant interaction with experts. Synthetic or
imputed data can effectively incorporate do-
main knowledge through large volumes of un-
structured data and align with existing for-
mats. However, it is a debatable practice
since the rules, principles, or models used to
create this data are always a richer represen-
tation of knowledge than the derived data.
For non-objective tasks, observer variability
in medicine demands the need for experts-in-
the-loop as most relevant applications pre-
dict ranges of observations rather than ab-
solutes. Navigating uncertainties about mul-
tiple sets of competing domain knowledge,
without knowing which sets are relevant or
irrelevant for our tasks can be very expensive
without an expert to help tease out differ-
ences between conflicting knowledge incor-
porating priors. This could be related to
explainability on the question of conflicting
domain knowledge. One major open ques-
tion is iterative inclusion of domain knowl-
edge, or inclusion of new knowledge after an
expensive system has already been trained.
We discussed one option, targeted parameter
editing based on new facts (De Cao et al.,
2021), but believe this is an interesting fu-
ture direction. Another discussion point was
the collection of up-to-date and new domain

knowledge. For example, at the beginning of
the COVID pandemic.

3.5. How to effectively integrate
multiple data sources (e.g., EHR,
images, genomics) for ML
applications in healthcare?

Chairs: Jason Dou, Jonathan Bidwell,
Dominik Dahlem, Mark Sendak, Heejong
Kim, Mert R. Sabuncu

Background: Healthcare datasets are in-
herently multi-modal and collected from
multiple sources (Lance et al., 2022; Wang
et al., 2022; Mao et al., 2022). For example,
medical datasets include electronic health
records, medical imaging, lab tests, genet-
ics, and patient demographics gathered from
various sources and datasets from internet of
things (IoT) devices like watches collecting
fitness and health statistics data. Consoli-
dating such datasets is an essential step for
data analysis. Also, a potential avenue for
research is to move the AI solution upstream
with the aim to model entire decision pro-
cesses end-to-end. This research roundtable
discussed the challenges, opportunities, and
possible solutions of healthcare data integra-
tion for ML applications.

Discussion: We discussed the advantages
of data integration. In the clinical setting,
today, much of the data interpretation is
done by specialists. For example, radiol-
ogists read the medical imaging data and
summarize findings in a report. However,
physicians need to integrate these summaries
(e.g. reports, test results, etc) to make im-
portant treatment decisions. This is critical
for delivering optimal care. Since this way
of delivering care is dependent on special-
ist reads and communication between physi-
cians, ML offers the potential of positively
impacting medicine by accessing raw multi-
modal data and optimizing the communica-
tion and integration between specialties. We
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also talked about advantages of deep learn-
ing approaches. The flexibility of the deep
learning framework allows us to try numer-
ous strategies for integrating data. Health-
care data is inherently multi-modal and ac-
quired from multi-sources. Techniques like
early fusion and late fusion can be simple but
effective solutions for integrating healthcare
data. Also, potential roadblocks of integrat-
ing healthcare data were mentioned. In real-
world clinical settings, data is often collected
as needed. For example, additional clinical
tests will only be prescribed if basic diagnos-
tic tests are not enough and further exami-
nation is necessary. This can cause sparsity
and bias in the integrated datasets. This also
makes it difficult to evaluate the necessity of
data from additional experiments.

Senior chairs were asked about the biggest
challenges in effectively integrating multiple
data sources for ML applications in health-
care. One chair thought the biggest chal-
lenges arise between different data owners
and stakeholders with different cultures and
values. Another senior chair mentioned the
challenge that adding data sources leads to
additional complexity. This concurs with the
cultural challenge mentioned before. Also,
one chair reported their experience using a
combination of claim and structural data.
For instance, privacy issues due to the cen-
tralization of data might arise. Another
chair proposed that innovation for simplic-
ity is among the biggest challenges. Indeed
more data sources can provide more infor-
mation, but it remains unclear how we can
obtain simple principles and guidelines. For
example, we discussed how to design the re-
ward function and optimal strategy if we
want to apply reinforcement learning with a
value function based on economic and social
value.

3.6. How can we utilize foundation
models (very large pre-trained
models) for healthcare?

Chairs: Monica Agrawal, Changye Li,
Payel Das, Zachary C. Lipton, Byung-Hak
Kim

Background: A recent paradigm in ML is
the concept of foundation models, very large
pre-trained models that can be used as a
base model for applications to build on top of
(Bommasani et al., 2021). Such models have
seen particularly impressive performance at
zero- and few-shot generation tasks in text
and vision (Brown et al., 2020; Radford et al.,
2021). Given the ‘emergent abilities’ of such
models (Wei et al., 2022), they hold remark-
able promise for transforming the way we
practice medicine and transform care. For
example, large language models (LLMs) have
already shown potential recently at tasks in-
cluding clinical information extraction and
medical exam question answering (Agrawal
et al., 2022; Chung et al., 2022). However,
there are practical questions and challenges
that arise due to the high stakes of the clin-
ical setting. In this roundtable session, we
will discuss “How can we utilize foundation
models (very large pre-trained models) for
healthcare?”

Discussion: The roundtable started with
participants discussing what made some-
thing a “foundation model” before moving
on to where such models could be impact-
ful. One area of interest in NLP was ret-
rospective interpretation of clinical notes, to
track trends in disease status over time. An-
other was AI-assisted clinical note writing,
which could lift clerical burden off of clini-
cians. Others did bring up the concern that
this could result in clinicians being less cog-
nizant and in tune with what was being writ-
ten. Another noted that a site-specific burn-
in time should be relatively standard, from a
regulatory perspective.
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One senior chair posited that foundation
models could make the largest impact where
deep models have been shown to be trans-
formative, but might struggle where older,
statistical models are still close to opti-
mal (e.g. survival modeling). Participants
discussed if there could exist a foundation
model for other modalities of health data
(e.g. waveforms) as opposed to imaging
alone, or if there were insufficient similarities
for a shared representation to benefit from.
The roundtable concluded with participants
discussing what areas of medicine might be
more generalizable.

3.7. Using ML for population health

Chairs: Peniel Argaw, Arpita Biswas,
Nathaniel Hendrix, Dimitris Spathis

Background: Population health, in gen-
eral, can be defined as the health outcome
distributions within and across populations
(Kindig and Stoddart, 2003). This research
requires taking into account various cultural,
social, and environmental factors and inves-
tigating their effects on the health of commu-
nities. To this end, ML is emerging as a pos-
sible way to automate complex tasks in pop-
ulation health that otherwise have required
substantial human labor. ML utilizes these
health outcomes to understand patterns of
health determinants in order to identify high-
risk groups and predict future disease bur-
dens (Morgenstern et al., 2020; Ogallo et al.,
2021). These models can be especially of in-
terest to policy-makers to recommend pub-
lic health policies and interventions. In this
roundtable, we discuss the challenges in data
quality and dimensionality, the emergence
of new technologies and applications in the
field, and the design of evaluation metrics in
order to push for clinically and cost-effective
models.

Discussion: We had an interesting discus-
sion on ML for population health revolv-

ing around data quality and dimensional-
ity. Data quality was a major topic of the
session, where the senior chairs and partici-
pants discussed data quality assessment, re-
sultant issues, and limitations. Trust in self-
reported data, aligning ground truth to sig-
nal data and the variance in datasets result-
ing from the variance in populations were
all points of reflection. Moreover, the topic
of data dimensionality, particularly in low-
resource settings, was discussed as members
were engaged in the topics of heterogeneity in
data and devices, transparency across pop-
ulations and possibilities of transfer learn-
ing and multi-modality. Overall, the tech-
nologies and applications of ML for popula-
tion health are exciting but challenging given
the difficulty in building clinically and cost-
effective models for heterogeneous popula-
tions.

3.8. How to incentivize creation or
publication of new data
collections and facilitate
international collaboration?

Chairs: Mehak Gupta, Xinhui Li, Jun
Seita, Bastiaan Quast

Background: While the potential for the
application of ML in health is enormous,
so are the challenges. Crucially, ML mod-
els require large amounts of training data,
yet making datasets available while respect-
ing patients’ privacy has proven to be an
immense conundrum (Liang et al., 2022).
Furthermore, though we are constantly re-
minded that health issues know no borders,
whether it be outbreaks of infectious diseases
or rare genomic disorders, the jurisdictions
governing health data most certainly do. As
such, the global sharing of health data for
the benefit of the citizens of the world re-
mains elusive.

This roundtable will distill and articulate
the exact bottlenecks that currently block
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progress in the greater sharing of health data
in a responsible manner. Building on the pre-
cisely articulated bottlenecks, the roundtable
will discuss the challenges and propose sug-
gestions to incentivize creation or publica-
tion of new data collections and facilitate in-
ternational collaboration.

Discussion: Our roundtable discussion
covered challenges and suggestions to incen-
tivize creation or publication of new data col-
lections and facilitate international collabo-
ration.

First of all, participants brought up that
we need to show people the value of ML ap-
plications in the health domain in order to
motivate people to invest more resources to
develop the ecosystem. Specifically, the main
benefit of ML is that it can assist with the
diagnosis process and make diagnostics more
efficient and affordable at earlier stages, thus
leading to earlier detection and better treat-
ment outcomes.

Next, we discussed the techniques to pro-
tect patient privacy. Particularly, we can
utilize data encryption techniques and fed-
erated learning (McMahan et al., 2017; Yang
et al., 2019). For example, the iDASH (Kuo
et al., 2020) competition has demonstrated
how homomorphic encryption can be used
to perform computations on rare genomic
conditions, with data from different jurisdic-
tions, without revealing any private patient
data. In addition, instead of sharing the data
directly, we can distribute the ML models by
building an Application Programming Inter-
face (API) to share the models.

Then, we shared our experiences regarding
data collection and sharing problems in de-
veloping countries. Participants mentioned
that some hospitals do not store medical data
such as X-rays after 6 months due to storage
limits; some hospitals still use paper health-
care records instead of electronic healthcare
records. Prior to sharing the datasets across

countries, it is crucial to improve the local
system for data maintenance and digitiza-
tion.

Finally, we discussed practical suggestions
to incentivize data collection at the individ-
ual level and at the international organiza-
tion level. At the individual level, we can
encourage participants to share their data
and obtain informed consent prior to data
collection. At the international organization
level, we can learn and follow how interna-
tional institutions collaborate to collect and
share the data from international scientific
research projects, such as the Medical In-
formation Mart for Intensive Care Project
(MIMIC) (Johnson et al., 2016), the Human
Genome Project (HGP) (Consortium, 2001)
and the PRIMatE Data Exchange Project
(PRIME-DE) (Milham et al., 2018).

3.9. Post-approval monitoring and
validation of AI systems in health
care

Chairs: Marta Lemanczyk, Yuhui Zhang,
Berkman Sahiner, Anna Decker, Harvineet
Singh

Background: The rapid development and
application of AI systems in healthcare have
raised a wide range of concerns about their
reliability. Even if an AI system is approved,
it can become brittle when deployed in real-
world scenarios, for instance, due to distri-
bution shifts (Oakden-Rayner et al., 2020;
Zhang et al., 2022; Kim et al., 2022). There-
fore, post-approval monitoring and valida-
tion is a critical quality assurance process
to ensure that these systems deliver accurate
medical predictions in diverse real-world sce-
narios.
In this roundtable, we will discuss some of
the challenges regarding the post-approval
monitoring and validation process and how
to address these issues from a policy, techni-
cal, and data perspective. In addition, we
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will discuss the best way to establish col-
laboration between clinicians, ML experts,
and the systems themselves to communicate
these issues.

Discussion: In this roundtable, we dis-
cussed the opportunities and challenges of
post-approval monitoring and validation of
AI systems in health from both policy and
technical perspectives. In terms of policy,
the initial FDA approval process is similar to
the processes for other devices and depends
on the risk of the given AI system. For high-
risk devices, it will typically require at least
a year for monitoring and scientific studies
to be reported. Now, the FDA has estab-
lished a new policy that enables AI systems
to be updated after approval, a much faster
and less burdensome process than the initial
approval process. There are also challenges
from the technical side. Post-approval data
collection is a large effort because standards
and protocols and also supporting tools for
those tasks are lacking. Additionally, the
data must capture the requirements for the
chosen evaluation metrics. Other challenges
that were mentioned are distribution shifts in
input data as well as outcomes. Monitoring
shifts is crucial since they can lead to a de-
crease in performance and therefore to safety
concerns for patients.

To achieve successful post-approval moni-
toring and validation, academia and industry
should increase collaborations, for instance,
by combining promising techniques from aca-
demic researchers and valuable clinical data
from providers in the industry. Knowledge
sharing and open communication are key to
achieving goals.

3.10. How ML can help prevent and
respond to infectious disease
outbreaks. Where are we now?

Chairs: Christian Garbin, Megan Coffee

Background: We can trace the origins of
infectious disease modeling to Bernoulli’s
smallpox models in 1760. Modeling became
increasingly sophisticated in the 20th cen-
tury with the mass action law, the Kermack-
McKendrick epidemic model, stochastic
models, and other advancements in model-
ing. In the 21st century, we have seen the
rise of ML techniques powered by the surge
in data collection and cheaper and cheaper
computing resources.

Besides modeling the spread of diseases,
ML has been applied to other areas, such
as diagnosing, triaging, and predicting out-
comes at the patient level, accelerating the
study of protein structures for vaccine devel-
opment, reducing the time to develop tests,
detecting and suppressing misinformation,
and predicting future outbreaks caused by
complex environmental and climate changes.
In this roundtable, we will discuss “how can
ML help prevent and respond to infectious
disease outbreaks?”.

Discussion Climate and environmental
change, along with mobility and structural
factors, increase the risk of new outbreaks,
like COVID-19, which will require new tools
to prevent and respond to. In the initial
stages, we suffer from the “fog of war”. Min-
imal, noisy data is available; thus, models
are limited. Although it would be ideal to
have centralized data collection, clinicians’
focus at this stage is to treat and contain
current cases. Data is collected in the sim-
plest format that can support the daily work,
subject to current health system limitations.
The goal of early outbreak models should
be to understand the spread and support
strained frontline personnel and health sys-
tems. Waiting for the perfect model may pre-
vent us from deploying good models.

ML can also be applied to later outbreak
stages, improving outbreak recognition and
patient diagnostics, as well as community
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engagement (NLP for denial, stigma trac-
ing), drug and vaccine discovery, and re-
ducing repetitive tasks and workload. To
effectively apply ML, we need platforms
for rapid response, collaborative multidis-
ciplinary teams, the ability to share data
(while maintaining privacy), improved ca-
pacity to work from smaller datasets, and
investment in good models instead of wait-
ing for the perfect one.

4. Summary

The most requested topic was discussing the
impact of ML models in the clinic and what
researchers could do to better meet the needs
of healthcare workers showing the interest of
the ML4H community to bridge the current
translation gap of ML for health. One in-
person and one virtual roundtable addressed
this topic. The discussants concluded that
it is essential to choose the right problem to
work on by carefully assessing whether ML
can have a positive impact.

Apart from disease prediction and risk
stratification which are very common tasks
addressed by ML research, there are plenty
of potentially impactful applications of ML.
The roundtables also mentioned that eco-
nomic considerations are relevant to ensure
successful translation into hospitals that op-
erate under financial pressure. An overarch-
ing theme of the roundtables was to involve
clinicians early in a project to ensure useful
deployment of ML.

The different steps towards success-
ful translation were discussed in various
roundtables. Starting with datasets, one
discussion focused on incentives for creat-
ing new data collections. At the local level,
they highlighted the need to invest in health-
care systems to provide data of a useful
quality and to proactively use consent forms
for existing patients. To establish a global
data-sharing ecosystem they think it is cru-

cial to show the value of ML for health to
all people to motivate the necessary invest-
ment. Existing global initiatives can serve
as blueprints to develop such ecosystems.
Two further roundtables discussed evalua-
tion of healthcare datasets before applying
ML. They talked about the threats of using
historic data for model development and con-
cluded that different perspectives in a mul-
tidisciplinary team can help with identifying
potential problems. Particularly, they high-
lighted the importance of scrutinizing the la-
bel definition to ensure that it is aligned with
ethical considerations and the aim of the pre-
diction. In addition, techniques and meth-
ods to detect and tackle potential dataset is-
sues such as adversarial attacks and iterative
model development were discussed.

Another potential problem of ML for
health is missing generalizability across hos-
pital systems. One roundtable identified the
key problem that many studies only opti-
mize on a single dataset which often leads to
performance degradation when moving to a
new environment. Instead, the participants
asked for a culture of model auditing, identi-
fying potential failure modes, and data shar-
ing allowing external validation. They sug-
gest two potential ways forward: developing
supermodels trained on many datasets and
using uncertainty quantification to provide
reliable estimates of when to trust a model.
There was also a discussion regarding the fi-
nal step of translation: model approval. The
FDA has already established risk-adjusted
approval and updating processes that usually
require supporting studies and a one-year
monitoring. However, the necessary data col-
lection can be costly and only few tools to
support these processes exist so far. The
roundtable suggested that strategic partner-
ships between academia and industry can be
useful for successful translation and approval
of modern ML methods.
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Three roundtables were centered around
creating better ML models. The topics
ranged from injecting domain knowledge,
integrating multiple data sources, and us-
ing pre-trained foundation models. Differ-
ent possibilities to inject domain knowledge
varying in cost were discussed ranging from
using synthetic data to experts-in-the-loop
where a human being controls the predic-
tion results. The roundtable also formu-
lated the open question of iterative inclu-
sion of domain knowledge to amortize expen-
sive model re-training. Integrating multiple
modalities was considered very relevant to
medicine which is multi-modal. Deep learn-
ing was highlighted for its flexibility to in-
tegrate modalities and different methods to
do so were discussed. However, discussants
warned about the added complexity, for in-
stance, hampering the detection of a po-
tential bias. The discussion about founda-
tion models for healthcare also considered
the question of multimodality, e.g. for im-
ages and waveforms. The roundtable also
suggested several applications for foundation
models for text such as retrospective inter-
pretation of clinical notes and assisted note
writing. It was suggested that foundation
models would be particularly useful in areas
where deep learning already proved superior.

Lastly, two discussions revolved around
specific applications of ML for population
health and infectious diseases picking up
on many topics from previous roundtables.
The discussion about population health fo-
cused on data quality and dimensionality.
These are specifically relevant for popula-
tion health when dealing with a low-resource
setting and heterogeneous populations. The
roundtable on infectious diseases discussed
different stages of disease outbreaks and po-
tential applications of ML. In particular,
they stated that in the early outbreak stages,
simplified and imperfect models might be
acceptable when they provide some value

to frontline workers. For effective long-
term applications of ML, they asked for
a rapid data-sharing ecosystem, multidisci-
plinary research teams, and investment in
better model development.

5. Lessons Learned

We identified potential topics from the liter-
ature, organizers, and speakers. Settling on
topic candidates was hard because many sug-
gestions were relatively broad and there were
many duplicates. We consider this step cru-
cial because it determines what is included in
the poll and what chairs have to prepare for.
Using a poll to get feedback from the ML4H
community was a simple and useful way to
assess the interest in the topics. However,
getting enough votes is important for reli-
able estimates. We obtained 39 results in a
period of two months using the official ML4H
Twitter account.

Recruiting senior chairs was the most
time-consuming task. Especially, for the in-
person roundtables we were limited to at-
tendees coming to the venue while trying to
achieve fair representation across geographi-
cal locations, gender, and levels of expertise.
Hence, we started recruiting senior chairs af-
ter the registration had been open for some
time so that people could decide whether
they would attend in person. Also, we were a
bit flexible as to which topics to include and
how many chairs we recruited. This turned
out to be a useful strategy. Recruiting junior
chairs was easier since the requirements were
lower.

To encourage the use of similar formats
across all roundtables, we prepared clear in-
structions for the chairs to have a consis-
tent experience across roundtables and to
make the outcomes usable for the commu-
nity. Asking chairs for an introduction para-
graph and discussion questions in advance
encouraged a certain level of preparation.
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We held in-person and virtual roundtables
concurrently to give virtual attendees the im-
pression of being part of the regular sympo-
sium schedule. The number of participants
varied a lot between topics, which is espe-
cially relevant for the in-person roundtables.
All chairs prepared a summary paragraph
that we used to compile this document.
It could prove useful to have stricter in-
structions for the summaries to obtain more
homogeneous texts. However, this would
add an additional burden for the roundtable
chairs.

Generally, roundtable sessions seem to en-
courage active participation as they follow a
panel discussion format but with a smaller
size and less formality. It also benefited
participants by allowing them to network
with domain-specific peers. Thus, we en-
courage similar conferences to employ such
roundtable sessions for enhanced participa-
tion and networking opportunities.
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