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Unraveling the contributions to the spectral shape of
flexible dyes in solution: insights on the absorption spec-
trum of an oxyluciferin analogue.†
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We present a computational investigation of the absorption spectrum in water of 5,5-
spirocyclopropyl-oxyluciferin (5,5-CprOxyLH), an analogue of the emitter compound responsible for
the bioluminescence in fireflies. Several factors concur to 5,5-CprOxyLH’s spectral shape: i) the
contribution of the four close-energy excited states, which show significant non-adiabatic couplings,
ii) the flexible molecular structure and iii) the specific interactions established with the surrounding
protic solvent, which strongly couple the solvent dynamics with the dye’s spectral response. To tackle
the challenge to capture and dissect the role of all these effects we preliminarly investigate the role of
non-adiabatic couplings with quantum dynamics simulations and a Linear Vibronic Coupling model in
gas phase. Afterwards we account for both molecular flexibility and solvent interactions by resorting
to a mixed quantum classical protocol, named Adiabatic Molecular Dynamics generalized Vertical
Gradient (Ad-MD|gVG), which is built on a method recently proposed by some of us. It is rooted
in the partition between stiff degrees of freedom of the dye, accounted for at vibronic level within
the harmonic approximation, and flexible degrees of freedom of the solute (and of the solvent, if
present), described classically through a sampling based on Molecular Dynamics (MD). Ad-MD|gVG
avoids spurious effects arising in the excited state Hessians due to non-adiabatic couplings, and can
be therefore applied to account for the contributions of the first four excited states to 5,5-CprOxyLH
absorption spectrum. The final simulated spectrum is in very good agreement with the experiment,
especially when the MD is driven by a refined quantum-mechanically derived force-field. More impor-
tantly, the origin of each separate contribution to the spectral shape is properly accounted for, paving
the way to future applications of the method to more complex systems or alternative spectroscopies,
as emission or circular dichroism.
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1 Introduction

The analysis of the absorption and emission spectra of a given
compound is a essential first step to characterise and understand
its photophysical and photochemical properties. In this regard,
the synergy between experiments and calculations is essential for
building a complete image of the system. The simulation of the
spectra of a target chromophore embedded in a specific environ-
ment remains indeed a quite challenging task, because of the
large number of variables and factors governing it. In particular,
the shape and width of electronic spectra arise from the inter-
play between molecular motion and solvent fluctuations, which
are coupled with the electronic transitions of the specific dye.
They thus encode detailed information about the system that can
be only unveiled with computational simulations, using models
that account for the main physical effects. The characteristics of
the system under study mainly determines which computational
approach would be the most suitable. For instance, semi-rigid
molecules in homogeneous environments, where no specific and
local interactions are expected to settle between the solvent and
the solute, can be treated at a nearly full quantum mechanical
(QM) level. In fact, the contribution of molecular vibration can
be included at quantum, vibronic level, exploiting the possibility
to rely on the harmonic approximation, and on the recent devel-
opments of effective implementations with either a Time Inde-
pendent (TI) sum-over-states approach1–3 or a Time Dependent
(TD) one, based on the the Fourier transform of a correlation
function4–8. Moreover, solvation effects can be conveniently ac-
counted for through continuum models as PCM9, which can be
used also to include solvent broadening effects,10 following an
approach based on Marcus’s theory11. Nonetheless, when either
i) large-amplitude displacements of the flexible degrees of free-
dom (DoF, such as dihedral rotations around σ -bonds) are ex-
pected for the solute or ii) specific interactions with the solvent
(e.g. hydrogen bonds (HBs), π-stacking, etc.) or with the com-
plex embedding (polymers matrices, metal-organic frameworks,
biomolecules, etc.) are taken into account, a first principle simu-
lation of the absorption spectrum becomes more challenging and
the development of new methods and protocols is necessary.

The quest for reliable yet effective models to simulate the shape
of electronic spectra in solution has resulted in many contribu-
tions from different research groups in the recent years. Such
mixed quantum-classical (MQC) strategies are generally based on
MD samplings, followed by effective protocols to introduce vi-
bronic effects, including temperature, and the environment12–16.
Alternative formulations, based on a cumulant expansion of the
energy gap fluctuations or spectral densities, have been also
adopted to simulate both linear17,18 and non-linear19,20 spectro-
scopies. The successful application of these strategies mainly rely
on two factors. On the one hand, the quality of the MD sampling
is determined by the force-field (FF), and specifically tailored FFs
parameterised against QM data have been exploited along with
classical treatment of nuclear degrees of freedom21,22. On the
other hand, solute solvent interaction has benefited from the de-
velopment of efficient solvent models23 and QM/MM strategies
able to capture electrostatic and non-electrostatic effects24 accu-

rately.
In this context, some of us have recently introduced a MQC

methodology, named Ad-MD|gVH (Adiabatic Molecular Dynam-
ics generalised Vertical Hessian)25, which aims at simulating ab-
sorption and emission lineshapes for flexible molecules in com-
plex environments. In short, flexible modes and the fluctuations
of the environment are treated classically, through reliable quan-
tum mechanically derived force-fields (QMD-FF) and molecular
dynamics (MD) sampling, whereas the stiff modes of the dye are
treated at the QM vibronic level, using harmonic expansions of
the potential energy surface (PES), specific for each instantaneous
arrangement of the DoFs, which also account for Duschinsky mix-
ings. The method has shown promising results, being able to pro-
vide spectral shapes for flexible molecules in different solvents in
very good agreement with the experiment25,26. Yet, in its origi-
nal implementation, Ad-MD|gVH relies on the Born-Oppenheimer
(BO) approximation, so it faces some issues when non-adiabatic
couplings between electronic states are significant.

A proper treatment of the impact of non-adiabatic interactions
on the spectra can be achieved by resorting to quantum dy-
namics (QD) wavepacket propagation over the coupled excited
states27. Despite the impressive advances in this field during the
past years, three main issues hamper the straightforward appli-
cation of these approaches for our scopes, namely the usual re-
striction to harmonic surfaces, the lack of thermal effects, and
the difficulties to account for the coupling with the environment.
A recent strategy to account for the environment and, to some
extent, anharmonicities, proposed by Zuehlsdorff and cowork-
ers28, involves the use of LVC Hamiltonians parameterised from
energy gap fluctuations, through spectral densities extracted from
classical MD simulations. Moreover, the adoption of the ther-
malised time-evolving density operator with orthogonal polyno-
mials algorithm (T-TEDOPA)29, allows QD propagation including
temperature. While promising, it is unclear how such strategy
would effectively account for static disorder and dynamical ef-
fects of the solvent, which may be relevant when specific inter-
actions are established30,31. Another alternative approach able
to effectively include such effects, also accounting for tempera-
ture and interaction with the environment, is based on the same
quantum-classical framework invoked in Ad-MD|gVH. Namely, it
is achieved by substituting the harmonic PES of the model (gVH)
with a Linear vibronic coupling (LVC) Hamiltonian for coupled
states, obtaining the so-called Ad-MD|gLVC32.

Application of these methods is computationally cumbersome,
so that simplifications are often looked for and, when possible,
nonadiabatic couplings are neglected. However, the application
of methods that account for Duschinsky mixings like Ad-MD|gVH
to systems where non-adiabatic couplings are significant may be
impractical and lead to artefacts. In fact, inter-state couplings
often perturb significantly specific regions of the PES, severely
modifying selected vibrational frequencies, hence undermining
the definition of a meaningful harmonic surface for the stiff vi-
brations.

In this work, we aim at simulating the absorption spectrum
in water of 5,5-spirocyclopropyl-oxyluciferin (5,5-CprOxyLH), an
analogue of the emitter compound responsible of the biolumines-
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cence in fireflies, commonly known as oxyluciferin33,34. The ex-
perimental spectrum of the natural form of oxyluciferin is broad,
but far from a simple bell shape, being strongly asymmetric and
featuring a clear shoulder on the high-energy side of the maxi-
mum. These characteristics may be due to the interplay between
vibronic progressions along high-frequency modes and the intrin-
sic flexibility of the chromophore, but also to the strong interac-
tions with the surrounding water solvent35–37.

The scenario is however further complicated by the fact that
shape and width of the spectrum could be originated by several
optically bright excited states, which lye close in energy and can
potentially be coupled. As displayed in Figure 1, oxyluciferin
can coexist in six different chemical forms35,36,38–41, which may
be populated through keto-enol tautomerisation equilibrium or
protonation/deprotonation reactions40–43. It is therefore evident
that it is impossible to ensure experimentally that the recorded
spectra belong to exclusively one specific form. For this reason, a
synthetic derivative designed to block the keto-enol tautomerisa-
tion has been proposed in the recent past, and its photophysical
properties characterised (i.e. absorption and emission spectra),
mimicking the ones of the natural phenol-keto form35. Hence, for
experimental-computational comparison purposes, in this study
we simulate the complex absorption spectrum of such oxylu-
ciferin synthetic derivative, namely 5,5-CprOxyLH (depicted in
Figure 1). Besides its biological and technological relevance44–47,
this system was chosen to evaluate the performance of MQC ap-
proaches in a case where several low lying close electronic excited
states are responsible for the observed spectral signature. The aim
is to provide a simulation where the main contributions to the
spectral shape are analysed from first principles hence, allowing
us to unravel the role of each effect concurring to the broadening.

2 Methods
In this section, we briefly review the different strategies adopted
in this work to simulate the absorption spectrum accounting for
the effect of the chromophore vibrations and of the surrounding
medium, the main players in homogeneous and inhomogeneous
broadening, respectively.

2.1 Full Quantum Mechanical (QM) approaches

In principle, the most accurate way to describe the role of the
solute nuclear motion is retrieving the spectral shape from the
sum of transitions between vibronic states |e;vi〉. Within the BO
approximation, the electronic and vibrational components decou-
ple, |e;vi〉= |e〉|vi〉, and the calculation of the spectrum can be car-
ried out taking into account the vibrational states at the initial and
final (adiabatic) electronic states. When the adiabatic PESs are
described at the harmonic approximation, analytical expressions
for both TI and TD formulations of the vibronic spectrum have
been derived, and are implemented in our code FC classes348,49.
TD approaches are especially efficient in getting fully converged
spectra at arbitrary temperatures, hence we adopt such formu-
lation in all calculations conducted in this work. The harmonic
model implies a quadratic expansion of the initial and final PESs,
which is performed at the minimum for the initial state (the so-

called Franck-Condon point), and either at the minimum (Adia-
batic models) or the Franck-Condon geometry (Vertical models)
for the final state. In this work, we resort to vertical models.
Moreover, for reasons that will become clear in the following, we
will make the further assumption that the Hessians of the excited
states coincide with the one of the ground state, adopting the
so-called Vertical Gradient (VG) model. Briefly, this choice is a
convenient way to avoid the artefact due to the presence of spu-
rious frequencies due to non-adiabatic couplings among excited
electronic states, and it allows us to skip the time-consuming
frequency calculations in the final states. For specific cases, we
explicitly addressed the role of non-adiabatic couplings among
the final electronic states. For such calculations, analytical ex-
pressions cannot be derived, and an effective way to compute
the spectrum is adopting a TD formulation (at 0 K) by numeri-
cal propagation of the ground state wavepacket over the coupled
(diabatic) excited states27 employing Quantum Dynamics (QD).
Such QD simulations are here carried out with the Multi-Layer
version of the Multiconfigurational Time-Dependent Hartree (ML-
MCTDH) method as implemented in the QUANTICS 50 code. The
coupled electronic states are described in the diabatic representa-
tion, with quadratic expansions of the diabatic potentials, adopt-
ing a LVC model, which extends the VG model by adding linear
potential couplings among the states51.

The main drawback of the full QM approaches discussed above
stands in their computational cost, which restricts their applica-
tion to a limited number of DoFs. Consequently, they have been
mostly applied only considering isolated chromophores, making
them especially suited for gas phase calculations. To account for
the role of the environment embedding the dye, additional ap-
proximations must be invoked. In the case of spectra in simple so-
lution, the average effect of the surrounding solvent can be recov-
ered by applying a broadening function. For non-protic solvents,
according to Marcus11, the Gaussian inhomogeneous broadening
is connected to the solvent reorganisation energy, and it has been
shown that the latter one can be estimated with State-specific
PCM calculations10. Nonetheless, when the solvent establishes
strong and specific interactions, as for instance HBs, or when the
solvent is embedded in more complex environments (e.g. a pro-
tein or a polymer matrix), the linewidth of the broadening func-
tion is often determined phenomenologically, i.e. fitted to match
the experimental shape. In these latter cases, a detailed rationale
of the mechanisms leading to the inhomogenueos contribution to
the spectral broadening can still be derived by a first principles
approach, yet resorting to explicit representations of the environ-
ment and its fluctuations52. In the following, we therefore de-
scribe two different approaches, designed to explicitly account for
the embedding environment and include its effect on the spectral
shapes.

2.2 Classical approach

A straightforward way to explicitly account for the effect of the
solute and environment fluctuations is obtaining the spectrum as
the distribution of vertical energies computed over a reliable en-
semble of frames, which include the coordinates of both the sol-
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Fig. 1 Chemical structure of the six possible forms of oxyluciferin, depicting the equilibria connecting them, and of the synthetic derivative under study.

vent and the surrounding solvent molecules. Such solute+solvent
configurations can be for instance extracted from a reliable classi-
cal molecular dynamics (MD) trajectory. The vertical energy can
be conveniently computed by adopting a QM/MM method: such
a protocol, which relies on the classical FC principle, is here re-
ferred to as Classical Ensemble Average of Vertical Energies (CEA-
VE). Notwithstanding the ease of its implementation and the com-
putational convenience, CEA-VE protocols have three main limita-
tions, which may undermine the accuracy of the resulting spectra:

i) the reliability of the frame collections sampled from the
MD trajectory heavily depends on the adopted force-
field description, and an accurate refinement is often re-
quired21,22,53.

ii) in MD runs, the nuclear dynamics is propagated at a classi-
cal level, implying a wrong sampling of the high-frequency
modes, which in turn is reflected in an underestimation of
the spectral width53.

iii) vibronic progressions, which only arise in a quantum me-
chanical treatment, are lost.

Within CEA-VE approaches, the second of the above drawbacks is
often circumvented by including a large enough phenomenologi-
cal broadening to the distribution, yet we still need to fit a param-
eter to reproduce the experimental spectrum, which means that
some relevant effects, namely those due to the quantum nature

of the high-frequency molecular vibrations, are not accounted for
in our calculation, and are re-introduced in a phenomenological
way. Conversely, it might be worth noticing that a benefit of CEA-
VE approach consists in being able to account also for flexible
systems, whereas, as discussed above, the aforementioned QM
vibronic approaches are confined to describe semi-rigid systems.

2.3 Mixed Quantum Classical approach

With the aim of including the contribution of the embedding and
of the flexible DoFs of the solute, while not renouncing to ac-
count for important vibronic effects, electronic spectra are fur-
ther simulated in this work, adopting a Mixed Quantum Classical
(MQC) strategy recently introduced by some of us and named Ad-
MD|gVH25. The protocol is based on partitioning the coordinates
of the total system (solute+medium) in soft and stiff modes: the
first block includes the flexible DoFs of the solute and solvent
modes and are accounted for through a classical MD sampling,
whereas the role of stiff modes is described at vibronic level with
harmonic potentials specific for each configuration of the soft
modes25. The final Ad-MD|gVH spectrum is obtained from the
averaged signals computed at the QM level for the stiff coordi-
nates over the configurations collected along the MD trajectory,
which include explicitly the solvent, equilibrated at given ther-
modynamic conditions (here, room temperature and 1 atm). It
is important to remark that such a strategy involves a significant
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step forward compared to CEA-VE, as the present MQC approach
correctly considers the homogeneous broadening and the spectral
structure induced by the progressions over high-frequency modes.
In this way, the Ad-MD|gVH method can accurately account for
all the primary sources of broadening from first principles, thus
avoiding using empirical parameters to reproduce the observed
spectral shapes.

3 Computational details

3.1 Quantum Dynamics simulations

The possible impact of non-adiabatic couplings on the spectra
of 5,5-CprOxyLH was evaluated with QD propagations on the
grounds of a LVC model (whose mathematical form is given in
the Electronic supplementary Information, ESI) comprising the
four lowest electronic states. The LVC Hamiltonian was param-
eterised from TD-DFT calculations through a maximum-overlap
diabatization technique implemented in our code Overdia, that is
freely distributed54. In practice, first, the molecular structure is
optimised at the ground state, and its normal modes and frequen-
cies are computed. The gradients over the diabatic surfaces and
the linear inter-state couplings are computed by numerical differ-
entiation, taking backward and forward displacement over each
normal mode, with a step in dimensionless shift of ∆qi =±0.02. At
each displaced geometry, the diabatization requires the computa-
tion of the overlap of the adiabatic states with respect to those at
the ground-state geometry taken as reference. Such overlap is ob-
tained as the scalar product of TD-DFT transition densities55. QD
propagation was carried out accounting for all internal degrees
of freedom, adopting the efficient ML-MCTDH method as imple-
mented in QUANTICS 50, which was also employed to compute the
correlation functions required for the non-adiabatic spectra.

3.2 Classical conformational sampling

Three different steps are employed to retrieve a reliable sampling:
i) the parameterisation of a specific QMD-FF56,57, ii) running
classical MD trajectories of the solvated system (composed by the
chromophore and > 1000 water molecules), using the QMD-FF
for the solute in its initial electronic state (ground state, GS, for
absorption), and iii) extracting from the MD equilibrated trajec-
tories a set of uncorrelated snapshots.

As far as the QMD-FF is concerned, it was explicitly param-
eterised for 5,5-CprOxyLH as described in detail in the ESI.
Concretely, the intramolecular term (S9), ruling the dye’s flexi-
bility, was parameterised with the JOYCE code58, following the
JOYCE standard procedure56,57,59, based on the DFT optimised
geometry, Hessian matrix and relaxed torsional energy profiles
along the most flexible coordinates. Furthermore, the interaction
of the dye with the (water) solvent was also specifically refined
against the same QM description. Concretely, the point charges
defining the intermolecular FF term in Eq. (S14) are fitted with
the RESP procedure over the 5,5-CprOxyLH electronic density
computed for the isolated molecule with the B3LYP functional
and accounting for the solvent at C-PCM level60. The choice of
this functional is in line with previous computational studies on
the optical properties of oxyluciferin analogues36,37,61–64. Fur-

ther details can be found in ESI, together with a complete list of
all QMD-FF parameters. All QM calculations either employed in
the QMD-FF parametrization or in the absorption spectra simu-
lation (vide infra) were performed with the GAUSSIAN16 suite
of programs65 resorting to density functional theory (DFT) or
its time-dependent implementation (TD-DFT). Unless otherwise
stated, in all calculations, the B3LYP functional was used with the
6-311G(2d,p) basis set. This basis set has shown to perform well
for this system37, and we verified that addition of diffuse func-
tions does not appreciably change the results.

MD simulations were carried out with the GROMACS code66

employing the parameterised QMD-FF, either on the isolated dye
(gas phase) or on a system consisting of one dye (5,5-CprOxyLH)
and ∼ 1200 explicit water molecules. Simulations were per-
formed in the NVT ensemble at 298 K for the isolated molecule
in the gas phase and at constant pressure and temperature (NPT,
1 atm and 298 K) in solution. In the first case, 100 dye confor-
mations were stored by sampling the MD trajectories every 50
ps, while the same number of configurations were extracted from
the solvated systems, but sampling every 100 ps in the longer run.
Further computational details on MD simulations can be found in
the ESI.

3.3 Spectra calculation over conformational ensembles

At each extracted snapshot, the vertical energy and the gra-
dient/Hessian at the ground state and the gradient of all the
selected excited states are computed, adopting the ONIOM
QM/MM approach67 in which the 5,5-CprOxyLH molecule is in-
cluded in the QM region, treated at DFT/TD-DFT with B3LYP/6-
311g(2d,p), while the solvent molecules around 15 Å from the
dye are treated at MM level, using the same FF adopted in the
MD simulation. The resulting data are used for both the CEA-VE
(vertical energies only) and Ad-MD|gVG strategies. With the CEA-
VE scheme, the spectra are computed from all stick transitions,
including the four lowest excited states (i = 1− 4), along the ex-
tracted snapshots, weighted by the squared transition dipole mo-
ment, |µgi|2. Each transition is broadened by convolution with a
Gaussian lineshape.

According to the Ad-MD|gVG and Ad-MD|gVH schemes,
reduced-dimensionality gradient/Hessian were built (yet for each
considered excited state), where soft modes (solvent and flexible
internal coordinates) are projected out of the nuclear coordinate
space25. Namely, apart from the solvent, the torsion of the hy-
droxyl group and that around the C-C bond connecting the two
heterocycles are removed (δR and δOH respectively as depicted in
Figure 2). Such flexible coordinates are defined as a linear com-
bination, with the same weights, of all the dihedrals involved (2
for hydroxyl and 4 for C-C). Using the energy and the reduced-
dimensionality gradient and Hessian, a harmonic model PES is
expanded over the remaining stiff coordinates adopting a gener-
alised vertical model, in which both the initial and final states
are, in general, at a non-stationary point. The here-employed
Ad-MD|gVG protocol represents a variation of the original Ad-
MD|gVH scheme, where VG model replaces the VH model, i.e.
the Hessian of the excited states are considered equal to those of
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the ground state.

The application of the VG model to the investigated system
leads to no imaginary frequencies arising from the vibrational
analysis once the flexible DoFs are removed, suggesting that a
proper choice was made in the partition of the solute’s DoFs be-
tween the classical and the quantum sets. Such a harmonic model
is used to calculate the QM spectrum at the Frank-Condon level
(i.e., assuming the transition dipole moment as constant) at the
target temperature, resorting to the efficient TD formulation68

implemented in FC classes. The lineshapes obtained with re-
duced spaces for each snapshot are eventually convoluted with a
narrow Gaussian function (HWHM=0.01 eV). The final spectrum
is obtained by averaging over those computed at each snapshot,
thus eventually recovering the effect on the spectrum of the soft
modes excluded from the reduced QM Hessians.

It should be remarked that the employment of the VG model
does not account for the non-adiabatic couplings. It simply has
the benefit of avoiding significant artefacts in VH due to the imag-
inary frequencies caused by the non-adiabatic couplings. The
effect of non-adiabatic couplings could be accounted for follow-
ing an extension of the Ad-MD|gVH method recently proposed by
some of us and named Ad-MD|gLVC32. Still, in the context of the
present contribution, we skip such a costly calculation and limit
ourselves to investigating non-adiabatic effects in the gas phase.

4 Results and Discussion

4.1 QMD-FF parametrization and validation

As detailed in Section 2.2 in the ESI, the intramolecular term
of the QMD-FF was parameterised through the JOYCE proce-
dure56,57 based on the QM data specifically computed for 5,5-
CprOxyLH. The parametrisation was carried out on a set of 125
redundant internal coordinates (see Tables S2 to S5 in ESI), fit-
ting 89 independent variables with a final standard deviation of
0.08 kJ/mol. As summarised in Figure 2, the resulting QMD-
FF was validated by comparing selected features with their QM
counterpart. The nice overlap between the QM optimised struc-
ture and the one obtained with a minimisation of the QMD-FF
appearing in Figure 2.a, is quantitatively confirmed by the RMSD
reported in detail for each coordinate in Table 1. Similarly, the
good agreement between QM and QMD-FF vibrational frequen-
cies and normal modes displayed in Figure 2.b supports the qual-
ity of the proposed FF to reliably mimic small oscillation around
5,5-CprOxyLH equilibrium structure. Finally, by looking at the
QM relaxed torsional profiles shown in Figure 2.c, it is evident
that the dihedrals δR and δOH displayed in the insets (see also Fig-
ure S1) are expected to allow for larger distortions of the molec-
ular shape. This supports the choice to describe such flexible co-
ordinates in the QMD-FF beyond the harmonic models (see Sec-
tion 2 in the ESI for further details), allowing for the remarkable
agreement with the QM curves appearing in Figure 2.c.

A final validation of the quality of the QMD-FF can be achieved
by testing its accuracy over a larger portion of the PES, which was
explored through the MD simulations carried out on the isolated
molecule with the refined FF. Figure 3 displays the population
distribution of selected 5,5-CprOxyLH internal coordinates com-

puted along the 1 ns MD trajectory. As far as δR and δOH are con-
cerned, a different behaviour is registered between the two flex-
ible dihedrals. On the one hand, the imposed temperature (298
K) allows δOH to overcome the barrier at 90◦ (see Figure 2.c) and
to populate the two degenerate conformers at 0◦ and 180◦ , yet
with significant oscillations (±50◦ , see also Figure S2 in the ESI).
On the other hand, only the global minimum at 180◦ (i.e. with
the two sulphur atoms in trans conformation) is populated for δR,
while the local one at 0◦ is never explored, as indicated by the
single, less broadened (±30◦ ) distribution peak. It is worth men-
tioning that such oscillations on δR distort the co-planarity of the
two rings and are therefore expected to play a relevant effect on
the absorption spectrum. Further distortions of the equilibrium
structure, which are expected to significantly alter the electronic
density and, consequently the spectral properties, are connected
with the stiff dihedrals χring and χO, which respectively rule the
planarity of the two rings and the out-of-plane vibration of the
attached carboxyl group, both displayed in the insets of Figure 3.
In this case, all χ dihedrals do show much more peaked distribu-
tions with respect to δR and δOH, hence supporting our choice to
treat them as stiff (harmonic) coordinates.

4.2 Gas Phase Absorption Spectra

4.2.1 Harmonic models

We first approach the simulation of 5,5-CprOxyLH absorption
spectral shape in gas phase, where the vibrational shapes mainly
arise from the contribution of the system nuclear movements cou-
pled with the electronic transitions to the excited states that lie
within the energy region between ∼ 3 and ∼ 4 eV. Concretely,
we consider up to the fourth lowest singlet excited state (see Ta-
ble F and Figure S3 in the ESI), with vertical excitation ener-
gies at the optimised ground state geometry 3.33 eV (S1), 3.46 eV
(S2), 3.62 (S3) and 3.71 eV (S4). At this geometry, S1, S3 and
S4 correspond to π − π∗ transitions (A’ in Cs symmetry), which
we label respectively ππ∗1 , ππ∗2 , ππ∗3 , with S3 (ππ∗2 ) displaying
moderate Charge-Transfer (CT) character, while S2 is a n− π∗

transition, nπ∗1 , which belongs to A” irreducible representation
and has an evident CT character. The oscillator strength fol-
lows the expected trend according to the nature of the states, i.e.
ππ∗1 > ππ∗3 > ππ∗2 >> nπ∗1 , with nπ∗1 being practically dark. Once
the involved excited states have been determined, the contribu-
tion of the nuclear motion of the solute to the spectral shape can
be introduced.

The left panel of Figure 4 shows 5,5-CprOxyLH’s absorption
spectra computed at FC|VG level considering the four lowest
states. As expected nπ∗1 (S2 at ground state minimum) gives a
negligible contribution. All other spectra exhibit some vibronic
progressions which survive also in the total spectrum obtained by
the sum of them. To gain a preliminary insight on the possible
couplings between the low energy states contributing to the spec-
trum, we carried out a number of tests which confirmed the pres-
ence of multiple crossings between the diabatic electronic states.
Geometry optimisations in Cs symmetry, starting from S3 or S2
states at the FC point, ended in different stationary points, both
on the adiabatic S1 PES, but respectively with ππ∗2 and nπ∗1 char-
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Fig. 2 Summary of QMD-FF parametrization. a) overlap of the QM (dark blue spheres) and MM (transparent greenish spheres) optimised structures, obtained at
DFT level and with the QMD-FF, respectively. b) Bottom panel: correlation between QM and MM vibrational frequencies. Top: QM vs MM normal mode overlap.
c) DFT (solid circles) and QMD-FF (lines) relaxed torsional profiles of the δR (blue) and δOH (orange) flexible dihedral evidenced in the insets.

Bond lengths (Å) Bending angles (deg) Dihedrals (deg) Structure (Å)
RMSD 0.000 0.008 0.013 0.001

Table 1 RMSD between QM and MM optimised geometries in terms of bond lengths, bending angles, dihedrals and from the superimposed structures shown in

Figure 2.a.

acters (the latter being the most stable). Similarly, an optimi-
sation started from the S1 (ππ∗1 ) minimum falls into the same
ππ∗2 stationary point. All these stationary points, feature imagi-
nary frequencies connected to A” modes, which can, by symmetry,
carry linear couplings between ππ∗ and nπ∗ states. These imag-
inary frequencies challenge the employment of Vertical Hessian
(VH) and Adiabatic Hessian (AH) models to investigate the ef-
fects of frequency changes and Duschinsky mixings. Distortion
along these modes allow to locate the global S1 minimum that is
dark, features mainly a nπ∗1 character and is 16 cm−1 more stable
than the Cs stationary point with the same character.

These indications brought us to explore the possible effect of
inter-state couplings adopting a LVC model comprising the four
diabatic states ππ∗1 , nπ∗1 ππ∗2 , ππ∗3 . It should be remembered that
LVC collapses into the FC|VG model if inter-state couplings are
switched off. According to the LVC Hamiltonian, the two ground-
state normal modes carrying the largest couplings between nπ∗1
and both ππ∗1 and ππ∗2 are A” modes 4 (76 cm−1) and 10 (245
cm−1), corresponding respectively to a twisting and out-of-plane
bending of the cyclopropane group with respect to the molecular
plane. Couplings among ππ∗ states are on the contrary triggered
by higher-frequency A’ modes (in-plane ring distortions). Inter-
estingly, mode 10 is exactly the mode featuring an imaginary fre-

quency in the nπ∗1 minimum on S1 (i45 cm−1). These findings
support the thesis that such an imaginary frequency, and the con-
sequent distortion of the molecular structure that removes the Cs

symmetry in the global S1 minimum, are due to the coupling of
the nπ∗1 state with the close-lying ππ∗ states. The comparison
of LVC and FC|VG (sum) spectra, also shown in the left panel of
Figure 4, shows that inter-state coupling introduce a remarkable
smoothing of the vibronic progressions, without altering however
the general width of the spectrum. Noticeable changes in the
spectral shape are nevertheless observed, with a smoother rise in
the low-energy wing.

The QD propagations also give access to the time evolution of
the electronic population after an impulsive excitation to any of
the diabatic states of the model. The results in Figure 5 docu-
ment the existence of ultrafast internal conversions starting from
any of the 4 diabatic states in the gas phase. About 100 fs af-
ter the excitation, in all cases most of the population is on nπ∗1
state, a finding in line with the preliminary geometry optimisa-
tions, which assessed the nπ∗1 character of the most stable mini-
mum on the S1 surface. In particular ππ∗2 and ππ∗3 are shown to
undergo an ultrafast decay, so much that ππ∗3 is completely de-
populated in ∼ 40 fs. It is worthy to notice that nπ∗1 is dark and
therefore its initial excitation is not realistic. Nonetheless the time

Journal Name, [year], [vol.],1–14 | 7



Fig. 3 Conformational analysis of the 5,5-CprOxyLH dye in gas phase at 298
K in terms of flexible (δOH and δR, top panels) and stiff (χring and χO, bottom
panels) dihedral angles. The rotation around C-O and C-C bonds are evidenced
in the top panels with coloured arrows, whereas the out-of-plane distortions of
the heavy atoms with respect to the first (χring1, left) and second (χring2,right)
5,5-CprOxyLH aromatic group and of the oxygen atom of the keto group with
respect to the second group (χO) are evidenced with red, green and violet arrows,
respectively.

evolution of the initial population on nπ∗1 is useful to confirm that
(although some moderate internal conversion takes place), once
reached nπ∗1 , the electronic population mainly remains in such
state. Couplings of the nπ∗1 with the bright states mainly involve
out-of plane bending and torsional motions of the cyclopropane
substituent with respect to the adjacent ring. The first mode is
the one featuring the largest imaginary frequencies in the adia-
batic minima located with Gaussian, indicating that the existence
of the non-planar global minimum of S1 is actually connected to
the nπ∗/ππ∗ coupling. On the contrary, couplings between bright
states are triggered by higher-frequency in-plane distorsions of
the conjugated rings.

A further confirmation of the existence of crossings and cou-
plings between the states at molecular structures relevant for the
electronic spectra come from the classical MD exploration. In fact,
when QM calculations are carried out along the MD trajectory
in the gas phase, more than 80% of the sampled snapshots dis-
played a large number of imaginary frequencies on S1, which can
be directly connected with the remarkable inter-state couplings.
This is even clearer when looking at Figure S4 in the ESI, where
the energy and oscillator strength computed for the first two ex-
cited states are compared: for many snapshots S1 and S2 are
quite close in energy and actually exchange the electronic char-
acter. On the other hand, it should be emphasised that the non
adiabatic approaches discussed above only allow to access spec-
tral shapes at 0 K, thus completely lacking thermal effects. The
latter might become crucial especially in presence of flexible co-
ordinates, as the ones revealed in Joyce QMD-FF parametrisation
for 5,5-CprOxyLH (see Figure 2.c). In fact, the large amplitude
distortions from the chromophore equilibrium structure induced
by the rotation of δOH and, most importantly, δR are expected to

induce a large effect on the spectral shape. Therefore, introduc-
ing thermal effects and flexible coordinates while neglecting the
couplings among excited states may represent a balanced strat-
egy.

4.2.2 Computations with Ad-MD|gVG approach

Recognising that torsions are normally properly described at a
classical level, the calculation of the lineshape could be in prin-
ciple approached adopting the MQC method that we have re-
cently developed, the Ad-MD|gVH25, which involves reconstruct-
ing the adiabatic potential energy surfaces at different snapshots
extracted along an MD trajectory at room temperature. In prac-
tice, the large number of imaginary frequencies found for all ex-
cited states along the MD trajectories and discussed in the pre-
vious paragraphs, suggest to resort to the generalised version of
the simpler VG model (gVG), where we assume that each excited
state has the same normal modes and frequencies of the ground-
state. As in the original Ad-MD|gVH approach, a thermally aver-
aged spectrum is again computed from the MD sampling, but with
the simplified VG model, yet including the contributions of the 4
lowest excited states. Spectra are computed treating 2 torsions as
classical DoFs. One, is the rotation around the CC bond between
the two rings (δR depicted in Figure 2), defined as the combina-
tion of the 4 dihedrals of the quadruplet. The other, is the rotation
of the OH group (δOH depicted in Figure 2), defined from the two
dihedrals involved. No phenomenological broadening is neces-
sary in this approach and spectra for all snapshots were computed
with a narrow Gaussian linewidth with a HWHM=0.01 eV which
does not alter the spectral width but is useful to avoid numeri-
cal issues in the application of the TD methods to compute the
spectral shapes.

Results displayed in the right panel of Figure 4 for each state
can be compared with the corresponding FC|VG spectra shown in
the left panel. Proper accounting for the effect of molecular flexi-
bility makes all spectra broader and erases most of their vibronic
structure. Moreover there is a remarkable redistribution of the
intensity among the different states which show how the fluctu-
ations of the molecular structures mix the electronic states. It is
particularly noteworthy that S2 which is dark in the FC position,
gives a significant contribution to the spectrum at Ad-MD|gVG
level. Moreover, the bands corresponding to S1 and S2 states
span the same frequency range, which further indicates that these
states mix. A similar effect is observed for S3 and S4. Comparing
the total Ad-MD|gVG spectrum with the LVC one, shown in right
and left panels, respectively, of Figure 4, it is interesting to notice
that they are not so different, apart from a larger spread of the
LVC spectrum in the red wing, which is already observed com-
paring the LVC spectrum with the sum of the FC|VG spectra. The
overall similarity of Ad-MD|gVG and LVC spectra indicates that
fluctuations of the flexible torsions and non-adiabatic couplings
have a similar impact on the spectrum, washing out vibronic res-
olution, and shifting the maximum toward the blue. Since the
latter effect is clearly visible also in Figure 4, left panel, we can
deduce that it is mainly due to a redistribution of the intensity
from S1 to higher states.
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Fig. 5 Evolution of the electronic populations along QD propagation
starting from the four different coupled diabatic excited states.

4.3 5,5-CprOxyLH Absorption Spectrum in Water
The significant effect on the spectral shapes exerted by the nu-
clear motion of the dye discussed in the previous section does
not include the contribution of the environment, which usually
induces a significant inhomogeneous broadening52,69. Effects of
environment can be accounted for using implicit solvation mod-
els, which allow the application of the rigorous QD treatment
adopted in the gas phase. This implies the parametrization of LVC
models against QM data computed with the PCM model70. The
simulations for our system using LVC parameterised including the
effect of water solvent through PCM (see Figures S9 and S10 in
the ESI), show that the population dynamics are notably affected
by the destabilisation of the nπ∗1 state, which favours the popula-
tion of ππ∗1 state. As a result, while ultrafast population transfer is
still being detected, it mainly goes to ππ∗ states, and the effect of
non-adiabatic couplings on the spectrum is also significantly re-

duced. Moreover, these simulations are far from reproducing the
spectral shape in solution, confirming the relevance of the fac-
tors neglected in LVC like molecular flexibility and specific solute-
solvent interactions. as mentioned in the Introduction, in the case
of aqueous solutions, if a specific interaction (HB) can be estab-
lished with 5,5-CprOxyLH, the solvent should be accounted for at
molecular level, thus abandoning the PCM description. Moreover,
strong solute-solvent interactions could modify the behaviour of
the more flexible coordinates, like δR or δOH, which could in turn
alter further the spectral shape. Concretely, we here apply the
Ad-MD|gVG protocol, already employed in the gas phase, which
is able to simultaneously take into account both the presence of
the solvent and solute’s flexible coordinates. To verify the exis-
tence of stable HBs and further investigate the solvation structure
around the chromophore, MD simulations on the solvated system
are carried out explicitly accounting for the solvent, by consider-
ing ∼ 1200 water molecules surrounding the 5,5-CprOxyLH so-
lute.

Oh

Ho

O Hw
Ow

Ow

Hw

Å Å

a)

b)

c)

Fig. 6 Pair correlation functions between selected 5,5-CprOxyLH atom pairs
(Oh, Ho and O) and water atoms (Ow, Hw). a) Definition of Oh and Ho
atoms of the phenolic hydroxyl; b) definition of the keto oxygen atom (O); c)
pair correlation functions, g(r) computed for hydroxyl (top) and keto (bottom)
atoms along the MD trajectories.
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The analysis of the solvent structure around the solute dis-
played in Figure 6 confirms the establishment of specific water-
5,5-CprOxyLH HBs, as already reported in ref.36. As shown in
panels a) and b) of Figure 6, here we identify HBs from pair cor-
relation functions g(r) between the solvent and H-bond sites in
the solute, namely the two atoms of the hydroxyl group (Oh and
Ho) and the oxygen atom of the keto group (O). As far as the
g(r) functions of the Ho and Oh atoms are concerned, in the top
panels of Figure 6.c an intense and well structured peak appears
between the Ho atom and the water oxygen (Ow) at distances
less than 2 Å, clearly indicating that rather strong HBs are estab-
lished between the Ho-Ow pair. By looking at the top left panel, it
is also clear that the Oh-Hw peak is less intense than the Ho-Ow
one, suggesting that the dye’s phenolic substituent behaves as a
HB donor rather than as an acceptor. Conversely, the O atom at-
tached to the keto moiety accepts water hydrogen atoms, but the
peak is less intense and somewhat shifted to larger distances (Fig-
ure 6.c, lower panels). Notwithstanding the other hetero-atoms
present on both rings do not reveal strong HB peaks (see Figure
S5 in the ESI), the HB network around 5,5-CprOxyLH is rather
stable, with an average number of ∼ 4.5 HB being settled during
the MD run. More in detail, as shown in Figure S6, the HBs are
more frequent on the 5,5-CprOxyLH’s moiety bearing the pheno-
lic group, and in general settled at smaller distances.

The well structured HB network established by 5,5-
CprOxyLH with the neighbouring water molecules revealed by
MD suggests that such strong intermolecular interactions could
significantly alter the conformational behaviour of the dye, in par-
ticular in the distribution of the most flexible coordinates. To
investigate this effect, in Figure 7 we compare the population
distribution achieved for δOH and δR along the MD trajectories
computed in the gas phase or in solution. We emphasise that
the adoption of a QMD-FF for the intramolecular part ensures
a PES consistent with the (TD-)DFT method employed to com-
pute the Hessian and provides an accurate description of the flex-
ible degrees of freedom. For both dihedrals the distributions in
water show a more intense and less broadened maximum peak,
indicating that the solvent slows down the dye’s conformational
dynamics. More specifically, δOH interconverts more slowly be-
tween its two degenerate minima at 0◦ and 180◦ (see Figure 2.c),
whereas δR shows reduced oscillations around the planar trans
conformation. Interestingly, similar results compared to the gas
phase are also obtained with another specifically tailored FF, here
referred to as Abr-FF, based on AMBER parameters and previously
refined by some of us36 to successfully describe the same molec-
ular system. However, remarkable differences arise between the
two FFs, in particular for δR, whose distribution is much narrower
for the Abr-FF, suggesting significantly smaller distortions from
the planar equilibrium structure with respect to those expected
with the Joyce. Such a different behaviour stems from the differ-
ent strategies adopted to obtain the FF parameters to describe the
torsion. Namely, while for Abr-FF the standard GAFF parameters
were adopted, those for Joyce are specifically fitted against the
torsional profile evaluated at QM level.

To build a configurational ensemble able to account for both
the slow conformational dynamics of the dye and the embed-

ding solvent structure, 100 snapshots were extracted from two
MD production trajectories, carried out with either the Abr-FF
or the present Joyce QMD-FF. Indeed, even though the previ-
ous parametrization already provided satisfactory results, we here
highlight the need of QMD-FF in order to deliver a unified de-
scription of the PES across different, QM and MM, calculations.
In each snapshot, the solute and the solvent were included as
described in Figure S7 in the ESI and in the QM/MM scheme out-
lined in the following. All solute atoms were included in the QM
layer, i.e. (TD-)B3LYP/6-311g(2d,p), whereas solvent molecules
within 4 Å from a solute’s atom were treated at MM level, trans-
ferring the parameters for non-bonded interaction with the solute
from the MD simulations. The remaining solvent atoms within
a sphere of 15 Å centred on the solute were treated as point
charges. The snapshots extracted along the Abr-FF and QMD-
FF trajectories, are eventually used to compute the spectra with
both the CEA-VE and Ad-MD|gVG methods.

By looking at the left panel of Figure 8, it can be noticed as
already at the CEA-VE level, some differences are observed be-
tween the two FFs, both in the shape and intensities of the con-
tributions of the four states. When vibronic effects are included
through the Ad-MD|gVG method, shapes become more similar.
This is due to both the larger broadening and the procedure to
estimate, for each snapshot, the minimum along the stiff (quan-
tum) coordinates. As observed in Figure 8, the main difference of
Ad-MD|gVG spectra is the larger intensity of (mainly) S2 and S3-
S4 observed for Abr-FF snapshots. In practice the MD trajectory
guided by Abr-FF visits regions of the configurational space where
S1 is more mixed to the other states. To explore this hypoth-
esis, we computed the distributions along the normal modes71

that predominantly couple nπ∗1 (S2 at the FC position) with the
close-lying ππ∗ states (namely modes 4 and 10 discussed above),
showing appreciable differences between Joyce and Abr-FF, with
the latter displaying larger deviations from the equilibrium struc-
ture (see Figure S8 in the ESI).

In Figure 9, we compare the simulated spectra with the ex-
perimental one36. The agreement with experiment is generally
very good (notice that no artificial displacement has been added).
It is noteworthy that although the width of the classical CEA-VE
and mixed quantum classical (Ad-MD|gVG) spectra seem similar,
CEA-VE were convoluted with a much larger phenomenological
Gaussian (0.05 eV vs 0.01 eV). Ad-MD|gVG spectra better repro-
duce the structureless broad band (residual peaks are only due
to an insufficient sampling). Moreover, as the vibronic contri-
butions are also included, also the behaviour of the high-energy
wing is captured much better by the Ad-MD|gVG method. The
best agreement is obtained in combination with QMD-FF param-
eterised with JOYCE in this work. The main difference with the
results achieved with the former Abr-FF is the higher intensity
in the low-energy part of the band around 3.1 eV. As discussed
above, this is due to the fact that the Joyce QMD-FF trajectory
visits configurations where S1 is less coupled to the higher en-
ergy states and therefore it redistributes to a smaller extent its
absorption intensity, as discussed above.

We recall again that the Ad-MD|gVG simulations are able to
account, from first principles, the main physical processes that
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Fig. 7 Population distributions P(δ) of 5,5-CprOxyLH flexible dihedrals δOH (top) and δR (bottom) computed along MD trajectories in the gas phase (red lines)

or water solution (blue lines), carried out with the Joyce QMD-FF. Results obtained with the Abr-FF 36 (cyan lines) are also reported for comparison.
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result in the observed lineshape. The only phenomenological pa-
rameter adopted was a very narrow Gaussian convolution, which
is only required to ensure numerical stability when calculating
the spectra with the TD approach, but does not alter the spec-
tral shape. Moreover, such a small broadening can also correct,
at least partially, the limitation of the sampling and the lack of
non-adiabatic couplings in the Ad-MD|gVG simulations. Beside a
slight overestimation of the intensity of the shoulder at ∼ 3.5-3.6
eV, the other significant discrepancy with respect to the experi-
ment is observed at low-energies where the computed spectra fall
too rapidly. This might be due to the lack of non-adiabatic cou-

plings, although their effect on the spectrum is expected to be
reduced in solution according to the simulated spectrum with the
LVC model parameterised accounting for the solvent with PCM
(also included in Fig. 9). In fact, in Figure 4 we show that, in
the gas-phase, the introduction of their effect with LVC model
broadens this part of the spectrum, while such an effect nearly
vanishes in solution (see also Fig S10 in the ESI). Figure 9 also
allows to compare the CEA-VE and Ad-MD|gVG spectra computed
in water solution with those obtained in gas-phase. Just limiting
to the data obtained with JOYCE FF, it is evident that with both
strategies the solvent remarkably broadens the spectrum, mostly
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.

extending it toward the red, with a consequent red-shift of the
absorption maximum by ∼ 0.4 eV.

5 Conclusions

In this paper, we have reported the simulation of the light ab-
sorption of a luminescent dye, 5,5-CprOxyLH, accounting for the
main factors responsible for its structured spectral shape within
a first-principle ab initio framework. Namely, the here-applied
Ad-MD|gVG procedure, which relies of a mixed quantum-classical
method, is able to account for the effects of the coupling between
molecular motions at room temperature and the electronic tran-
sitions, including both the effects of molecular flexibility and vi-
bronic contributions. Concretely, stiff modes of the solute are de-
scribed at vibronic level resorting to the harmonic approximation
to describe the PESs, while the effect of flexible coordinates and
that of the solvent are included at classical level by means of un-
constrained MD sampling.

A total of 4 excited electronic states are considered, including
3 π − π∗ and one n− π∗ states which lie in an energy range of
∼ 0.5 eV. We have further assessed the impact of non-adiabatic
couplings among such nearby electronic states by computing the
spectra from wavepacket dynamics, propagated over the four cou-
pled states at 0 K both in the gas phase and in solution described
with LVC models. On the one hand, the results in gas phase show
a moderate effect of the inter-state couplings, which mainly re-
sult in a substantial blurring of the spectral features51, while the
effect is drastically reduced in solution. On the other hand, we
document the occurrence of ultrafast (< 100 fs) internal conver-
sions among these states, with the state that mainly gets the pop-
ulated being nπ∗1 in gas phase and ππ∗1 in solution. The blurring
effect of the nonadiabatic interactions in the gas phase is similar
to the one of molecular flexible modes, as predicted by the Ad-
MD|gVG method also applied in the gas phase. On these grounds,
notwithstanding some promising yet computationally expensive
strategies to perform non-adiabatic QD calculations in the con-

densed phase have been recently proposed by some of us32, in
the computation of the spectrum in water solution we here ne-
glected non-adiabatic couplings, hence adopting the simpler and
faster Ad-MD|gVG approach.

On the balance, the agreement with the experiment is very
good. Still, we should take in mind that the inclusion of such cou-
plings may lead to an additional blurring of the spectral shapes,
which would slightly improve the agreement with the experiment.
Our Ad-MD|gVG approach relies, in part, on the accuracy of the
MD sampling. To that end, the adoption of QMD-FFs reveals an
essential step in the whole procedure. Comparison with a more
standard parametrization, based on AMBER FF, shows some dif-
ferences on the sampling of flexible coordinates, which eventually
result in appreciable differences in the spectral shapes, with the
one computed using JOYCE being closer to the experiment. In any
case, it is worth noticing that the Ad-MD|gVG approach partly cor-
rects the inaccuracies of the FFs regarding the stiff modes of the
solute, which are extrapolated to the QM minimum with the gVG
approach at each snapshot.

This work confirms that, at the state-of-the-art, it is possible
to simulate spectral band shapes of flexible chromophores in con-
densed phases without the need of any phenomenological param-
eter. This implies that all sources of broadening can be unveiled
by computational simulations opening the door to a more detailed
analysis of experimental signals. In perspective, these approaches
should reveal very interesting for application to more complex
and structured environments, such as polymer matrices and, in
the specific case, the proteins involved in bioluminiscent systems.
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