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Abstract. This paper will analyse the existence of sequence  operator and prove its properties and give some examples
space and function space.It will be proved that these two related to the problem.

spaces form a normed space in general and an inner )

product space in particular.Similarly, the space of linear ~ Keywords:- Linear operators, bounded operators, sequence
operators will be introduced. Next, we will define the finite ~ spaces, integrable function spaces.

l. INTRODUCTION

Vector space is the most important part of Functional Analysis.In this paper the vector space is clearly defined [1, 6].
Furthermore, a vector space that has a norm function in it is called a norm space [2,5,7]. As for the clearly defined finite linear
operator [3,4,5].

o Definition 1.1 [1]Suppose Vbe a vector space over the field F. Define a real function as follows :

.l : VxV — R
Who fulfils :
lxll = 0
Ix = 0 & x=0
lle x|l = lalllxll

lx+yIl < llxIl + Iyl
Shared vector space with norms function|| . ||is called a normed space denoted by(V, || . ||).

o Definition 1.2: [5]Suppose V and Whe are vector spaces a mapping T from the vector space V to the vector space Y
satisfiesT (x +y) = T(x) + T(y)andT (ax) = aT(x)for eachx,y € Vanda € F.T is called a linear operator.

o Definition 1.2 [1]Suppose V and Whbe are vector spaces. A mapping T from the norm space V to the vector space Y is called a
bounded linear mapping if there exists ¢ € F such that it satisfies||T(x)|| < c||x]||for eachx € V

o Definition 1.3 [5]Suppose V and Wbe are vector spaces.

e DefineB(U,V) = {T | T:U — V, T linear}. Further it can be proved that B(U,V) is a vector space. Further it can be
proved that B(U, V) is a vector space.

o Definition 1.4 [2,6]Suppose (x,, )be a sequence on the space ofR.

Define the sequence space:
(R = f(xn) c Rl ) Iyl < oo}
n=1

Furthermore, it can be proven thatf? (R)is a vector space. Apart from that, the norm can also be defined:

1
> )
eller = (Dl l?
n=1
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More specific top = 2, maka ruang £%(R)is an inner product space with inner product defined :

(xn' yn) = Z |xnyn|2
n=1

Theorem 1.1[5]Any space#? (R)withp # 2, isnotan inner product space.

Proof. Using the properties of parallelograms, selectx = (1,1,0,0,0...,) € #?(R)andy = (1,—-1,0,0,0,...,) € #7(R)then
obtained:

1
llxll =llyll=27 dan |lx+yll = llx -yl =2
It appears that the equation holdsp = 2m
Theorem 1.2 [5]Any spaceC|a, b]is not an inner product space.

Proof. Supposellx|| = trg[ai]lx(t)lis the norm on the spaceC[a, b]. This theorem can be proved using parallelogram theory.
a,

Suppose it is determined thatx(t) = 1, y(t) = gthenllxll = land||y|| = 1so that it is obtained:

x(t) +y() =1+ Z:Z
x(®) —y(®) =1- T —

so that it is obtained:
lx+yll =2, llx—yll = 1andllx + ylI?> + llx — y]|? = 5even though2(||x||? + ||v]|?) = 4.

m Definition 1.5 [3,7]Suppose [a,b] S Randf : [a,b] — Risareal function onR .Defined

b
(b =1 f | j|f(x)|p dx < oo

Furthermore, it can be proven thatL?([a, b])is a norm space, with norm:
b v
17l = | [1rcor ax
a
More specific top = 2, then the spaceL?(R)is an inner product space with inner product defined :
1
2

b
(), g() = j F)gGo) dx

1. RESULTS

In this section, the results of this research will be described, namely by proving some properties of finite linear mappings on
a normed space and on the inner product space..

Theorem 2.1. Suppuse#? (R)beis a normed space with norm defined as follows:

[oe]
ell = >l P
n=1

Then there is a linear mapping shift leftfwhich is bounded.

Proof. Supposef : #P(R) — £P(R), bewith the linkage defined:
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x = (g, X5, X3,%4, ... ) = f(x) = (x5, x3,%4, x5, ...).1t will be shown that f is a linear mapping.Let's take an arbitraryx,y €
fP(R)anda, B € R, write downx = (xq, X5, X3, X, ... )Jandy = (¥4, ¥, ¥3, Vs, ... JNOtICE that:

flax + By) = flax; + By1), (ax; + Bys), ... ) = (0, ax,, axs,.. )+ (0, By, BYz ... )
af(x) + Bf(y)

Means f is linear.
For an arbitrary vectorx = (x;, x5, X3, %,,...) € £P(R)apply:

IfF GNP = 11z x5, 4, x5, ... )IP

So obtained||f()Il < llxll, V x € £P(R), means f is bounded. Furthermore, without prejudice to the generality of

writingllfIl < 1 (€Y)
Meanwhile, the vectorse = (0,1,00,...) € eP(R).It is clear that|le]l = 1and|lf(e)ll = [(1,0,0,0,..)]| = 1thus
obtainedl|fll = sup If ()N =1....ccooiiiiiiin )

llxll=1
From equations (1) and (2), it is concluded that||f]| = 1m
Example 2.1. SupposeH = £%(R)be. If H is a Hilbert space then the right shift mapping is a linear and bounded mapping.
Proof. Supposef : £%2(R) — £%(R)with the attribution defined :
x = (X1, %5, X3,X4, .. ) = f(x) = (0,xq,%5,%3,X4, X5, ... ). FOranarbitraryx = (x;,x,,x3,%,,...) € £2(R)apply:

HFCON? = 110, %1, x5, X3, X4, X5, ... )I?

[oe]

n=1

[oe]
n=1

= |lxll?
So it is obtained||f ()|l < llx|l, ¥ x € £%(R), means f is bounded.
Example 2.2. SupposeH = €%(R).If H is a Hilbert space then the left shift mapping is a linear and bounded mapping.

Proof. It will be shown f is a linear mapping. Take anyx,y € £*(R)anda,f € R, write x = (x;,x,, X3, X,, ... )Jandy =
V1, Y2, V3, Va, .. Jand realise that:

flax +By) = f(ax, + By:),  (ax;+ Byz),..)
= (0, ax,, axs,.. )+ (0, By, Bys ... )
= af () + Bf )
This proves that f is linear. Next supposef : £2(R) — £Z(R)with the attribution defined :

x = (x1,%p,%3,X4, 0. ) > f(X) = (x,,X3,X4,Xs, ... ). FOr an arbitrary vectorx = (x;,%,,X3,%,,...) € €2(R)apply:
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”f(x)llz = ||(x25x3ix4ix5i )”2

[oe]
n=1

<

(o)
Dl = 2
n=1

So it is obtained|| f ()|l < llxll, v x € £%(R), means f is bounded. Furthermore, without prejudice to the generality of
writingllfll <1 oo (1)

Meanwhile, the vectore = (0,1,00,...) € £2(R).It is clear that|le|| = 1and||f(e)ll = 11(1,0,0,0,...)|| = 1thus
obtained|lfll = sup IfCOII =1 ..o )

[lxll=1
From equations (1) and (2) it can be deduced||f|| = 1m

Example 2.3. SupposeH = £%(R)be,If H is a Hilbert space then the right shift mapping is a linear and bounded mapping.
Proof. Supposef : £2(R) — #£%(R)with the attribution defined:

x = (X1, %5, %3, %4, . ) = f(x) = (0,xq,%5,%3, X4, Xs, ... ). FOranarbitraryx = (x;,x,,x3,%,,...) € £2(R)apply:

”f(x)”2 = ”(0, xl’x2lx3lx4-l xS! )”2

o0
n=/
o0
n=/

= |lxll?

So obtained||f ()l < llxll, ¥ 0 € £%(R), means f is bounded. Furthermore, without prejudice to the generality of

writingllfll < 1 SRR )
Meanwhile, the vectore = (1,0,00,...) € £2(R).It is clear that|le|]| = 7and||lf(e)ll = I1(0,1,0,0,0,..)|l = Iso that it is
obtained||f]l = sup If()I =1 oooiieeiiien )

llxll=1
From equations (1) and (2) it can be deduced||f]| = Im
Theorem 2.2. Given two norm spaces(X, || - |l;)and(Y, || - I|,).Suppose T € B(X,Y) be, defined

71l = in];{M c IT@Nl; = M lixll; Jthen
X €

T COll
Tl = —2
XE€ X, x#0 le”l
And
ITII= sup T,

llxlli< 1

Proof. Note that the :
ITCOl,

< M, Vx € X,withx+#0
[l lly

From the definition obtained :
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71l = irg{M TN, < M llxll;}

1Tl
I, @

= sup
XE x, x#0

Now suppose thaty = Wforv x € X, x # Oits accuracy is obtainedy € Xand|ly|| = 1. From equation (1) is obtained:
1

17l = IT@ll,

sup
X€E x, x#0 ”xlll

()],

= sup ITWIl,
lyll=1

= sup
lyll= 1

= sup [T, o (2)

x[|=1

From equation (2) is obtained :

ITIl = sup IT(x)ll,
lxllx

IA

sup [IT()l,
llxlly

sup ”T(x)llz
xex, lxlis 1 llxlly

Tl
< sup —( )z
XEX, x #0 ”x”1

IA

Tl

sup [IT()ll,

llxll1 < 1

Furthermore, suppose that, A= {x € X : |[x|l; < 1}andA’= {x € X :

then||T ||

llxll; < 1}, because it is recognised
that|IT|| = sup IT(x)ll,then there is a sequence(x,,) € Aso that:
XEA

Il = Tim (1T Ce)ll,

Note that the sequence(y,, )withy, = 1-+ x,.Itis clear thaty,, € A°, such that for alln € Napply
yTL yn n

. . 1
it~ (- 2)s,

1
= 1im 7 (1= o2 ) xlTCe)ly

. 1 T
= nll)mw (1 - 2—n> nll)moo”T(xn)“z

Il

Therefore:

sup [IT()ll; = ITIl

x € A

on the other hand sup [|IT(x)ll, sup [IT()]l,

x€ A° x €A

IA
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= [ITllm

e Exsamle 2.3. Suppose it is known that the spaceX = C[0,1],with the maximum norm. . The integral operator is defined as
follows : ¢ : C[0,1] — C[0,1]with:

of () = f fO) dy
0

Then ¢ is bounded.
Proof. Note that the:

X
lo Il < max [1F)l a
0

< f )l dy
0

< lifll
Because|lgll < 1, andl €X, ¢ 1 =xthen|lp1]l=1.m

Exsamle 2.4.SupposeL?[0,1], bewith norms||x||, . Define the integral operator:

X
0+ 1201] = 12[01] with of) = [ 70) ay
0
Then ¢ is bounded.

Proof.

llof I3

Il
C—
—

~
—~

”n
NG
QU

1%
QU

e

IA
oY
O\”

(@]

%]

|=|
%)
Q.
=
Yo
%)
;.\/
°| =

Q.

Q.

~

1
2 nt 2
= —f fsin—- If(s?,IS ds | dt
™) 2 cos—

1
2 t 2
=—f fsinn—-M dt | ds
T 2
0

TL.
COS —
2

t
2 t 2
= —f fsinn— dt If(sgrls ds
T
0

2 cos—
2
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S
COS—
2

- (3>2 (IFG)P
T

This is the case whenf (s) = cos ?

Theorem 2.5An inner productive space satisfies the Schwarz inequality and the triangle inequality, namely:
[(x, )| < lxllllyll  (Schwarz's inequality)
llx + vyl < llxll + llyll (triangle inequality)

Proof. In part a) it is easy to prove the bilan vector{x, y}linearly dependent i.e. supposey = txmeans it can be written
asl{x, y)| <

llxllllyll & Kax, ex)| < llxll el
& [tlx, )| < tllxllllx]l
& [tlllxl? < tlix]?

Furthermore, if{x, y}is linearly independent then : ify = Othen0 = [{x, 0)| < ||x||||0]| = Othen it is proven. Now ify # 0.
Suppose for any scalart , notethat : 0 < ||lx — tyll? = (x — ty,x — ty)

= (x,x) — t{x,y) — t[(y, x) — &y, y)]

—  (x
by choosingt =
y E R TEY)
then obtained :
(y,x)
0 S ] - 7\ ]
b.x) (y,y)<x »)
€, y)I?
= Ilxll? — =22
Iyl
Because of this(x,y) = (y, x)then by multiplying it with||y||?then the above equation is proven. [ |

For part b). Note that:
lx+vl?= (x+y,x+y)
= |lxlI> + (x,y) + (¥, x) + llyll?
From equation a) is obtained :
1o = Ky, 0l < llxlliyll
Furthermore, from
lx +yl> = (x+y,x+y)
= lIxlI?+ ¢y + (v x) + Nyl
< lIxII? + 2lx vl + NIyl
= (llxll + 1lyID?

Soitisprovenm

. CONCLUSION product spaces and satisfy the Schwarz inequality and triangle
inequality.
From the description it can be concluded that in the
space of sequencef?(R)can be constructed a bounded linear
operator as well as in the space of functionsL?(R). In ACKNOWLEDGEMENT
particular for p = 2 it can be shown that both spaces are inner
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