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Abstract—This paper proposes the use of high-performancecomputing and deep learning to create prediction models thatcan be deployed as a part of smart agriculture solutions in thepoultry sector. The idea is to create object detection models thatcan be ported onto edge devices equipped with camera sensorsfor the use in Internet of Things systems for poultry farms. Theobject detection prediction models could be used to create smartcamera sensors that could evolve into sensors for countingchickens or detecting dead ones. Such camera sensor kits couldbecome a part of digital poultry farm management systems inshortly. The paper discusses the approach to the developmentand selection of machine learning and computational toolsneeded for this process. Initial results, based on the use of FasterR-CNN network and high-performance computing arepresented together with the metrics used in the evaluationprocess. The achieved accuracy is satisfactory and allows foreasy counting of chickens. More experimentation is needed withnetwork model selection and training configurations to increasethe accuracy and make the prediction useful for developing adead chicken detector.
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I. INTRODUCTION
We are witnessing dramatic growth in food demandaround the globe, which is reflected in the increase in demandfor animal protein. This contributes to the growth in thepoultry feed market resulting in the increased global annualproduction that even surpassed pork production in 2020(Foreign Agriculture Service/USDA, Livestock and Poultry:World Markets and Trade report) [1]. With these large andincreasing numbers in the poultry sector, there is arequirement to continuously optimize and streamline theproduction process, while simultaneously limiting effects onthe environment and improving the well-being of the animalsduring their short lifespan. Poultry farms, similarly to otherlivestock farms, are facing consistent and unavoidablechallenges such as disease outbreaks, disposal of deceasedanimals, controlling all the basics of life (food, water, light,air), sanitation, cleaning, etc. We are witnessing theintroduction of various digital or smart solutions to addressthese challenges. For example, using Internet of Things (IoT)sensors and data collection to measure air temperature, air
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humidity, CO2, and ammonia levels are required as a basis fora successful production. With the latest developments in IoTand artificial intelligence (AI), it is possible to create evenmore advanced sensors that could help to reduce the losses,cut down on manual labor, and many other benefits. Forexample, using AI based prediction models can be used tocount animals, detect dead animals, assess growth andhomogeneity of animals during the growing cycle. Timelydetection of dead animals and/or uneven growth could helpearly detection of disease and prevent outbreaks and losses.
This paper describes a research study in which high-performance computing (HPC) is used to experiment withdeep neural networks (DNN) to create prediction models forobject/chicken detection in digital images collected usingcamera IoT nodes installed in poultry farms. Fig. 1 illustratesthe conceptual approach of this study. A dataset containingimages extracted from video materials recorded in poultryfarms was used. These images were annotated for objectdetection.

Fig. 1. The context: developing object detection models for chicken farms
The dataset is further enhanced using the pre-processingand augmentation and then utilized to run deep learningalgorithms, in this case the Faster R-CNN network fromDetectron2 library, to create inference models for detectingchickens in images. There are various ways to utilize thesetrained prediction models. We envisioned the use of theprediction model in an edge AI setting, where the model isported onto an inexpensive IoT edge device equipped withthe camera sensor. Every time a digital image is taken on thepoultry farm, the pre-processing and prediction model is runto detect all the chickens in the image. The resulting numbercan then be utilized to implement functions such as countingthe chickens, detecting dead chickens, etc. The use ofinexpensive edge AI devices allows a dramatic reduction of



data transfer, i.e. we are sending only a number dead chickensinstead of sending a whole digital image, turning the IoTcamera into a sensor for counting chickens, detecting deadones, etc. Such a solution could be scaled by using severalcamera nodes running these models and providing theextracted knowledge, the number of dead chickens, to adigital farming platform in the cloud. An ongoing research inthis domain as discussed in [2]. An example of the use ofcamera in poultry farm is given in [3]. In this study, we focuson development of prediction models that can be deployed inedge AI device equipped with an IoT camera sensor.
The rest of the paper is organized as follows. Section IIdiscusses details of the data set collection, annotation, imagepre-processing and augmentation, software and hardwaretools selection, and setup. Section III provides results anddiscussion related to the performance metrics, the trainingprocess considerations, and an evaluation of the obtainedprediction models. Section IV summarizes the findings of thisstudy and discusses the next steps.

II. MATERIALS AND METHODS
A. Dataset Collection and Annotation

The significance that represents data in machine learningis very high. Data collection, labeling, and processing aresome of the key operations performed in the preparation phasefor processing by DNN algorithms. For this process, theimages are used as data. All images are separated fromrecorded videos collected from the chicken farms. The mainfunctionality of the system that is described in this paper isobject detection, which is in this case recognition of chickenson the obtained images. This is a task that initially first refersto computer vision with automatic independent recognition,thus it is clear that some algorithm of AI could be used forthis process. To achieve a good performance, that algorithmneeds a substantial amount of data. For this purpose, wecollected and annotated 4000 images with chickens. ComputerVision Annotation Tool (CVAT) was used for the annotationof the objects in these images [4]. The CVAT provides toolsfor management and manual image labeling. A team of fourpeople participated in the process of image annotation andlabeling. The annotation process assumed drawing rectanglesaround the chickens manually. With the CVAT, the images inthe dataset were organized into tasks, each containing a set of20 images that need to be annotated. After the annotation,each set of the annotated images was reviewed for quality ofannotations. Fig. 2 illustrates an example of an image duringthe annotation process in CVAT. The quality of the modeldepends on the quality of the dataset, and the annotationprocess was a very important part of this effort.

Fig. 2. Using the CVAT tool for annotation

All the annotations that were performed needed to besaved in an appropriate file format for later visualization andthe training process to create the prediction models. TheCVAT platform supports multiple formats for storingannotations. In this case, we opted for the Common Objectsin Context (COCO) format [5]. This format is suitable for theselected software tools used in the development of modelsand experimentation with DNN. In the COCO format, foreach set of annotated images, there is a corresponding JSONfile that has a structure for storing the object category andposition of each annotation from the image. The COCOstandard also provides the key metrics needed for modelprecision assessment as discussed later in the results section.
B. Dataset Preprocessing and Augmentation

In this section, the main focus is on the steps needed to beimplemented to ensure that the data is adequate for modeltraining. Pre-processing, organization, and augmentation ofthe data were achieved using the RoboFlow tool [6]. Fig. 3shows a screenshot from RoboFlow with a summary of thedataset and preprocessing that took place in this study.

Fig. 3. The dataset preprocessing and augmentation with RoboFlow
The RoboFlow platform provides a large number of dataoperations: pre-processing, augmentation, annotation,organization, model training, and model deploying. In thisstudy, the only transformation of the original dataset imagesfor the pre-processing step was fixing the dimensions of thesource images to the same size. As for the augmentationprocess, we used image rotation, lightness change from -15%to +15%, saturation from -10% to 10%, and crop maximumof 10%. After the augmentation process, we ended up withthe data set that contains 9000 images, created from the initial4000. Please note that the size of the dataset afteraugmentation is limited in the free version of RoboFlow, but9000 images ended up being a decent number of images inthe data set. It is worth mentioning here, that RoboFlow issuitable for the organization of annotated images and it hasgood interoperability with the CVAT tool that we used forannotation. RoboFlow was used to manage images from theCVAT platform where they were organized into smallergroups and create a data set containing a single large group ofannotated and augmented images that were easy to manage.RoboFlow was also used to split the dataset into training,validation, and test data sets as required for the machinelearning process. Fig. 3 shows a screenshot from theRoboFlow with a summary of the dataset and pre-processing



that took place in this study. Once collecting, annotating, pre-processing, and augmentation are completed, the data set isready to be used for machine learning experiments and thecreation of prediction models for object detection.
C. Selection of Machine Learning Tools

This section provides considerations related to the toolsused to create adequate prediction models. The Pythonprogramming language was used. Python is recognized asone of the most popular programming languages for machinelearning. The key reasons for this are Python simplicity,availability of a large number of packages for effective workwith different problems, and a large community of developers[7]. Choosing Python for development opens access to a widerange of packages that can be used for deep neural networkdevelopment. In this study, the main focus is on the objectdetection problem, namely the detection of chickens. Thereare a few good Python libraries that could be used for thispurpose. We selected Detectron2 which mostly relies on thePyTorch library. The PyTorch library is used for a widerrange of problems for machine learning and it is very popularin the research community [8]. Some of its advantages aresimplicity and flexibility. PyTorch is often compared to otherpackages that have a similar role, mostly with TensorFlow.There is no way to determine which of the two is better, henceboth are widely used for implementing AI solutions [9]. TheDetectron2 library is composed of state-of-the-art algorithmsfor object detection and segmentation [10]. Depending on theenvironment, the installation and configuration of theDetectron2 package are not straightforward. In ourexperience, the Google Colab environment is a good choicefor initial experiments and research [11]. Google Colabprovides means to accelerate and facilitate the packageinstallation and configuration processes. There are free andpaid/pro versions of Google Colab and a large number ofresearchers in AI are using it. This platform is based onallowing the users to use virtual machines for a certain time.In the free version, this time is varying and developers are notinformed in advance about the duration that their virtualmachine will remain active before disconnection. In the proversion, this time is extended. It is possible that the sessiongets terminated during model training and that the results arenot preserved. Using some additional code, it is possible tosolve this, by storing model checkpoints during differenttraining phases. Another disadvantage is that the data getsdeleted when a developer is disconnected from Google Colabvirtual machine. One approach to solve this issue is to storedata on Google Drive. The drawback of this approach is thatwhenever you connect with the virtual machine, you need torestore the data from your Google Drive, which can beextremely time-consuming. To conclude, the free version ofGoogle Colab is a very useful platform as long as we areaware of potential disadvantages.
D. High-Performance Computing Support

HPC systems are usually defined as a cluster of computerswith higher performances than typical personal computers.Such computers come with much more processing power,which is defined by the number of installed processing units(CPU cores), optionally equipped with graphical processingunits (GPUs). HPC systems often come with plenty ofoperating (RAM) memory and more storage capacity whencompared to an ordinary PC.
In this study, HPC system resources were managed usinga Linux utility for resource management (SLURM)

architecture. SLURM is an open-source, fault-tolerant, andhighly scalable cluster management and job schedulingsystem for large and small Linux clusters [12]. The systemused for experiments contained computing nodes organizedinto two groups, also called partitions: a) compute nodes, andb) gpu nodes. The compute partition is made up of 14 nodes,with the names node01 to node14. This is the default partitionand the computing jobs will run on this partition unlessspecified otherwise. Each of these nodes is equipped with 2Intel Xeon E5-2690v4 processors having 28 cores. Everynode also has 512 gigabytes (GB) of fast DDR4 RAM. Thegpu partition consists of 8 nodes (gpu01 to gpu08). The onlydifference with compute nodes is that they each have 4NVIDIA Tesla M60 GPUs. A Tesla M60 card is made out oftwo physical NVIDIA Maxwell GPUs with a combined 16GB of memory. Many applications perceive the card as twoseparate GPUs, appearing as 8 GPUs per node [13].
III. RESULTS AND DISCUSSION

The experimentation in this study was focused on objectrecognition using DNN to solve computer vision problems[14]. Initial experiments were performed on the Google Colabplatform, but the final experimentation was done using a HPCsystem. The training and evaluation of all cases were doneusing the GPU nodes.
A. Network Selection and Training Parameters

The considerations provided here are relevant only forexperiments conducted on HPC systems. Detectron2 supportsdifferent types of deep neural networks for object detection,object segmentation, detecting key points of an object, etc.[15]. The main type of neural network used by Detectron2 tosolve object detection problems is Faster R-CNN [16]. For alldeep neural networks, it is known how much the choice ofspecific parameters affects the accuracy of the model. Theparameters that are tested with these experiments are gammaparameter, num_iters parameter, parameter steps, andims_per_batch. In addition to these parameters, each of theexperiments can be executed with a different number ofGPUs: one, two, four, or eight. All experiments are tested onseveral types of neural networks supported by the Detectron2package [15]. The idea of these experiments is to detect theappropriate neural network with the appropriate parameters.In addition, by testing model training on different numbers ofGPUs, we tried to get some sense of how these changes affectthe model accuracy, training time, and parameters selection.As an important parameter for experiments, model predictiontime is analyzed with caution. The prediction speed is veryimportant because the final models need to be integrated withIoT devices whose performance is quite limited [17].
Before discussing the results, the meaning of individualparameters needs to be explained. Parameters gamma,num_iters, and steps can be considered as a group ofparameters strongly connected with parameters base_lr,lr_policy, max_iter, and warmup_iters. For the experimentsin this study, the parameters base_lr, lr_policy, andwarmup_iters have fixed values:
· base_lr = 0.001,
· lr_policy = 'steps_with_decay',
· warmup_iters = 20.

The base_lr parameter indicates the initial value for thelearning rate, warmup_iters is the number of iterations forupdating the learning rate from zero up to the value of base_lr,



while lr_policy represents the update strategy for the learningrate [17]. Parameter max_iter represents the maximumnumber of epochs for model training. For the selected strategy,lr_policy = ‘steps_with_decay’, the learning rate is updatedaccording to (1):
 𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔_𝑟𝑎𝑡𝑒 = 𝑏𝑎𝑠𝑒_𝑙𝑟 ∗ 𝑔𝑎𝑚𝑚𝑎𝑠𝑡𝑒𝑝_𝑖𝑛𝑑𝑒𝑥 (1)

For example, if parameters values are base_lr=0.001,warmup_iters=20, max_iter=500, gamma=0.1,num_iters=500 and steps=(20, 350, 450), the learning ratechange values as follows:
· from 0 to 20th iteration learning rate is changed from0 to 0.001 (warming up);
· from the 20th to 350th iteration the new value for thelearning rate is learning rate = 0.001 * 0.10 = 0.001;
· from the 350th to 450th iteration the new value for thelearning rate is learning rate = 0.001 * 0.11 = 0.0001;
· from 450th until the end (max_iter = 500) value forlearning rate = 0.001 * 0.22 = 0.00001.

This update strategy allows us to reduce the learning ratevalue during the training process. The learning rate parameterin neural networks is very important when it comes to trainingefficiency. If the learning rate is too high, the functionminimum (when the loss is minimal) can be missed. If thelearning rate is too low, it can take a long time to reach thefunction minimum, thus, the trade-off is important. Moreinformation regarding the learning rate and strategies forupdating is provided in [18].
Another very important parameter is ims_per_batch. Thisparameter defines the batch size. In this case, it is the numberof images per batch for the DNN that will be loaded into theGPU on the HPC system. Depending on this parameter, thenumber of graphic cards used for model training was updated.Table 1. shows the analysis of the training duration of thementioned neural network according to the definedparameters. The table shows the achieved accuracy of themodel, as well as the acceleration of the training when adifferent number of GPUs was selected. To understand thequality of the neural network models, the accuracy parametersneed to be explained. These parameters are used for assessingthe quality of the accuracy of the neural network. Whenfocusing on object detection, specifically when machinelearning is based on the COCO format, the main parametersprovided by Detectron2 during the evaluation of the modelare BBox_ap, BBox_ap50, BBox_ap75, also known as AP,AP50, and AP75, respectively [19]. The AP metric representsan average precision for intersection over union (IoU)between objects from value 0.5 to 0.95 with a 0.05 step. TheIoU itself is calculated in (2) [20]:

𝐼𝑜𝑈 =  𝐴𝑟𝑒𝑎 𝑜𝑓 𝑜𝑣𝑒𝑟𝑙𝑎𝑝
𝐴𝑟𝑒𝑎 𝑜𝑓 𝑢𝑛𝑖𝑜𝑛 (2)

This metric is best explained with an example. If DNN uses100 annotated images so that the IoU for 98 of them is at least0.5 that means that AP50 is 0.98. For the area of overlapping,when a rectangle is used for annotation, the IoU valuerepresents the intersection of the rectangle around themanually annotated object and the rectangle that is generatedby the prediction model. With every increase in IoU value,there is a decrease in accuracy. For example, AP75≤AP50because AP75 IoU must be at least 0.75. BBox_ap or shortAP represents the average precision or the sum of all valuesfor APs from AP50 to AP95 with step 5 (3):

𝐵𝐵𝑜𝑥_𝑎𝑝 = ∑19𝑖=10 𝐵𝐵𝑜𝑥_𝑎𝑝(5∗𝑖)_  
10 (3)

To obtain optimal values of output metrics for the selectedinput parameters, dozens of experiments with differentcombinations of parameters were executed. In addition, weobserved how model training on different numbers of GPUsaffected the training acceleration. One such combination ofparameters is given as an example:
· gamma = 0.5;
· steps = 20, 450, 850;
· max_iters = 1000;
· warmup_iters = 20;
· ims_per_batch = 256.

The neural network architecture used for this specificexperiment is faster_rcnn_R_101_C4_3x [15].
TABLE I. ACCURACY AND TRAINING TIMES

Numberof GPUs AP AP50 AP75 Trainingtime [min]
1

~0.83 ~0.97 ~0.94
50:55

2 32:32
4 30:00
8 28.53

One of the conclusions that can be singled out is that everyincrease in the number of GPUs used for training acceleratesthe training time of the model. This is also the key advantageof increasing the batch size parameter. For a larger batch size,the advantage of parallelization is more obvious. However,for larger batch sizes, the training takes longer and theaccuracy is lower. This phenomenon is also noted anddescribed in [21]. During experimentation with modeltraining, another problem can occur: by increasing the valueof batch size, the experiment takes more memory, and thetraining process may be interrupted due to the load on theGPU memory. This happens when there is not enoughmemory to load the data and send it for processing. Therefore,increasing the batch size needs to be done with caution. Onthe other hand, by increasing the batch size, it may not benecessary to update the learning rate during the training asdiscussed in [22]. Our initial experiments without updatingthe learning rate showed a similar trend with the batch sizevs. acceleration, but more testing with the batch sizes willneed to be done soon.
B. Prediction Model Evaluation

As mentioned before, the functional requirements for thecamera sensor equipped with an object detection predictionmodel include counting the chickens captured in the imageand possibly detecting dead ones. It is necessary to count howmany annotation rectangles are drawn for a given image,while the actual location of the rectangle is not as critical. Inother words, achieving high numbers for AP75 or AP50 maybe sufficient. The challenge here is that sometimes thechickens are very close to one another, which is why AP75and the overall AP should be as high as possible. The samegoes for detection of the dead animals, where the detectiondepends on running the prediction model on severalsuccessive images over time to identify the rectangles that didnot move for a longer period. If we have an inaccurate



detection with a low AP and AP75, it may appear that theanimal is moving while it should have been detected in thesame position every time. To obtain better accuracy,additional experiments with a variety of network modelselection and configuration parameters will be done shortly.Please note that we discuss only counting the number ofchickens or detecting the dead ones as seen in the image.
An illustration of the utilization of the prediction model inreal life is illustrated in Fig. 4. This image shows chickensmarked by the prediction model. This functionality wassuccessfully integrated into the digital farming platformalready collecting the environmental measurements from IoTsensors. The prediction model was ported from the HPCsystem onto the edge IoT/AI device called NVIDIA Jetson,with Linux, Python and PyTorch/Detectron2 installed. Theexecution time of the prediction model was around 10seconds, which makes the whole edge setup acceptable as acamera-based IoT sensor node for counting chickens. It isimportant to note the prices of camera sensors and edge AIdevices are becoming lower and more affordable.

Fig. 4. Evaluating the prediction model with the test dataset
IV. CONCLUSION

This paper discusses the development of object detectionprediction models for use in smart solutions for poultry farms.The inference model of interest is to be used for the detectionof chickens in digital images obtained from the camera IoTdevices deployed on the farm. This model can be utilized toimplement camera sensors for counting chickens and/ordetecting dead ones. The developed model can be installed inan edge AI device to reduce the need for uploading largeimage files, but it could also be integrated into the digitalfarming platform as a cloud service.
The paper provides considerations for the developmentapproach, data set preparation, software, and hardware toolsselection. The results section provides details on the metricsused for evaluation of the training process and selection ofconfiguration parameters, such as the batch size and numberof GPUs used. It is shown that when using a Faster R-CNNnetwork, a fairly accurate prediction model for chickendetection can be developed, AP=0.83, AP75=0.94, andAP50=0.97, which would allow for practical use of such amodel for counting chickens using camera sensors in an actualpoultry farm setting. Further research steps include additionalexperimentation with different network models and parametersettings, but also additional software development aimed atthe integration of developed prediction models into the edgeIoT camera devices and/or digital farming solutions for thepoultry sector. Further research could include the validation

of the solution in actual farms in order to collect metricsneeded to estimate benefits of such technology.
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