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Abstract 

This present study offers a novel approach for the improvement of energy planning. This has 

become increasingly important as higher penetration of variable energy resources and increased 

interconnection between the different energy sectors require more detailed planning in terms of 

spatiotemporal modeling in comparison to the presently available approaches. In this study, we 

present a method that soft-linked the energy planning and power flow models, which enabled 

fast and reliable solving of optimization problems. A linear continuous optimization model was 

used for the energy system optimization and the non-linear problem for the power system 

analysis. The method is used to compare different energy planning scenarios; further, this also 

offers the possibility for implementation assessment of the proposed scenarios. The method was 

applied to interconnected islands for five different scenarios. It was determined that the detailed 

spatial approach resulted in 26.7% higher total system costs, 3.3 times lower battery capacity, 

and 14.9 MW higher renewable energy generation capacities installed than in the coarser spatial 

representation. Moreover, the results of the power flow model indicated that the highest voltage 

deviation was 16% higher than the nominal voltage level. This indicates the need for inclusion 

of implementation possibility assessments of energy planning scenarios. 

Keywords: energy planning; soft-linking; Calliope modeling framework; power flow; 

renewable energy sources; energy system analysis 
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Nomenclature 

Parameters  

i, j Nodes in the power system 

n Total number of nodes in the power system 

g Total number of generating nodes in the power system 

ϕ The phase angle between current and voltage [rad] 

Yij
̅̅ ̅ Phasor value of admittance between nodes i and j  

Yij The scalar value of admittance between nodes i and j [S] 

θij The phase of the admittance between nodes i and j [rad] 

Qmin, Qmax Minimum and maximum values of reactive power 

[MVar] 

ε Accuracy of the iterative procedure 

Variables  

Vi̅ Phasor value of the voltage at node i  

Vi The scalar value of the voltage at node i [kV] 

∆V Voltage deviation [kV] 

δi Voltage angle at node i [rad] 

∆δ Voltage angle deviation [rad] 

Pi Active power at node i [MW] 

∆P Active power deviation [MW] 

Qi Reactive power at node i [MVar] 

∆Q Reactive power deviation [MVar] 

J1, J2, J3, J4 Elements of the Jacobian matrix 

Additional nomenclature  

S1, S2, S3, S4, S5 Analyzed scenarios 

X1, X2, X3, X4, X5, X6, X7, 

X8 

Modeled locations in the case study 

 

1. Introduction 

 

1.1.Background 

Although islands have brought about a negligible impact on the rising issue of climate change, 

they will be the first ones that will experience its negative consequences [1]. For these reasons, 

there are two important initiatives in the European Union (EU) in terms of discussing the 

climate changes on the islands. First is the “Smart Islands Initiative” [2], which represents a 

bottom-up approach for the development of the islands’ communities. This document presented 

ten goals for maximizing islands’ potential and transforming them into living labs for testing 

advanced solutions for the energy transition that can later be transferred to the mainland. Second 

is a top-down document from the EU Commission [3] that aims to achieve sustainable 

communities on islands with clean and low-cost energy production. 
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These efforts need to be matched with the increased accuracy of the energy planning processes 

developed by the scientific community, especially for systems with the high share of variable 

renewable energy sources (RES). Moreover, the implementation possibilities of the proposed 

energy planning scenarios in the power system need to be further researched. The introduction 

of variable RES often creates voltage difficulties in the power system grid [4]; the latter has 

been deemed essential as a distribution system operator will deny permits to projects that 

integrate a large amount of variable RES if grid code is violated. The method proposed in this 

study enables a finer modeling of the energy planning scenarios and their application 

possibilities assessment in the existing power system infrastructure. 

1.2.Literature review 

Energy planning methods for islands have been extensively researched throughout the years. 

The authors in [5] presented the case study of S. Vicente, Cape Verde, where they analyzed the 

possibility of creating an energy system based only on wind power and pumped hydro plant. 

This particular study was further examined in [6] where authors included the water system by 

considering the desalination plant. The study showed that the integration of these two sectors 

resulted with a 36% increase in the renewable generation. Likewise, Child et al. [7] presented 

several energy planning scenarios on an hourly basis for the Åland Islands, which have the 

similar grid topology as the Krk island, with the conclusion that it is possible to achieve a 100% 

renewable production. Curto et al. [8] proposed a renewable energy mix based on the monthly 

time resolution and without application implications of the proposed scenario for the Ustica 

island. Depending on the investment cost of a battery, the authors in [9] showed that it is 

possible to achieve renewable energy share from 35.1% to 58.8%, but the study did not show 

the detailed operation of such system. Evidence from the study in [10] showed that a 100% 

renewable island such as La Gomera is economically and technically feasible. The application 

of the finer energy planning approach would enable a more detailed overview of the flexibility 

technologies (e.g., batteries) operation in this study [10]. A comparative study [11] indicated 

that the renewable energy mix can satisfy 87% of annual electrical energy demand on Fiji and 

46% on the Balearic Islands. Comparison analyses based on rough time and spatial resolution 

can also provide somewhat more information; however, the results would be more significant 

if a finer approach would be considered. These analyzed studies had several similar research 

gaps. Most of these studies [5-11] considered the rough time resolution (hourly resolution or 

higher); they did not consider spatial distribution nor did they propose an approach for the 

implementation possibilities of considered energy planning scenarios in the power system grid. 
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Thus, the approach presented in this study proposed solution for all three research gaps. 

Moreover, this paper analyzed four different sectors, which is a significant advancement in 

comparison with the studies [5-11] that focused only on one or two sectors. 

The following studies have focused either on a fine temporal resolution or fine spatial 

resolution. Mixed-integer linear programming was expanded with receding horizon model 

predictive control (RH-MPC) in [12] for the integration of different energy vectors on a half-

hourly temporal resolution. In the case study for the carbon-neutral Canary Islands [13], it was 

determined that it is possible to completely cover local electricity and heating and transport 

demands with just utilizing local resources. The importance of islands’ interconnection and the 

demand response was presented in [14] where the share of the renewable generation reached 

85% in the final energy consumption of the interconnected system. Flexibility options were 

extensively discussed in these studies [12-14] by applying the coarser time resolution. The 

approach presented in this study offers a significantly finer overview of the operation of the 

flexibility providers such as batteries. 

Spatially distributed modeling is necessary for the modeling of advanced technologies that are 

being introduced in the energy system. For example, spatial distribution was considered in [15] 

where the authors observed prosumer behavior. The study [16] used the spatially distributed 

model for measurement of network energy efficiency exchange. The soft-linking approach 

between different models was applied in several studies in order to reduce the computational 

time of the simulations. For example, soft-linking between the unit commitment model and the 

multi-sectoral model was used in the [17], whereas the energy planning model was soft-linked 

with the transport behavioral model in [18]. The aforementioned studies [12-18] did not provide 

a comparative analysis that would analyze the benefits of more detailed spatial and time 

modeling. Moreover, the current state-of-the-art analysis revealed that none of the analyzed 

papers, which focus on high RES energy system planning, has provided detailed electrical 

power grid analysis. The approach proposed in this study enabled a detailed comparison that 

clearly illustrated the pros and cons of different modeling approaches, highlighting the 

importance of electric power grid analysis. 

The authors in [19] conducted the analysis on a 5-minute temporal resolution; however, the 

application possibilities were not analyzed. Load flow is a commonly used method for power 

system state assessment [20] and can be used for the assessment of the application possibilities 

of the energy planning scenarios. Since load flow is a non-linear and non-convex problem, 

several algorithms such as Gauss-Seidel or, the more common, Newton-Raphson method are 
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used for solving them. Although novel methods based on neural networks such as in [21] have 

emerged, Newton-Raphson method has proved to be sufficient for the power grids with the low 

ratio between the resistance and the reactance. The study [22] used the power flow to assess the 

impact of different strategies for the sizing the energy communities with battery and 

photovoltaics, however no capacity expansion model was considered. This paper proposed a 

joint approach with coupling of capacity expansion model and the power flow method, which 

enables precise estimation of the application possibilities of the energy planning scenarios. 

1.3.Contributions 

The aforementioned studies indicate that most of the simulations of energy systems on the 

islands are conducted on hourly time resolution and mostly do not consider the geographical 

distribution of energy resources and demands. Analyzed studies focus either on higher temporal 

or spatial distribution, but they do not consider them jointly. Analyzed studies failed to examine 

the technical changes in the power system steady state, which makes it hard to assess whether 

the proposed scenarios can be implemented in the electric power system or not. To the best of 

our knowledge, this is the first study that has analyzed island energy systems with high spatial 

and temporal resolution and with coupling of four sectors and has modeled and performed 

analysis of the power system on islands. This present study offers a solution to the gaps 

observed in current studies, thus representing a comprehensive approach in examining energy 

systems as summarized below: 

• A detailed spatial coupled with a half-hourly temporal resolution analysis was 

performed by applying an electrical capacity expansion model 

• Results obtained from the application of the energy system model were validated by 

conducting a power system analysis that provided insights about the energy system 

voltage and power flows 

• The power transmission and distribution systems were modeled, thus enabling the 

checking of the power flows along the grid 

To allow other researchers to repeat calculations and achieve the same results or improve them, 

the study also follows Open Energy Modelling Initiative for open energy modeling, with the 

entire model and code available at GitHub (link is provided in the acknowledgments). 

This paper is organized as follows: the introduction and literature review are followed by the 

materials and methods section. The third section describes the case study; the results and 
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discussion are provided in the fourth section; and, in the fifth section, conclusions of this study 

are provided. The general overview of the presented approach is given in Figure 1. 

 

2. Methods 

 

2.1.Energy planning model 

The Calliope modeling framework was used to develop the energy planning model. Calliope is 

a multi-scale energy systems modeling framework [23]. It is a free and open-source tool, which 

makes it easily accessible to everyone. The latter is in line with the push-in academia for radical 

transparency of the model assumptions, as well of the model implementation itself [24]. All of 

the code, as well as its documentation, are freely available online. The Calliope modeling tool 

is very versatile as it allows the modeler to create models with the user-defined temporal and 

spatial resolution as well as pre-model any technology that is relevant for the chosen case study. 

Hence, it is possible to use the tool for creating models at different scales, from urban districts 

to entire continents. The modeling tool was used, among others, for case studies of Bangalore, 

Cambridge, South Africa, and the United Kingdom [25]. 

The Calliope model used in this study was a linear continuous optimization model. The created 

model was a capacity expansion one, which included optimizing the operation of the system, 

as well as optimizing the capacities technologies to be installed. Its objective function was to 

minimize the total socio-economic costs throughout the target year. In the specific model 

developed in this paper, the objective function included annualized investment costs, fixed and 

variable operating and maintenance costs, as well as fuel and CO2 costs. CO2 costs were 

internalized in the form of CO2 tax for the transport fuels, while a more complicated calculation 

was used for the import of electricity from outside of the system boundaries. To account for the 

CO2 cost, it was taken into consideration that the EU Emissions Trading System (ETS) price 

was already included in the price of electricity that was settled on a day-ahead market in the 

reference year (e.g., the year 2017). To take into account a higher ETS cost in the target year 

(e.g., the year 2030), a difference between the projected ETS cost in the target year and the 

achieved ETS price in the reference year was added to the electricity cost in a form of the fixed 

carbon tax. 

Constraints of the model were set to meet the half-hourly heating demand, cooling demand, 

electricity, as well as transport demand in each of the location. Satisfying the heating, cooling, 
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and electricity demands in each of the time-steps can be done by a wide range of technologies 

and storage solutions that are partly specific for a certain case study. The predefined 

technologies for the case study used in this paper are discussed in detail in the Case Study 

section. Meeting the transport demand could be done by gasoline, electric, and/or hydrogen 

vehicles. It was taken into account that for the same vehicle type, electric vehicles are 3.5 times 

more efficient compared to the gasoline vehicles and two times more efficient than the hydrogen 

vehicles, expressed as energy consumed per kilometer traveled [26]. The transport demand for 

electric and hydrogen vehicles was defined as the energy demand for charging/fueling of 

vehicles at specific time-steps, while for gasoline vehicles, it was considered that they can be 

fueled at any point of time without any capacity constraint. The electricity demand for transport 

was modeled as on-demand charge, while smart charging and vehicle-to-grid options were not 

modeled. 

Furthermore, several factors in relation to location as well as scenario were imposed, as 

described in the Case Study section in more details. 

The full mathematical model of the Calliope modeling framework can be read directly in [27]. 

The stated reference presents detailed documentation with well-explained system equations, as 

well as their implementation. The Calliope version 0.6.4 was used for the modeling presented 

in this paper. 

Socio-economic costs were optimized in this paper. The socio-economic costs have been 

considered as a good representation of the costs of an energy system that are imposed on society. 

As opposed to the business-economic costs, they do not include different taxes and subsidies, 

as those are considered to be only internal redistributions within the society [28]. However, the 

costs of CO2 were taken into calculation, as the CO2 costs present internalization of the negative 

externalities that are imposed on the society through climate change. 

The socio-economic analysis was further enhanced with the job-potential analysis of different 

technologies, in order to assess the impact of the energy transition on the local economy and 

community. This is an important segment necessary for the successful implementation of 

energy projects, which are often perceived negatively within the local community. Therefore, 

this study also calculated the job-years and permanent jobs created, as a result of proposed 

energy planning scenarios. The report [29] stated that the 1 MW of onshore wind power 

installed has resulted in 8.6 job-years and 1 MW of photovoltaic plants (PV) in 17.9 job-years 

related to maintenance, production, and installation of these technologies. Moreover, additional 
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0.2 and 0.3 local permanent jobs per MW of installed PV and onshore wind respectively will 

be created in relation to the maintenance of these installed plants. The same job creation 

potential was used in this study. However, it is also important to note that this study elaborates 

on the impact on the local and global economy. Only O&M jobs contribute to the local 

economy, while other jobs are related to the production and the development of the technology 

and contribute on the global scale. The obtained results were also put in the perspective of the 

local community where the proposed scenarios were located. 

 

2.2.Power system analysis 

High penetration of variable RES in the system often creates voltage problems in the grid, which 

can limit the potential capacity of variable RES that can be integrated to the grid, especially in 

the distribution grid [4]. Thus, to validate the results of the capacity expansion energy planning 

model, a more detailed transmission and distribution grid analysis was carried out in NEPLAN 

[30]. The method has included the modeling of 20 kV and 110 kV grid and included lines, 

transformers, nodes, loads, variable RES installations, and replacement model for the external 

grid. The data needed to model the power system is provided in Table 1. The required data 

include electrical parameters for lines, transformers, generation, and loads. Additionally, it is 

necessary to define the node type that can be one of the following: 

• Referent node (slack or swing node)—the node for which voltage and voltage angle 

values are known 

• Generation nodes (“PV” nodes)—the nodes for which the active power and voltage are 

known (these nodes have the regulation possibility) 

• Load nodes (“PQ” nodes)—the nodes for which active and reactive power is known 

To model the rest of the grid that is connected to the observed grid, the active grid model was 

defined with its electrical parameters. 
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Table 1. Necessary data for the load flow calculation 

An element of the power 

system 

Required data for modeling 

Nodes Nominal voltage; type of node (slack, generator, node) 

Lines Direct resistance; direct reactance; direct capacitance; length; 

current 

Transformers Nominal power; short circuit voltage; vector group; primary and 

secondary voltage ratio; losses; tap regulation 

Active grid Short circuit; short circuit three-phase apparent power; direct 

resistance and reactance ratio 

Loads Active power, cos(ϕ) 

Renewable generators Connection voltage; active power; reactive power; cos(ϕ); 

regulation (PQ for renewables) 

 

Moreover, power flow was performed to obtain all-electric power grid vectors. In addition to 

active power, power flow also considers reactive power flows in order to represent the exact 

model. As power flow is a non-linear and non-convex problem, a Newton-Raphson algorithm 

(described in Appendix A) was used to obtain its solutions. Grid modeling and power flow 

analysis were necessary to validate energy planning scenarios, as well as to assess whether it is 

possible to implement developed energy planning scenarios. If the latter is not the case, the 

analysis will indicate where are the problems in the grid that need to be resolved. In case of 

unfavorable conditions in the power system grid, another solution could be to change 

constraints of the energy system model and obtain different results that could then be validated 

in the power system analysis. 

2.3. The soft-linking approach and the overview of the method 

The definition of soft-linking in this paper is as follows: soft-linking combines the output of 

one model as an input to the second model. By using the term "soft", we denote that the models 

are not run in parallel, but one after another. In this way, we do not increase the complexity of 

the models, as would be the case when hard-linking the two models. Hard-linking would 

combine both models together and result in one very complex model [31]. The reason for the 

application of the soft-linking approach is that running both models simultaneously would 

present a complex computational problem, especially because the power flow model is non-

linear and non-convex. Thus, outputs from the energy planning model (installed capacity and 

energy production) are used in the power flow model in order to assess the implementation 

possibilities of the proposed scenarios. A soft-linked model can implement a feedback loop 
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between them if needed. For the case of this paper, this feedback loop was not needed and thus, 

it was not implemented. 

The proposed method does not prescribe any specific procedure for the data collection. The 

input data for the model should be collected according to the available data sources. This 

proposed model offers a wide range of possibilities for the inclusion of different energy sectors, 

the definition of various technical parameters, and the definition of the arbitrary topology of the 

model. The proposition of a specific data collection method would limit the possibilities of the 

model; thus, this study aims to avoid such scenario. The Case Study section of this paper offers 

an example of what data can be used for the model. 

The methods used in this paper can be summarized in eight steps. These steps included the 

creation of a specific integrated energy model for the selected case study, the usage of detailed 

temporal and spatial resolution, the linkage of the output of the energy planning model to the 

input of the power flow analysis, and the analysis of the results. The steps of the proposed 

method are stated below and the proposed soft-linking method is presented in Figure 1.  

Step 1: Data inventory: Collect, check, and organize the data input for the model 

Step 2: Topology of the analyzed Case Study: Definition of the locations and connections of 

the analyzed energy system as well as the types of technologies at each location following 

available spatial plans and data 

Step 3: Energy system optimization procedure: Run the optimization model, extract results, and 

identify energy conversion and energy storage technologies to be installed, their combination, 

and capacity for every single node of the system 

Step 4: Socio-economic analysis: Analyze the impacts of the obtained results on the local 

economy and society 

Step 5: Soft-linking between the energy optimization model and the power flow model: 

Transform and prepare the output results from energy planning results into input data for the 

power flow model 

Step 6: Define the power system grid parameters: Nodes, lines, transformers, generators, loads, 

and active grid 

Step 7: Load flow analysis procedure: Solve non-linear equations using iteration methods and 

obtain voltage vector and power flows 
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Step 8: Results analysis: Installed capacities and operation of all technologies, impact on the 

power system grid, implementation possibilities of the proposed energy planning scenarios 

 

 

Figure 1. Presented energy planning framework. The data from the Calliope modeling 

framework that was used as inputs to the load flow model were as follows: the installation 

power of utility and residential generating technologies, electrified transport demand, and 

electricity demand for all locations. 
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3. Case Study 

 

3.1.Geographical location 

To test the proposed approach, a case study was conducted on the islands of the Kvarner 

archipelago, located in the north-west part of Croatia. The places are the island of Krk, Lošinj, 

Cres, Rab, Unije, Ilovik, and Sušak. Their location is part of the Mediterranean climate 

characteristic for Italy, France, Greece, and Spain. The total population of all islands has been 

determined to be 42 503 [32]. Krk is the largest island in Kvarner archipelago, with a population 

of 19 374 residents and is divided into three parts—the cities of Krk, Dunat, and Omišalj. 

A half-hourly temporal resolution was used, and the model was run consecutively, meaning that 

no slicing and/or decomposition was applied. This approach allowed a detailed representation 

of the behavior of different storage types during different time scales, such as diurnal, weekly, 

monthly, and seasonal [33]. A proper spatial resolution was defined following the assessment 

of the current power grid and the population centers within the island. In total, eight different 

geographical locations were modeled. Three different locations were considered on the island 

of Krk (X1, X2, and X3), while two locations were considered for the nearby remote islands 

wherein their electricity demand need to be met through the island of Krk (X4 and X5). 

Furthermore, two locations were considered for the import/export interconnectors to the 

national (mainland) electricity grid (X6 and X7), whereas one location was considered for the 

potential wind offshore wind turbine (X8). 

Two substations 110/20 kV are located in the cities of Krk (X1) and Dunat (X2) that are 

supplying electric energy to all islands of Kvarner archipelago. Substations in the cities of Krk 

and Dunat, as well as cities of Krk and Omišalj (X3), are connected with 110 kV line. The 

connection between Krk and mainland consists two underwater cables, one connecting Omišalj 

and Melina (X6) with a maximum capacity of 100 MW and another connecting the substation 

in city of Krk directly to Crikvenica (X7) on the mainland with a total capacity of 70 MW. 

Islands of Lošinj, Cres, Unije, Ilovik, and Sušak were considered as one location Lošinj (X4), 

while the island of Rab (X5) was considered as one location. Rab (X5) is connected to Dunat 

(X2) and Lošinj (X4) to Krk (X1), both with a 100 MW transmission line. All transmission 

capacities were fixed since there is no indication that they should be changed in the future. 

Additionally, potential offshore wind turbine plant (X8) near Omišalj was considered. The list 
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of the considered locations is provided in Table 2, while Figure 2 visually presents the locations 

of the case study with all connections between different locations [34]: 

 

Table 2. List of the geographical locations, energy function, and reciprocal connections as 

designed in the Calliope model 

Location Name Type Connection to Distributed generation 

X1 City of Krk Demand X2; X3; X4; X7 Yes 

X2 Dunat Demand X1; X5 Yes 

X3 Omišalj Demand X1; X6; X8 Yes 

X4 Lošinj Demand X1 No 

X5 Rab Demand X2 No 

X6 Melina Import/export X3 No 

X7 Crikvenica Import/export X1 No 

X8 Offshore wind turbine Generation X3 No 

 

 

Figure 2. Geographic map showing nodes and their connecting network considered in the 

energy system modeling 

 

3.2.Considered technologies and energy system related data 

Different technology options were considered in this model. The following electricity 

technologies were included in this model: wind onshore, wind offshore, PV residential, utility-
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scale PV, biogas engines (and gasification plants), a waste incineration plant, concentrated solar 

power, hydrogen electrolyzers and fuel cells (proton-exchange membrane technology), and a 

biomass power plant. In the heating and cooling sectors, the following technologies were 

considered: air-to-water heat pumps, ground-source heat pumps, electric boilers, biomass 

boilers, and solar thermal coupled with storage. Moreover, the following storage solutions were 

defined: Li-ion batteries, hydrogen storage, and heat accumulators for individual use. Finally, 

the transport sector included the following options: gasoline, electric, and hydrogen vehicles. 

The use of electric and hydrogen vehicles was modeled as energy storage satisfying the 

transport demand. A diverse range of technologies modeled for this case study included all the 

technologies that are suitable for distributed energy generation. Although there is a liquefied 

natural gas terminal under construction that will be connected to the gas grid and exported to 

the mainland, gas-fueled boilers and cogeneration plants were not modeled because of the EU 

bans on this carrier for household heating (e.g. [35], [36]). Nuclear power plants were not 

predefined, as their usually large capacities were considered as significantly too large for the 

collection of islands of the population and size considered in this case study. 

Distributed generation was modeled on locations X1, X2, and X3. There have already been 

plans for the development of PV plants on the islands surrounding Krk; however, they are not 

considered because the development of these projects still needs to take place. Required input 

data were obtained from detailed measurements and reports that are available. Annual data for 

electricity, heating, cooling, transport, solar irradiation, and wind speed are provided in Table 

3. All the data inputs are referred for the year 2017. The annual time course of energy demands 

and imports, as well as energy generation and export, was arranged with respect to the different 

energy sectors and referring to the entire energy system of Krk Island. The wind generation 

normalized pattern and the half-hourly cooling and heating curves were created using the data 

acquired from [37]. Moreover, the hourly PV generation pattern was acquired from the PV GIS 

database for different locations and interpolated to achieve half-hourly time resolution [38]. 

Thanks to the availability of detailed data on permanent and temporary occupied housings in 

Krk in [32], it was possible to estimate upper capacities for individual boilers and residential 

PVs. Half-hourly data of all the locations are openly available on the GitHub website, together 

with the applied model [39]. 
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Table 3. Summarized input data for the case study. Full dataset available at [39] 

Demand type Location Demand 

quantity 

Maximum load 

[MW] 

References 

Electricity X1 49 GWh 17  [40], [41], 

[42], [43] X2 68 GWh 20 

X3 19 GWh 6 

Heating X1 40 GWh 20.8 [40], [41], 

[42] X2 22 GWh 11.2 

X3 11 GWh 5.8 

Cooling X1 6 GWh 13.4 [40], [41], 

[42] X2 3 GWh 7.2 

X3 2 GWh 3.8 

Transport X1 12 GWh* 4.7 [44] 

X2 12 GWh* 4.9 

X3 5 GWh* 1.5  

Resources Location Capacity factor Max capacity factor References 

Solar X1 0.162 0.9 [45] 

X2 0.15 0.88 

X3 0.154 0.88 

Onshore wind  X1, X2, 

X3 

0.254 1.0 [46] 

Offshore wind  X8 0.35 1.0 [46] 

* Transport equivalent electricity demand. If all the demand was to be covered by gasoline 

vehicles, the value would be 3.5 times higher, e.g., 42 GWh of gasoline for X1 location. If all 

the demand was to be covered by hydrogen, the resulting demand would be two times higher, 

e.g., 24 GWh for X1. This assumption allowed a resulting transport demand to be met by a mix 

of all three technologies. 

Table 4 presents the investment and O&M costs, as well as the main technical parameters for 

the modeled technologies. It is assumed that the prices reflect the 2030 technology prices. The 

interest rate applied in the model was assumed to equal to 10%, except for residential PV, which 

had a discount rate of 5%. The fixed O&M costs are dependable on the installed capacity, but 

this cost is the same for each year of the operation. 
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Table 4. Investment, technical, and O&M parameters of technologies considered by the 

model. The full list of parameters and technical constraints can be seen in [39] 

Technology Investment 

cost  

O&M 

fixed 

cost 

[€/kW] 

O&M 

variable 

cost 

[€/MWh]  

Efficiency Lifetime 

[years] 

Ref. 

Fuel cell (PEM)  1900 €/kW 95  - 50% 10 [47] 

Electrolyzer 

(PEM)  

1896 €/kW 163 - 58% 15 [47] 

Hydrogen storage  11 €/kW - - 95% 25 [47] 

Residential PV  1070 €/kW 12.8  - 100%** 30 [48] 

Utility-scale PV  620 €/kW 8.1  - 100%** 35 [48] 

Onshore wind  1120 €/kW 14  - 100%** 27 [48] 

Offshore wind  2130 €/kW 40  - 100%** 27 [48] 

CSP 2295 €/kW - 2  100%** 25 [49] 

Battery  143 €/kWh - - 95% 25 [47] 

Heat accumulator  0.55 €/kWh - - 90% 25 [47] 

Biogas 

Gasification 

1810 €/kW 198  100%** 25 [50] 

Biogas engine 950 €/kW 9.75   45% 25 [48] 

Waste incinerator 10 500 

€/kW 

96  5.8  23.5% el 

 

25 [48] 

Biomass PP 6000 €/kW 288.9  7.8  29% 25 [48] 

BIOboiler  680 €/kW - 13.88  80% 20 [51] 

Air source heat 

pump  

1750 €/kW - 0.5 COP 3.5 

heating; 

2.5 

cooling 

18 [51] 

Ground-source 

heat pump 

2750 €/kW  0.5  COP 5.5 

heating; 

3.5 

cooling 

20 [51] 

Electric boiler 

individual 

1000 €/kW - 0.1  95% 20 [52] 

Solar thermal 

individual 

857 €/kW 16.2   100%** 25 [48] 

Electricity grid* 0.01 

€/kW/meter 

- - 96% 25 [53] 

* Wind offshore site does not have a connection to the island grid; thus, if deemed optimal, 

this link needed to be built on top of the offshore wind turbine. 

** Assumed 100% because the costs are related to the output power of those sources 
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3.3.Considered scenarios 

Three scenarios were modeled; further, two were included in the sensitivity analysis. The 

electricity prices for all the scenarios were taken for the year 2017 from CROPEX, a Croatian 

day-ahead power market [54], with the assumption that the same level of electricity prices can 

be expected for the period relevant for this study (the year 2030), except the expected cost 

increase of CO2. The average ETS price of allowances in 2017 was 5.8 €/ton of CO2 [55], while 

the projected ETS price in 2030 is 55 €/ton of CO2, according to [56]. Thus, to account for the 

difference in the ETS price that was considered in the price of electricity in 2017 and the 

expected price in 2030, an additional carbon tax of 49.2 €/ton of CO2 was added to the system. 

The carbon emission intensity of the Croatian mainland electricity was 250 kgCO2/MWh. Only 

the annual average carbon intensity of electricity was available; thus, the same carbon intensity 

was assumed in all the time-steps of the modeled year. Furthermore, none of the scenarios 

included any form of subsidies, as socio-economic costs were modeled in this case study. 

The first scenario considered all the energy technologies without constraints. The second 

scenario allowed the electrification of transport by at least 25%, while the third by at least 65%. 

The third scenario also envisaged a minimum 5% hydrogen share in the transport sector, which 

was utilized for heavy transport modes. The share of the directly electrified transport sector 

(65%) was taken based on [44], which has shown that 72% of the transport sector could be 

directly electrified with the currently known technologies. The third scenario was also the basis 

for the two sensitivity analysis scenarios, in which the impact of the coarser temporal and spatial 

resolutions was considered. 

To directly assess the differences between the detailed spatial and temporal resolution, a 

sensitivity analysis was performed by comparing the scenario with the highest share of 

renewable energy generation with completely the same case study (the same energy system) 

but using a coarser time resolution, as well as a coarser spatial resolution. The sensitivity 

analysis was run separately for the case of coarser time resolution from the case of the coarser 

spatial resolution. These analyses allowed for explicit comparison of the impact of time 

resolution and the spatial resolution on the capacity expansion modeling problems. 

Export of electricity generated on the island was allowed in all the scenarios, and the income 

for those exports was determined to be equal to the matching hourly CROPEX price. Hence, 

the income from exporting electricity could lower the total socio-economic costs of the system. 

Scenarios are summarized in Table 5. However, it is important to note that islands remained 



18 
 

connected to the mainland in all the scenarios and that grid provided ancillary support to islands 

when needed. 

Table 5. Scenarios applied to the model 

Scenario Transport constraint Temporal resolution 

S1 No constraint Detailed spatial and half-hourly modelling 

S2 A minimum 25% of electrified 

transport 

Detailed spatial and half-hourly modelling 

S3 A minimum 65% of electrified 

transport and minimum of 5% 

hydrogen for transport 

Detailed spatial and half-hourly modelling 

S4 A minimum 65% of electrified 

transport and minimum of 5% 

hydrogen for transport 

Detailed spatial and hourly modelling 

S5 A minimum 65% of electrified 

transport and minimum of 5% 

hydrogen for transport 

Single geographic location and half-hourly 

modelling 

 

S1 was chosen as a reference scenario. Meanwhile, S2 and S3 were chosen to explore the 

impacts of the introduction of different shares of different transportation types. Thereafter, S4 

and S5 were compared to S3 and were chosen to demonstrate the improvements related to a 

finer resolution in time (S4) and space (S5). Indeed, S4 considered a coarser time resolution of 

1 hour, while S5 applied just a single node to the simulated energy system. 

 

3.4.Electric power grid analysis and solution algorithm 

Power grid analysis was carried out for the highest RES penetration, as this should be 

considered the most challenging condition in keeping the voltage within the allowed limits. 

Two sub-scenarios were considered for this case as well: the first one, in which only distributed 

energy resources are considered without utility-scale production; and the second one, which 

includes utility-scale production connected to high voltage buses at substations Krk and Dunat. 

The analysis was conducted for two cases, i.e., minimum and maximum load, as is usually the 

case in grid connection projects [57]. It is considered that all loads work with cos⁡(φ) = 0.95 

in order to include reactive power flow effects as well. The slack node is chosen to be Melina 

400/220/110 kV substation (X6) because it has the highest regulation possibilities in the 

observed area. The measured voltage was obtained from the distribution system operator and it 

was equal to 115.5 kV for the maximum load and 121.22 kV for the minimum load. The 
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inclusion of the slack bus voltage data assured that the model is equivalent to a currently 

existing state. 

The largest optimization problem was Scenario 3, and the following parameters have been 

determined to be associated with that scenario run. The model was run using the CPLEX 

optimization solver, using on average 4 cores. The average RAM utilization was 21 GB, while 

the max RAM use was 27.5 GB. The total run time was 1h 24 min, the optimization problem 

consisted of 6.92 million variables, and there were 1.12 million objective non-zeros. 

4. Results 

 

4.1.Installed technologies for S1, S2, and S3 

As per the results of the case studies, it was determined that there is a high possibility for the 

integration of RES on the Krk island by 2030. The results were obtained for electricity, heating, 

cooling, and transport system for all analyzed scenarios. Figure 3 presents the power of installed 

technologies for electricity and thermal production. It can be observed that an increased share 

of electrified transport has led to higher installed capacities of renewable electricity generation. 

Moreover, the increased share of electrified transport without smart charging resulted in an 

increased power requirement of the battery storage system. 

 

 

Figure 3. Installed power of electricity, thermal, and battery storage technology 

Figure 4 presents the installed electricity generation capacities for all locations on the Krk Island 

for the S1, S2, and S3. Increase in the electrification of transportation has resulted in an increase 
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of 1.7 MW wind on the location X3 and an increase of 3.8 MW of residential PV on the location 

X2 in comparison with S2. 

 

 

Figure 4. Distribution of installed electricity generation capacities for three scenarios 

 

Different storage technologies and their capacities for the three modeled locations on the Krk 

Island are presented in Figure 5. In line with the previous results, the increase on electrified 

transport has also lead to the increase in the required battery capacity. The difference is visible 

in S2 where the battery capacity increased for 0.6 MWh, 0.7 MWh, and 0.1 MWh for three 

locations X1, X2, and X3, respectively, in comparison to the S1. Introduction of hydrogen in 

the transportation sector resulted in the requirements for hydrogen storage for S3. The hydrogen 

storage requirements were also present for different locations, namely, 1.4 MWh for X1 

location and 5.2 MWh for X3 location. 
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Figure 5. Storage capacity by considered technologies with reference to the Krk island 

locations and the three compared modeling scenarios. Heat accumulator value remained the 

same for all three scenarios (150 MWh) 

The share of a particular transport type is presented in Table 6. The results showed that the 

minimum share of certain transport type constraints was activated in the optimization. Thus, 

the transport shares of different technologies were a result of the constraints of each particular 

scenario. Contrary to on-demand charging approach used in this paper, modeling smart 

charging or vehicle-to-grid could change the optimal mix of the transport sector [58]. However, 

this was left outside of the scope of this paper. 

Table 6. Share of transportation type for S1, S2, and S3 

Scenario S1 S2 S3 

Transport 

type 

EVs Gasoline 

vehicles 

Hydrogen 

vehicles 

EVs Gasoline 

vehicles 

Hydrogen 

vehicles 

EVs Gasoline 

vehicles 

Hydrogen 

vehicles 

Share 

[%] 

2 98 0 25 75 0 65 30 5 

 

 

4.2.Sensitivity analysis between the S3, S4, and S5 

As per the results of the sensitivity analysis, the approach used in this study showed significant 

improvements. Figure 6 presents the installed capacities of different technologies for S3, S4, 

and S5 scenarios. The comparison between half-hourly and hourly scenarios (S3 and S4) 

revealed a slight difference in the installed capacities. For example, S4 resulted in 1.2% less 
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installed power of residential PV in comparison to the S3. Installed wind capacities increased 

from 61.4 MW for S3 to 62 MW for S4. The difference between the two scenarios can also be 

observed for the installed battery storage power, which differentiates by 2.3 MW for the two 

scenarios. Meanwhile, the comparison between the spatially dispersed approach (S3) and the 

aggregated approach (S5) showed significant differences. The results of the S5 suggested 

significantly lower amounts of installed electricity generation power than for the case of S3. In 

this sense, the installed wind power reduced by 7 MW, while the installed power for the 

residential PV decreased by 8.1 MW. These results represent a change of 11.3% in the installed 

wind capacity and 24.3% in the installed residential PV capacity for the S5 in comparison to 

the S3. 

 

 

Figure 6. Installed capacities of different technologies for S3 and sensitivity scenarios 

More detailed representation of the results for electricity generation technologies is provided in 

Figure 7. The results of S3, S4, and S5 for all Krk locations were compared. The difference 

between S3 and S4 was observed in the residential PV on location X2 (4.5% lower value for 

the S4) and the wind generation on the location X3 (5.3% higher value for the S4). The 

difference between S3 and S5 is more visible as the results of S5 indicated lower capacities of 

the installed technologies. Moreover, spatially distributed scenario contained a significantly 

larger amount of information as it is possible to observe capacities for several locations. 
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Figure 7. Distribution of installed electricity generation capacities for sensitivity scenarios. In 

S5, all the technologies were considered to be installed in the same location; thus, they are 

represented with another color. 

 

Similar results can be observed for the energy storage capacity presented in Figure 8. The 

differences between S3 and S4 are visible primarily in terms of installed battery storage 

capacity. Meanwhile, the results of S4 indicated that its installed battery capacity was at 20.2 

MWh, while for S3, the battery storage capacity was 24.9 MWh. The reduction of battery 

capacity is visible for different locations as well. Following the results presented in Figure 7, 

the difference in spatial modeling between S3 and S5 was significant. Figure 8 shows that the 

battery storage capacity for S5 was equal to 82.2 MWh, which is 3.3 times higher than the 

battery capacity for S3. This result indicates the need for spatial distribution modeling in energy 

planning. Considering S3 as compared to S5, the dispersed energy flows along the entire 

electrical network allowed a remarkable reduction in the battery storage capacity of the whole 

energy system. Hydrogen storage also deviated for all three analyzed scenarios, with the highest 

deviation of 0.5 MWh (between S5 and S3). 
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Figure 8. Installed capacities of different storage types in MWh. In S5, all the technologies 

were considered to be installed in the same location; thus, they are represented with another 

color. 

Capital and operating costs of the five assumed scenarios were then examined. As per the 

results, similar values were determined for all scenarios except for S5 as can be observed in 

Figure 9. This result was also in line with the previous findings of the study that showed a 

significant difference between scenarios that applied different spatial modeling. It should be 

noted that one of the main reasons for the significant change in S5 is that the scenario does not 

model the grid connection cost for the potential offshore wind turbine, which is included for 

S1–S4. In S5, the optimization resulted in the installation of offshore wind turbines instead of 

onshore ones, as the increased capacity factor has offset the increased capital costs of the 

technology (Table 7). This result indicated that the cost representation for the spatially 

distributed scenarios had more realistic value. S3 and S4 also resulted in different total socio-

economic costs of the system. The capital system costs of S4 were found to be 0.4% lower than 

that for S3. Thus, it can be concluded that the half-hourly resolution did not significantly 

improve the representation of the costs, compared to the hourly temporal resolution. 
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Figure 9. Capital and operating costs for all five scenarios. Internalized costs of CO2 

emissions are included as operating costs. 

The following paragraphs focus on the difference in results achieved using different temporal 

and spatial resolutions. Figure 10 presents the battery storage operation for S3 and S4. 

Moreover, Figure 10 distinguishes battery storages for two locations—X1 and X2. First, the 

difference between the different temporal modeling can be observed. This can best be observed 

for November 4 between midnight and 8:00. The results of the half-hourly scenario (S3) showed 

the more volatile operation of the battery system storage during this period than for the case of 

the hourly scenario (S4). On November 5 between 2:00 and 10:00 is also a good example of 

the benefits of the proposed approach, where charging and discharging of the battery storages 

occurred only for half-hourly S3. Second, the possibility of observing the operation of different 

locations for the same scenario allowed more accuracy in energy planning as well. A good 

example of this is also November 5 where, at 05:00, a sudden 4.72 MWh battery storage system 

charging occurred at the X2 location. Similar patterns can be observed for the entire period. 

 

 



26 
 

 

Figure 10. Battery storage operation for S3 and S4 for locations X1 and X2 

In Figure 11, the summed battery storage system operation can be observed during May. The 

results were in line with the findings provided in Figure 10. It can be observed that both 

scenarios had similar patterns most of the time. However, e differences can be observed, for 

example, on May 20 in the period 4:30–9:00. 

 

 

Figure 11. Battery storage operation for the entire Krk Island for S3 and S4 

The differences between the two scenarios with different time resolutions were examined for 

the transport sector as well. Figure 12 presents the end-use power required for the transport 

sector, namely, the gasoline vehicles and electric vehicles. The end-use power is defined as the 

power available at wheels of vehicles, meaning that different efficiencies of gasoline and 
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electric motors cannot be observed in this representation. More detailed representation of the 

energy system operation was achieved for S3. As shown in Figure 12, the most visible example 

can be observed on August 5 at 14:00. At this hour, a sudden increase in gasoline demand and 

a decrease in electricity demand occurred. This change is visible for S3, but not for the hourly 

scenario S4. 

 

Figure 12. Transport load for S3 and S4 for summer months 

 

The difference in the total SoC of the battery storage system for both scenarios for March is 

provided in Figure 13. The main difference was in the size of the battery storage systems. The 

results of S5 with one location modeled indicated several times higher battery storage capacity 

than the results of S3. Besides the difference in the size of the storages, Figure 13 shows that 

the trends in the battery system operation are mostly misaligned, especially during charging and 

discharging periods. 
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Figure 13. Battery storage operation comparison for S3 and S5 

The impact of dispersed spatial modeling was also noted for the transport sector, as shown in 

Figure 14. The same period was taken as in the scenario analysis of S3 and S4. As per the 

results, it was determined that S3 and S5 had the same trend for most of the observed period. 

However, differences occurred for more sudden changes like the one on August 5 at 14:00. 

Similar to the analysis conducted between S3 and S4, S5 also did not represent this change. The 

required transport power over time remained approximately the same. 

 

Figure 14. Transport load for S3 and S5 for summer months 
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4.3.Energy system operation 

This chapter presents the key data on the energy system operation of the observed case study. 

Table 7 presents the overall annual energy production. The results were in line with the previous 

findings. Slight change in relation to the change in the wind and residential PV production was 

noted for S1, S2, and S3. The increased level of electrified transport increased the production 

of these two technologies. Differences are visible for S3 and S4, which could be attributed to 

the different temporal modeling used for these scenarios. However, the most significant change 

was noted for S5. The energy system utilized its connection to the mainland grid, resulting in 

significant export of excess electricity generated on the island. For example, in scenario S3, 

16% of the electricity generated by onshore wind, residential, and utility-scale PV were 

exported. A more detailed figure with exports per locations and technologies can be seen in 

Appendix B. 

Table 7. Annual electricity and thermal energy production 

Technology 

[GWh] 

S1 S2 S3 S4 S5 

Residential PV 37.3  42.3  47.3  46.7  36.1 

Utility PV 75.4  75.4  75.4  75.4  78.5 

Wind **  128.9  132.9  136.6  137.9 265.5 

Import  169.9  176  182.5  181.8 100.8 

Export 41  40.9  41.6  42.1 96.7 

Air HP* 62.5 62.5  62.5  62.5 58.1 

BIOboilers* 12.5  12.6  12.5  12.5 16.1 

*Thermal energy production 

**In S1–S4, the numbers represent onshore wind production only, while in S5, the number 

represents offshore and onshore wind production 

Figures 15 and 16 present the operation of the energy system on the Krk Island for winter and 

summer for S3. The figures provide an insight into the overall operation of the system and the 

diversity of the installed technologies. It is worth noting that the results have considered the 

losses in the transmission lines. 

Figure 15 presents the operation of the energy system for one day in January. The results 

showed the dominant influence of wind electricity production for the observed period. Because 

of this and the lower energy demand during the winter, the export values were determined to 

be high. As the energy flows were lower during winter months, the corresponding grid losses 

were also lower. The results showed that the PV generation is less expressed during winter, but 
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it still provides some of the energy. Grid batteries were mostly charged at night, as a 

consequence of high wind energy generation in those periods and low electricity prices from 

the mainland. As the PV generation almost disappeared in this winter day after 13:00, due to 

overcast, batteries and grid import have helped meeting the demand. This shows the importance 

of flexibility in the grid such as storage and transmission links. The end of the day was again 

dominated by wind generation and grid import, while the import increased when the price was 

low to charge the battery again. During the chosen winter day, the share of PEM electrolyzer 

consumption in the total final electricity consumption was 1.7%, while the share of final 

electricity consumed by heat pumps was 39.5%. 

 

 

Figure 15. Electricity system operation for two winter days in S3. Export designates the 

electricity demand of the nearby islands Lošinj (location X4) and Rab (location X5) that have 

to be supplied through the Krk power grid. 

The system operation for summer has been illustrated in Figure 16. With the detailed spatial 

distribution, it was possible to determine the exact import values from Crikvenica and from 

Melina, as illustrated in Figure 16. This is expected as the population of Krk can increase up to 

six times in comparison to the winter period [32]. It was not only the electricity consumption 

of Krk island that has increased significantly as the same rise in consumption was observed in 

the nearby islands of Lošinj and Rab. As this consumption needed to be met using the grid of 

the island of Krk, the total electricity demand in the chosen summer day was 2.5 times higher 
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than in the chosen winter day. During the night periods, imports from the mainland grid satisfied 

up to 80% of the consumption. On the other hand, during the day, wind, residential, and utility 

PV, together with the grid batteries satisfied 100% of the demand in some of the periods (10:00–

11:00). It can be observed that much higher grid imports occurred from Crikvenica link 

(location X7), as this link is connected with the city of Krk consumption point, which has been 

identified to have the largest electricity demand. The wind production was significantly lower 

in comparison to the winter period. During the chosen winter day, the share of PEM electrolyzer 

consumption in the total final electricity consumption was 3%, while the share of final 

electricity consumed by heat pumps was 15%. The losses in the transmission lines in absolute 

terms increased as the overall energy flows increased. Batteries were still charged mostly during 

the night, except for the period from 12:00 to 12:30 as this corresponded with lower mainland 

grid electricity prices. This representation of the summer day is especially useful to notice wide 

oscillations between the daily and night operation of the grid. Almost no self-generation during 

the night is replaced by almost complete self-generation during the day. Thus, it can be seen 

that for the energy systems of this size, maintaining the link to a larger energy system brings 

important flexibility to the system, keeping the overall system costs low. 

 

Figure 16. Electricity system operation for two summer days in S3. Export designates the 

electricity demand of the nearby islands of Lošinj (location X4) and Rab (location X5) that 

have to be supplied through the Krk power grid. 
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4.4.Power flow calculation 

To assess the impact and evaluate the possibility for the installation of a high amount of variable 

RES, a power flow calculation has been performed. The calculation was completed for 

minimum and maximum load and three scenarios. The first scenario is with the state of the 

currently existing grid at the Krk island, second with the distributed energy resources but 

without the utility-scale power generations, and, the third scenario, with the utility-scale power 

generators included at the high voltage bus on the Krk and the Dunat substations. Figures 17 

and 18 present the results for the chosen nodes that represent a specific part of the Krk grid. For 

the case of maximum demand (Figure 17) that occurs during the summer months, it is possible 

to observe that neither scenario created voltage problems in the grid. Installation of distributed 

energy resources in the second scenario was determined to have caused an increase in the 

voltage for all observed nodes, which is already expected. The highest increase of 6.05% was 

achieved for the Baska 2 node, while the highest voltage value of 1.058 p.u. is recorded for 

Klimno 1 node. When the utility-scale generations are connected, the highest voltage increase 

(5.95%) and the highest voltage amount (1.057 p.u.) were recorded for the Dunat substation. 

As allowed voltage limits range from 0.9 to 1.1 p.u., it can be stated that, for the case of 

maximum demand, installation of a high amount of variable RES caused the voltage increase 

but with no threats of violating the voltage limits and without the needed interventions in the 

electric power grid. 

 

 

Figure 17. Voltage values for three scenarios at observed nodes for maximum demand case 
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The results for minimum demand are presented in Figure 18, where it was demonstrated that 

there was a possible voltage violation on the high voltage buses on Krk, Dunat, and Lošinj 

substations as well as some distribution transformers located near the high voltage grid (e.g., 

Poljica and Salatici in Figure 18). This was evident even for the current state of the grid without 

the connection of the distributed energy resources. The voltage for the current state of the grid 

was the highest for the Lošinj substation and is equal to 1.128 p.u., but the voltage violations 

were recorded for Krk (1.125 p.u.) and Dunat (1.125 p.u.). High voltages appeared as a result 

of low system load during the winter months and the increased reactive power flows in 110 kV 

grid. Substations Krk and Dunat can be possibly automatically regulated in order to prevent 

voltage violations in most of the 20 kV grids. However, the voltages were at the higher limit, 

and some of the nodes violated the limit of 1.1 p.u. (Figure 18). Installation of the distributed 

energy resources in the medium voltage grid has resulted in voltage increase (the highest 

increase on Salatica bus of 3.54%, with the voltage value of 1.096 p.u.). The voltages on 110 

kV buses also increased by 0.63% at the Dunat substation. When the utility-scale generation 

was connected as well, the voltage values continued to increase. The voltage at Salatica bus 

increased by 5.5% and was equal to 1.12 p.u. which is above the limit of 1.1 p.u. Although the 

medium voltage values remained within the allowed limits for most of the nodes, they were 

very high and close to the upper limit. It should also be stated that the high voltage values in 

the medium voltage grid represent the regulation issue at low voltage level as the distribution 

transformers 20/0.42 kV are required to regulate low voltage values, which may only impose 

an issue. 

 

Figure 18. Voltage values for three scenarios at observed nodes for minimum demand case 
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Although voltage increase is evident for all cases during minimum load, the issue could be 

resolved by the installation of a 300 Mvar coil in high voltage substation Melina [59]. 

Installation of this coil would significantly reduce reactive power flows during periods of lower 

load, thus reducing voltage to its nominal limits. Such installation would also enable installation 

of proposed energy planning scenarios in this study as well. 

4.5.Socio-economic analysis 

Using the explained job creation method, the proposed energy scenarios would result in 2435 

created job-years on the global scale as well as 45 permanent local jobs. Since these are high-

profile green jobs, the proposed energy planning scenarios would have a significant positive 

impact on the economy that is currently heavily dependent on seasonal tourism. For example, 

when considering the Krk island population, this would mean that 2.3 permanent local jobs for 

1000 residents would be created as a result of decarbonization of the island energy system. It 

should also be noted that these numbers are obtained without consideration of transport 

electrification and energy storage systems as there is still no unique approach on how to 

calculate created jobs as a result of the installation of these technologies. 

 

5. Discussion 

The main findings of this paper are related to both detailed spatial and temporal modeling of 

the capacity expansion problem of the island energy system. This research was enhanced by 

modeling both the transmission and distribution systems of the island and the validation of the 

capacity expansion modeling results via power flow analysis. 

This study showed that the detailed spatial resolution is more important than the very detailed 

temporal resolution. However, one has to take into account that hourly resolution is already 

considered a detailed one for the capacity expansion problems. This study has further showed 

that a more detailed spatial representation has a significant impact on the calculation of the total 

system costs and optimal technology mix, it does not underestimate the import needs for 

electricity from the mainland grid, and it does not overestimate the potential for exporting the 

electricity to the mainland grid. Furthermore, a coarser spatial representation significantly 

underestimates the capacity needs for storage technologies that are needed in the energy system. 
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To the best of our knowledge, the most detailed research on temporal and spatial trade-offs so 

far has been carried out in [60]. The authors concluded that the most trade-offs between 

temporal and spatial resolution have yielded up to 15% of cost differences. Concerning the 

spatial resolution, the authors showed that the uniform buildout case resulted in a 10% reduction 

in cost compared to the site-by-site buildout case. Focusing on temporal resolution, the authors 

showed that the total cost is significantly lower with a coarser temporal resolution. In this paper, 

a fine (hourly) and a very fine (half-hourly) temporal resolution yielded a rather small cost 

difference, i.e., 0.4%. However, a difference between a detailed and coarse spatial 

representation yielded a difference in costs of 26.7%, which is significantly higher than that in 

[60]. 

Detailed transmission and distribution representation realistically captured possible congestions 

and resulted in a realistic representation of optimal capacities of distributed energy systems. 

With the application of the power flow analysis, it was possible to validate the results from the 

detailed spatiotemporal model. A detailed flow analysis has showed that the voltage levels 

would violate the allowed values in the scenario with the largest share of grid loading and the 

variable renewable energy generation (S3), which would result in a distribution system 

operator’s ban on the development before the necessary actions would be taken into account. 

For this specific case study, an installation of 300 Mvar coils would solve these grid issues. 

This shows that the usual capacity expansion planning models with a high share of variable 

renewable energy generation, and a higher share of electric transport, are potentially 

underestimating grid constraints that cannot be simply evaluated just by modeling simple grid 

capacity constraints. The soft-linking of PLEXOS and TIMES model was presented in [61]. 

However, the PLEXOS model was run as a unit commitment and the power flow calculation 

was not performed. The study in this paper used a more detailed Calliope and power flow model 

with focus on the feasibility of the problem and the detailed spatiotemporal modeling which 

was not the case in [61]. An approach to soft-link capacity expansion models and more detailed 

operational once has been recently proposed for a specific sector, such as district heating [62]. 

However, this paper expands the same approach to the integrated energy system capacity 

expansion model, which takes into account a number of different energy sectors including 

heating and cooling system. This approach enables to analyze the interconnection between 

different energy vectors in detail which was not the case in [62]. This study [63] analyzed a 

similar case study with lower electricity consumption and suggested the energy planning system 

with 30 MW of installed PV and 22 MW of installed wind. The results from the power flow 
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analysis conducted in this paper indicated that a similar analysis should be constructed in the 

study [63] in order to assess the implementation possibilities for the proposed scenario. 

This paper has also introduced simple job analysis potential modeling as part of the socio-

economic analysis. This is the consequence of the rising resistance of the local communities 

toward installing large amounts of distributed energy systems in their vicinity [64]. If a 

successfully high local job creation potential can be achieved, it is expected that the local 

resistance toward the implementation of the renewable energy projects will subside. On top of 

the local job creation potential, an additional economic benefit could be gained if local residents 

would be involved as stakeholders in the investments in energy sector facilities. Such inclusion 

would have social benefits as well, as residents would become more involved in the energy 

sector, thus leading to the creation of an energy community. Example of such successful small-

scale project is given in [65] where citizens were involved in a crowdfunding campaign for the 

financing of a rooftop solar power plant. In another initiative [66] on the island in Denmark, 

650 local citizens became the owners of 6 wind turbines. 

Although the methods were applied for a specific case, the methods applied in this case study 

did not have many case-specific site constraints, creating a higher potential to apply the 

developed methods to other case studies. It is expected that the developed methods are 

applicable to many different regions, especially islands connected to the main grid. Most 

especially, islands in the Mediterranean and tropical belt have a high potential for variable RES. 

However, the methods developed in this paper showed that islands’ power grids could be 

severely impacted by the large renewable energy capacities and, thus, should follow a more 

detailed capacity expansion and power flow grid analysis. Moreover, the presented method is 

especially beneficial for the areas with weaker grids where the integration of RES may be more 

difficult. It is estimated that there are 11,000 inhabited islands in the world [67], providing many 

opportunities to test the developed method. 

There are several limitations to this study. The goal of the capacity expansion model was on 

minimizing the total socio-economic costs of the system. Although those are the true costs 

imposed on the society, the business-economic case for specific investments can significantly 

vary depending on the risks, regulations, and laws that influence investment decisions. 

Moreover, an approach of the first-mover into a rapid increase in the share of variable renewable 

energy capacity was assumed in this paper. It was shown that the island can benefit also from 

exporting access to the energy generated (Appendix B). If the whole country would undertake 

a similar transition, there would be fewer opportunities to export excess electricity generated 
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for good prices, as well as fewer opportunities to use its batteries for price arbitrage. 

Furthermore, on-demand charging strategy for vehicles was adopted in all the scenarios. 

Although left outside of the scope of this study, considerations on smart charging and vehicle-

to-grid options could significantly influence grid conditions. It is recommended that for future 

studies, the same methods developed in this paper be expanded to account for more detailed 

representation of the transport sector strategies. 

Finally, this paper was developed fully adopting the open-access goals, using a fully open-

source modeling tool, as well as publishing all the data, coding scripts, and results via a public 

site [42], documenting the steps needed to rerun the model. This will allow for better and faster 

exchange of ideas within the scientific community, resulting in more rapid improvements in the 

methods developed in this paper. 

 

6. Conclusions 

This paper presented a novel approach for energy planning of interconnected islands. As per 

our findings, it was determined that taking spatial distribution and the half-hourly distribution 

into account has resulted in more accurate results in comparison with the previous similar 

studies that have analyzed the energy systems on the islands. The main conclusions of the study 

were as follows: 

• The results indicated that the total cost for the spatially distributed scenario was 26.7% 

higher than the scenario with the technologies aggregated in one location. Additionally, 

the results showed that 3.3 times higher battery capacity was required for the coarser 

scenario, which leads to the conclusion that detailed spatial modeling significantly 

improves the energy planning process.  

• The comparison between the half-hourly and hourly time resolution modeling resulted 

in a 0.2% lower total cost for the half-hourly scenario and an 18.9% higher battery 

storage capacity for the half-hourly scenario. It is possible to conclude that the half-

hourly time resolution also improves the energy planning process; however, the 

improvement is less expressed than for the case of spatial modeling application. 

• The presented approach validated the results of the energy system analysis by 

conducting the power system analysis as the latter provided insights into the voltage and 

power flows of the analyzed island system. These results showed that several nodes had 

voltage values higher than 1.1 p.u. and did not satisfy the grid code regulations, which 
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indicates the need for the power system analysis of the energy planning scenarios for 

the assessment of the implementation possibilities. 

Future research should be geared toward the inclusion of other sectors, such as the water sector, 

in the model in order to quantify the flexibility of the proposed energy planning scenarios. The 

use of the ICT for smart charging and the usage of batteries for ancillary service management 

are examples of the features that will need to be considered in the future models. The soft-

linking between the energy planning model and the power flow analysis model will also be 

further investigated in order to improve the approximation of the grid constraints in the energy 

planning models. This would result in higher application potential of the energy planning 

scenarios. 

 

Appendix A 

Newton-Raphson method is an iterative method used for solving power flow problem in the 

electric power grid and it is used in this study. Appendix A provides insight into how the method 

is defined. 

Let voltage and admittance matrix Y elements be defined as: 

Vi̅ = Vi∠δi, ⁡Vj
̅̅ ̅ = Vj∠δj                                                           (A.1) 

Yij
̅̅ ̅ = Yij∠θij                                                                    (A.2) 

 

Where i and j represent the nodes in the system, V is the voltage amount at a node, δ is the 

voltage angle, Y is the value of admittance matrix element and θ is the admittance matrix 

element angle. Active (P) and reactive power (Q) at power system nodes can be expressed as: 

Pi = ∑ ViYijVj cos(δi − θij − δj)
n
j=1                                                  (A.3) 

Qi = ∑ ViYijVj sin(δi − θij − δj)
n
j=1                                                  (A.4) 

 

The fundamental matrix equation for the Newton-Raphson procedure can be expressed as 

(A.5): 

[
∆P
∆Q

] = [
J1 J2
J3 J4

] ∙ [
∆δ
∆V

]                                                           (A.5) 
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Where J1,…, J4 represent sub-matrix of the Jacobian matrix and their elements are calculated 

by deriving equations (A.3) and (A.4). From these expressions it is possible to obtain full 

expression of (A.5) equation: 

[
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             (A.6) 

 

 

Where g is the number of generating nodes that can control voltage at the desired value. 

Therefore, in these nodes, it is not necessary to calculate voltage, but only reactive power 

according to (A.4) and check if the reactive power is within the allowed limits Q ∈

[Qmin, Qmax]. If the reactive power is not within these limits, the observed node becomes PQ 

node (where active and reactive power is known) with reactive power at its limit (Qmin or Qmax). 

Since voltage amount change to active power change can be neglected and voltage angle change 

to reactive power change can be neglected as well, it is possible to apply some relaxations and 

assign zero value to elements of sub-matrix J2 and J3. For this case, it is possible to separately 

observe equations of active power change to voltage angle change and reactive power change 

to voltage amount change. Equation (A.5) can then be written as (A.7): 

[
∆P
∆Q

] = [
J1 0
0 J4

] ∙ [
∆δ
∆V

]                                                           (A.5) 

By solving the system of equations stated in (A.5) with iterative Newton-Raphson procedure it 

is possible to calculate voltages and reactive and active power flow in the electric power grid. 

The difference between power production and demand is covered from the slack node that is 

connected to an external grid. Simplified Newton-Raphson procedure is described in a diagram 

presented in Figure A.1. 
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Figure A.1. Diagram for power flow calculation using Newton-Raphson 
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Appendix B 

 

 

Figure B.1. Energy export values for analysed scenarios and different locations – the scenario 

S5 is presented with different colour as only one location is considered for S5  
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