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Choosing between remote and face-to-face features in a test setting:
methodology used in two usability and user experience case studies
Marja Liinasuo , Timo Kuula , Vladimir Goriachev and Kaj Helin

VTT Technical Research Centre of Finland Ltd, Cognitive Production Industry, Espoo, Finland

ABSTRACT
Remote test settings have become more common due to COVID-19. This paper presents two user
tests focusing on the usability and user experience of an augmented reality-related solution. We
describe the proceeding of the tests from the perspective of what has been conducted face-to-
face and remotely. Thereafter, the appropriateness of the used test methodology is evaluated
based on (i) the acquired results, (ii) the ease of using and understanding the methods and (iii)
the test atmosphere. The physical presence of a person providing technical support to the test
participant proved vital for augmented reality-related testing; the location of other test
organisers appears more indifferent. Finally, we present the perspectives to contemplate when
choosing between face-to-face and remote features in the test setting.
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1. Introduction

Scientific testing or evaluation usually takes place in dedi-
cated facilities such as in a laboratory or somewhere else, in
some more or less public (opposed to private) locations.
Information collection is also being done on other pre-
mises. Remote testing is defined as testing in a situation
where the test leader or moderator is separated in space
and/or time from test participants (following loosely the
definition by Andreasen et al. 2007). The idea of conduct-
ing usability testing remotely emerged already in the early
1990s (Hammontree, Weiler, and Nayak 1994). The
increased number of commonly available software for col-
laborative activities such as videoconferencing or visual
collaboration platforms have nowadays enabled remote
testing on a large scale. Recently, COVID-19 has forced
scientific testing to be done remotely.

Testing can be conducted in various locations. For
instance, remote sensory testing has been successfully
carried out at the assessor’s home or workplace (Din-
nella et al. 2022), instead of a laboratory where it is
usually located. This has required the live online super-
vision of the test leader. Holland et al. (2020) found that
people with chronic lung disease conducted an exercise
test successfully with supervision at home or supported
by remote administration.

Remote testing can set requirements for the test par-
ticipants. Remote sensory testing proved to be feasible

with trained panellists and was suggested to be useful
also with consumers (Dinnella et al. 2022). This prob-
ably means that the testing procedure in question was
not too complicated and could be facilitated also via a
videoconference or the like, with a limited view of
sight and without the possibility of guiding in a
hands-on manner.

Test subjects may be sensitive by nature. Somewhat
surprisingly, literature and practice support the usage
of telemedicine assessments for patients with cognitive
impairment, even if guidance is lacking (Geddes et al.
2020). Probably the need for such testing combined
with the availability of appropriate technical devices
and the acceptance by patients and caregivers have pro-
moted the concept of remote testing in this context. The
main deficiency seems to be the actual testing palette –
the specific norms for remote testing must be set and the
validity of such tests must be assessed.

Testing may include artefacts, which require pro-
fessional handling. In testing focusing on sensing,
sample (e.g. food) characteristics represent artefacts,
which limit the possibilities for remote testing as
samples should be handled and shipped without any
hazard for participant safety and without biasing
effects on the sample itself (Dinnella et al. 2022). In
human-robot interaction (HRI) studies, a robot, a com-
plex artefact, is sometimes controlled remotely.
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Studying is challenging if physical proximity cannot be
enabled (Gittens 2021).

The testing procedure can also be difficult, hamper-
ing remote testing. All tests of lung functioning are
not appropriate to be conducted at home as not all
tests document accurate desaturation with walking
(Holland et al. 2020). Consequently, it was rec-
ommended in that study that patients at risk of desa-
turation should be prioritised for centre-based testing
when possible.

On the other hand, remote testing can provide
benefits not existing during ‘normal’ testing. For
instance, conducting consumer testing remotely, close
to the consumer, can be more persuasive for the test
participant candidate as there is then no need to travel
to testing facilities (e.g. Dinnella et al. 2022).

New guidelines have been called for in remote testing
in many domains, such as education (Sando, Medina,
and Whalen 2021) or clinical assessment related to cog-
nitive impairment (Geddes et al. 2020). Appropriate
guidelines are easier to produce after having gathered
enough experience in remote testing. That way chal-
lenges are identified and a way to deal with them can
be invented. Present recommendations seem to fall in
a wide area, starting from appropriate behaviour of all
stakeholders (Sando, Medina, and Whalen 2021) to
high-level principles such as privacy and autonomy,
finding the importance of domain-specific instruments
(Geddes et al. 2020).

This paper presents two methodologically similar
usability and user experience tests with Microsoft Holo-
Lens 2 mixed reality smart glasses. Microsoft HoloLens
2 is built for interaction with three-dimensional (3D)
models, a feature needed in both test applications. The
ESA (European Space Agency) test (Helin et al. 2021)
and the BIMprove (Improving Building Information
Modelling by Realtime Tracing of Construction Pro-
cesses) test (Liinasuo et al. 2022) were conducted partly
remotely and partly as face-to-face. The roles in both
tests are similarly located relative to the location of the
test participant on test premises (physically present or
remote). The actual test results are already published;
this paper scrutinises the appropriateness of the user
setting, focusing on the appropriateness of physical
presence or remoteness of test organisers.

The purpose of the ESA test (Helin et al. 2021) was to
conduct a preliminary user review of the first integrated
prototype of the developed system. The ESA test was
built on two ESA projects, AROGAN (Augmented Rea-
lity-based Orbit and ground ApplicatioNs) and Vir-
WAIT (Virtual Workplace for AIT & PA Training
and Operations Support). These projects provided an
opportunity to develop a mixed-reality system for

assembly, integration, testing and verification activities
in the space domain (ESA 2022). In the test, the test par-
ticipant, ‘astronaut’, carried out the test as if being in
space, performing various activities according to the
instructions provided by augmented reality. Test par-
ticipant was asked to think aloud during testing and
afterwards, questions were asked regarding the usability
and user experience of the augmented reality-based
instructions. Also, the SUS questionnaire was used.

We used in ESA testing AROGAN/VirWAIT AR sys-
tem, which is Unity3D-based software supporting
multi-platforms such as iPad and Microsoft HoloLens
2. As a whole, we used

(1) Microsoft HoloLEns 2 with AR player application
(2) mobiPV server for all Operations Data File (ODF)

content and 3D models
(3) mobiPV web interface, which also allows the user to

interact with the system.

The test procedure was prepared using the system’s ‘off-
site’ authoring environment, which used a CAD model
of the SMILE system to define AR elements. The user
was able to see information in 3D space related to
each procedure step, e.g. 3D models and text
information.

The motivation for the BIMprove test (Liinasuo et al.
2022) also was to acquire results for developing further
the preliminary version of the augmented reality (AR)
system. In the EU project BIMprove (BIMprove 2021),
we developed a prototype of an augmented reality-
based building model to be used in the construction
industry by various professionals in the field. This
model represented (imagery) a real building but in a
digital form so that the user could have a closer look
at the features of the real building by viewing or even
moving in its’ digital counterpart (the so-called digital
twin of the real building). In the test, the usability and
user experience in moving and manipulating the digital
objects in the digital building were studied. Methods for
collecting data were the same as in the ESA test (think-
ing aloud, interview and SUS questionnaire).

The software for the BIMprove test was Unity3D-
based software for showing the building information
model (BIM) as digital twin data at the construction
site. In order to overlay digital twin information on
top of the real building, additional pivot objects had
to be created. The pivot object location matched the
location of the fiducial markers in the real world. That
way the digital twin and its real-world counterpart are
located in the same coordinate system.

After the background presented in ‘Introduction’, the
methods for testing in the AR context are described in
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‘Methods’. In ‘Appropriateness of research methods’ the
appropriateness of the methods, especially from the per-
spectives of remote and physically present testing. In
‘Discussion’, the results are contemplated as such and
from the perspective of scientific literature. Also, per-
spectives to consider, when choosing between face-to-
face and remote test features, are provided. Finally, con-
clusions are drawn in the last section ‘Conclusions’.

2. Methods

We performed testing mainly remotely in two separate
projects but similarly. The methods of thinking aloud,
observation, questionnaire and interview were used
for studying usability and user experience of an AR sol-
ution. Tests were managed remotely, using Teams’
videoconference (see BIMprove study (Liinasuo et al.
2022) for a detailed description of the used methods).
Testing was preliminary by nature in both studies, to
remove the most obvious usability flaws before the
actual testing with end-users. The main difference
between the tests is in the nature of the object of the test-
ing. In the ESA study (Helin et al. 2021), instructions to
be presented to astronauts in space, shown in augmen-
ted reality, were tested. The instructions on how to pro-
ceed with different tasks in space were delivered to the
test participant (‘astronaut’) using AR, so no oral
instructions were needed to guide in proceeding with
the testing. The user interacted with the system with
voice commands and gestures. In the BIMprove study
(Liinasuo et al. 2022), the digital twin of an imagery
building information model (BIM), shown in AR, was
tested, to be used by various professionals in the con-
struction phase. The testing session consisted of separ-
ate tasks to conduct with the building model in
augmented reality. The user interacted with the system
with gestures.

The term ‘technical expert’, used in the ESA study
(Helin et al. 2021), is here replaced with ‘test instructor’,
because it includes both the technical support during
the testing session, realised in both studies and the gui-
dance in the testing session and expert involvement in
the post-test interview, the two latter activities of BIM-
prove study only.

2.1. Test participants

There were two test participants in the ESA test and four
in the BIMprove test. In ESA, the test participants were
ESA experts, and one of them was familiar with the
application beforehand. In BIMprove, the test partici-
pants were researchers from various fields. One had
supported the development of the AR application

without seeing it and was highly familiar with the
HMD (head-mounted display) device; one was not fam-
iliar with the application but highly familiar with the
HMD device; and other participants were not familiar
with the application nor with the HMD device.

2.2. Test organisers

In addition to the test participants, also other roles
were needed in the test. They are coined here as test
organisers. The test leader dictated when and how
to proceed in the testing session and conducted the
test interview. The role of the test instructor was to
act as technical support, aiding the test participant
in using the AR system and, additionally in the BIM-
prove test, informing the test participant about the
next task. The test assistant wrote down the test par-
ticipant’s verbal expressions during the testing ses-
sion (thinking aloud) and the responses to interview
questions.

2.3. Proceeding with the test

Testing proceeded similarly in both tests. The only
difference is in the detail in which test is executed,
explained in the list below (in point 4). The test was
performed separately for each participant. The
whole testing session (points 2–5 in the following
list) was audible and visible also to the test organisers
not physically present in the test room (the test leader
and the test assistant), through a videoconference. In
the following, the test is described in more detail
(Figure 1).

1. Before the test, we sent a usability questionnaire
(System Usability Scale, SUS) to the test participants
by e-mail.

2. The actual test session starts. The test leader intro-
duces the agenda, test goals and methods to the
test participant in the test room, utilising videocon-
ference. The test assistant is also present in the video-
conference but with a muted microphone. The test
instructor is physically present with the test partici-
pant in the test room.

3. The test leader shows a video about how to use the
AR application through a video conference. The
test assistant is also present in the video conference
with a muted microphone. Being located in the
same room as the test participant, also the test
instructor hears the proceeding of the instruction
but has no role at this point.

4. The test is executed. The test participant expresses
verbally his/her intentions, decisions,
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contemplations and experiences during the testing of
the system as instructed by the test leader in point 2
(the think-aloud method). The behaviour of the test
participant is mediated by a video conference to the
test leader and the test assistant. The task of leading
the test is divided between the test leader and the test
instructor. The test leader prompts the test partici-
pant to think aloud when it seems to be that thinking
aloud is forgotten. The test instructor helps the par-
ticipant in using the AR system when needed. The
test assistant observes the test and writes down the
test participant’s verbal expressions and makes
notes about his/her behaviour. Difference between
ESA and BIMprove studies:
. In ESA (Helin et al. 2021), the AR system pro-

vides instructions on how to proceed with the
test.

. In BIMprove (Liinasuo et al. 2022), the test
instructor, physically present in the same room
with the test participant, informs the test partici-
pant about the next task with the AR application,
one task at a time.

5. The test participant fills in the usability question-
naire (SUS) after the test.

6. The test leader interviews about the usability and
user experience of AR applications using a video
conference. The test assistant, also present online,
writes the responses down and asks additional ques-

tions as needed. The test instructor, hearing the
interview, clarifies technical matters related to the
interview questions and answers when needed.

3. Appropriateness of research methods

The appropriateness of methods is assessed by

. the number and quality of results, especially when
applying a mixed-method approach as in the present
paper (e.g. Abowitz and Michael Toole 2010),

. the ease of using (test organiser) the methods
(Moody 2003) and, correspondingly, the understand-
ing (test participant) on how to perform in the test
and

. test atmosphere, i.e. user experience in the specific
context of testing (e.g. Allam, Razak Che Hussin,
and Mohamed Dahlan 2013) of the testing event.

The number and quality of results reflect the validity
and effectiveness of the methodology. This is the most
important criterion for evaluating the appropriateness
of the methods used. The ease of using the method is
important for test organisers as with easy-to-use
methods the results can be pursued without focusing
on how to use the chosen methodology. For the test par-
ticipant, it is important that the method is understand-
able in such a way that it is easy to learn what kind of

Figure 1. The roles participating in the testing are indicated on the left and the test phase is written upmost in each column. Green
means presence in the test facilities, pertaining practically to the test participant and the test instructor only, blue means telepresence
(videoconference), valid for the test leader and the test assistant throughout the testing and grey means that the location is indifferent
from the perspective of the test methodology, of the test preparation and whenever the role has no task in the phase in question. Key
roles in each phase, from the research perspective, are indicated with an outline (yellow).
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performance is expected in the test. Test atmosphere is
important to test participants especially when the test-
ing aims to elicit expressions without a predefined for-
mat; an awkward situation hardly tempts positive
spontaneous expressions. For test organisers, a positive
atmosphere is a benefit but not a necessity; instead, test
organisers are the ones who can and should affect the
test atmosphere positively. Test atmosphere is here
included also because it can be assumed that remote
testing brings about a different atmosphere than a test
in which all parties are physically present.

For the number and quality of results, see the related
publications (Helin et al. 2021), (Liinasuo et al. 2022). In
both tests, a lot of relevant and interesting results were
obtained, supporting the further development of AR
solutions. The choice of methods was successful from
that perspective. The ease of using the methods is
known of test personnel and the understanding of the
methods is assumed, based on test participants’ behav-
iour during the test situation. Test atmosphere is evalu-
ated based on the test personnel’s, i.e. authors,
experiences and the ease with which test participants
appeared to express themselves during the test. In the
following, method appropriateness is described from
the two latter perspectives (ease of use/understanding
the methods and atmosphere).

The use of an existing questionnaire (SUS) was easy
for the test organisers. The SUS questions are brief
and simple and are designed to be responded to without
further advice, so the location for filling in has no effect
on results or the ease of understanding what to do. Fur-
thermore, the filling in the questionnaire is always done
in solitude, so the exact location in which it is performed
is not important, as long as the tools are appropriate
(e.g. if a laptop is used, there needs to be space and elec-
tricity to use it, etc.). The way the questionnaire is trans-
ferred to the test participant and after filling in, to the
test leader, hardly affects test results either; the sending
and receiving material by e-mail is easy. The remote
location of receiving, filling in and sending the question-
naire may make the situation appear distant from the
perspective of the test participant. However, this process
is rapid and hardly affects the testing atmosphere.

The introduction to the test was conducted by a
videoconference. Brief instructions were shown in a
pre-recorded video, showing what kind of virtual
objects there are in augmented reality and how they
can be controlled. The test participants could ask ques-
tions in a similar way as in a face-to-face event; there is
no reason to assume that the understanding of instruc-
tions or the test results would have been different if the
information were provided in the same location where
the test participant was. The use of a video for training

is easy for the test leader and it ensures that the instruc-
tions are similar and provided with the same care to all
test participants. Perhaps the situation would have been
more pleasant if all parties having a role in the event had
been physically present in the same location, but as the
introduction and training took together only about
15 min, it probably did not have any significant effect
on the atmosphere.

In the actual test, technical support was provided by a
person physically present but the lead of the test, urging
the participant to think aloud, contributed to the test
through video conferencing. The test assistant also
could see the behaviour of the test participant and
hear the participant’s verbal expressions utilising the
video conference. The ease of guiding these tasks was
not affected by the difference in the physical location.
The experience was a bit less intensive for the remote
test organisers, but it did not seem to affect the ease of
using the testing methods.

It seemed to be highly necessary to have the test
instructor providing technical support next to the
test participant; it would have been impossible to pro-
vide the same, strong support remotely as was con-
ducted physically present. Support was needed in the
gesture-based control of HoloLens. It was hard for an
inexperienced test subject to know what kind of ges-
tures to be performed in various situations and what
the correct physical gesture looks like in augmented
reality. When the test instructor was physically close
to the test participant, HoloLens caught the gestures
of the test instructor as if the gestures were performed
by the test participant. In this situation, the test partici-
pant was able to both check what the gesture looks like
in the real world and by looking through the head-
mounted display, to see how it appears in augmented
reality. Thus, the test instructor could help by showing
the correct gesture in the specific control situation –
what type of gesture, how fast to move, how far to
stretch – to perform the required control action.
When the test participant cannot proceed with testing
due to insufficient knowledge of what to do, the test
can be permanently interrupted. Based on this, the
physical presence of the test instructor can be claimed
as having been vital for this testing. The test participant
may also feel the physical presence of the test instruc-
tor is more supportive than a remote presence. The
task of supporting someone in AR is more demanding
than performing it in VR. AR is not shared with other
people, so to know the situation of the test participant
in augmented reality, the test instructor needs to be
able to conclude the situation and perhaps also the
location of the test participant by his/her verbal
description only.

BEHAVIOUR & INFORMATION TECHNOLOGY 5



The repeated request to think aloud, instead, can
probably be uttered next to the test participant or remo-
tely without difference in results, ease of use, under-
standing of what to do and test atmosphere. In a test
with AR involved, the test participant is absorbed in
the augmented world with holograms (virtual objects)
and the urges and questions from the test leader are
received from the ‘outside world’ anyway. The exact
physical location of the test leader was probably some-
what indifferent to the test participant during the testing
session. The test participants were rich and appeared
spontaneous in their verbal expressions, indicating
that the atmosphere was pleasant enough, resulting in
responses that were sincere and extensive and showed
the way to improve the tested applications.

Interviewing remotely was easy and even if the
remote setting may add emotional distance between
the interviewer and the interviewee, it hardly affected
the quality or number of responses. The test leader
shared the display with the interview structure through
video conference and wrote down the keywords of the
test participant’s response, showing the written-down
responses for the general-level questions also to the
test participant. This is how both key parties, the test
leader and the test participant, shared the key infor-
mation of the situation and it was verified that the
main content of the response was understood correctly.
It probably added the trustworthiness of the situation as
experienced by the test participant as in this case, the
participant got immediate feedback on how the
response was understood and recorded. This kind of
sharing is easy to conduct in a video conference but hap-
pens rarely in a face-to-face interview as conceived by
the authors of this paper. In hindsight, the shared writ-
ing of the responses could have been extended to all
questions. Thus, the remote location of the test leader
was possibly beneficial in this respect.

The test instructor was also needed in the interview.
In this study, the test instructor was also the developer
of the AR solution, whereas the test leader was a pro-
fessional human factors expert. This being the case,
technical questions could be answered and false
assumptions corrected in the interview immediately by
the test instructor. This made the interview more dis-
cussion-like, probably making the interview more
motivating to the test participant and enabling the elici-
tation of more ideas as test responses.

The task of writing down interview answers, the task of
the test assistant in this study, requires constant concen-
tration on hearing and understanding what is being said
so the location of the test assistant is indifferent from
the perspective of the successfulness of performing that
task, as long as the interview answers are clearly audible.

4. Discussion

4.1. Our results and the related literature

In this paper, we contemplate the efficiency of remote
testing vs testing with a physical presence, based on
the results and experiences of our AR-related studies
described in this paper. We classify the testing as remote
in these studies as the test lead was physically separated
from the test participant. The setting can also be called
remote moderated (Giroux et al. 2021) or human-mod-
erated remote user testing (Vasalou et al. 2004) as irre-
spective of physical separation, the test lead and the test
participant communicated directly during the test.
However, as the test instructor co-located with the test
participant, the setting can also be coined as a hybrid.
Next, the effect of the location – remote or face-to-
face – is contemplated, method by method.

Questionnaire-related activities – sending/receiving,
filling in, sending back – are not location sensitive.
The more complex the questionnaire, however, the
possibility to intervene may become more relevant, for
instance, with filling-in related issues.

When testing the AR solution, the location of the test
leader and the test assistant appeared relatively indiffer-
ent but technical support was needed, provided by the
physically present test instructor, for using the AR sys-
tem. Obviously, assistance is needed when complex
devices are used in testing without thorough training
or experience beforehand. Furthermore, the technol-
ogy-clarifying comments of the test instructor facilitated
the interview, ensuring that incorrect assumptions were
rectified and unclear matters clarified. This way the
interview provided information also to the test partici-
pant, making the situation probably more meaningful
to him/her as well. Perhaps the presence of the test
instructor also provided the needed human closeness.
Also, the sharing of the main interview results in a
videoconference possibly added to the trustworthiness
of the test for the test participant.

All in all, a hybrid test setting was proved appropriate
in these studies, key elements being the physical pres-
ence of the test instructor providing technical support
during the test, the relative indifference of physical
location of other testing organisers and the possibility
to share main results during the interview through
videoconference.

On usability testing, already in 1994 Hammontree,
Weiler, and Nayak (1994) suggested technology, which
enables remote testing. Since then, supporting means
such as protocols (e.g. Vasalou et al. 2004), accessibility
(e.g. Oncins 2021) and tools (Giroux et al. 2021;
Thompson, Rozanski, and Haake 2004; Chen and
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Zhang 2015, April) for remote testing have been con-
templated and tested. Due to COVID, remote user test-
ing has become even more common. As methodological
tools are being continuously developed and because the
benefits of remote testing have become more familiar to
researchers, it is possible that remote and hybrid testing
will become even more common, also after COVID. In
the literature, hybrid testing is referred to in rather com-
plex test settings (e.g. Vasseur et al. 2021a; Reinhorn
et al. 2004). Seems to be that the concept is not used
in cognitive ergonomics, even if that kind of testing
would have been conducted. Perhaps hybrid tests are
categorised as belonging to remote testing, such as
when performing consumer testing close to the consu-
mer (Dinnella et al. 2022). It can also be that such
studies are seldom performed or published.

There is no general advantage of one setting over
another (McCrum and William 2016) so researchers
need to be able to make informed decisions among
the possible options. Based on the literature, the suc-
cessfulness of different test settings seems to be mainly
evaluated by the number and quality of results as well

as the time the testing requires (e.g. Andreasen et al.
2007; Abowitz and Michael Toole 2010; Sauer et al.
2019; Johnson, Scheitle, and Ecklund 2019) although
some more qualitative perspectives, such as the peace
in responding to questionnaire questions outside lab-
oratory (Andreasen et al. 2007), are mentioned. Our
paper provides a broader perspective.

4.2. Relevant perspectives for choosing an
appropriate test setting

Our approach can be even broadened to perspectives
that assist in deciding the setting for some specific
study. Basic assumptions, not handled here, are that
the research is planned professionally: it is expected
that the research question is meaningful, the research
method is valid for its purpose and the test setting is
ethical. Our perspectives are partly overlapping but
still present important matters to contemplate separ-
ately. In the following, the perspectives are briefly pre-
sented (Table 1).

The possibility to gain extensive results with good
quality is the most important criterion for choosing
the face-to-face or remote setting. It is probably hard
to evaluate, however, without focusing on factors con-
tributing to reaching the results, explained in the
following.

The methodology should be usable. Firstly, from the
perspective of test organisers, the method(s) to be used
in testing should exist in the intended setting (face-to-
face or remote); this cannot be taken for granted (e.g.
Geddes et al. 2020; Sando, Medina, and Whalen 2021).
Secondly, the method(s) should also be used in the set-
ting in question; for instance, video recording does not
always provide as accurate an image as needed. From
the perspective of the test participant, the counterpart
for the method is the resulting testing procedure; the
procedure should be easy to understand and follow so
that test can proceed fluently.

It is also possible that some method brings results
answering better the research question(s) in some
specific setting (face-to-face or remote). This is an
aspect relevant to test organisers. From the perspective
of the test participant, a positive experience may be
stronger with some specific method setting, adding,
for example, the pleasantness or interest in the test.

Sometimes software or some other artefact is needed
in testing. It can be an artefact, elementary for the test,
such as a head-mounted display in a test related to aug-
mented reality or a supporting artefact needed in some
specific setting, like video conferencing with good con-
nections is needed as an artefact for interviewing in
remote settings. Test supervision can be performed, at

Table 1. Tentative perspectives for choosing between a face-to-
face and a remote test setting

TEST LEADER and other
test organisers TEST PARTICIPANT

RESULTS Are the expected
number and/or the
quality of results
reachable in the face-
to-face/remote
setting?

N/A

METHODOLOGY
USABILITY

Is the method usable
when applied in the
face-to-face/remote
setting?

Is testing procedure
understandable so
the test can proceed
fluently in the face-
to-face/remote
setting?

METHODOLOGY
BENEFITS

Are there result-related
benefits if the test is
conducted face-to-
face/remotely?

Are there participant-
related benefits
(pleasantness,
interestingness…) if
the test is conducted
face-to-face/
remotely?

ARTEFACT
(SOFTWARE, HMD,
OR OTHER PHYSICAL
TESTING ITEM)

Is an artefact needed,
to be used by the test
leader, and are there
limitations when
used face-to-face/
remotely?

Is an artefact needed,
to be used by test
participants, and is it
highly useful when
used face-to-face/
remotely?

TEST LOCATION Is it beneficial to have
the test face-to-face/
remotely for
methodological or
result-related
purposes?

It is beneficial to have
the test face-to-face/
remotely for comfort-
related reasons?

TEST ATMOSPHERE Is the test leading
comfortable enough
to manage face-to-
face/remotely?

Does mood remain
positive during
testing when
conducted face-to-
face/remotely?
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least in some cases, equally well both face-to-face and
remotely (Dinnella et al. 2022; Holland et al. 2020).
Additional artefact(s), if needed, should be available
and usable for test organisers. If the test participant
should use some artefact (e.g. see Dinnella et al. 2022),
it also should be available and highly usable.

Some specific test locations may be preferred for
methodological or other purposes (the viewpoint of
test organisers) or comfort-related reasons (a matter
affecting test participants). For instance, the study of
human-robot interaction requires that the test partici-
pants are in the same location as the robot, enabling
physical proximity (Gittens 2021).

Finally, the perspective of the test atmosphere is
included as the positive mood of the test participant
has value as such. It is not ethical to cause discomfort
to test participants and participants’ discomfort may
also bias test results (see, e.g. Vasseur et al. 2021b). A
positive atmosphere is affected not only by the attitude
– respect and positivity – the test leader shows towards
the test participant but also, say, by the visibility (facial)
feedback provided by the test leader during testing
(Andreasen et al. 2007). Thus, the physical presence or
absence in the testing event affects the test atmosphere
from the test participant’s perspective. However, when
contemplating the factors affecting the atmosphere for
the part of the test participant, not only the test organ-
iser location but also other things matter, such as how
interesting or demanding the test participant perceives
the test and the used methodology. Furthermore, from
the test organiser perspective, test atmosphere, i.e. the
level of comfort, may highly depend on the ease of
using the test methods as a whole, the physical location
being only one aspect of it. Hence, the test atmosphere is
not an independent factor but is entangled with other
perspectives and the subject of the test as well.

5. Conclusions

The combination of face-to-face and remote test settings
proved to be successful for our AR-related studies
(Helin et al. 2021; Liinasuo et al. 2022). The importance
of having a technical expert physically present and in an
active role, when demanding technology is used in test-
ing, was identified. The location of other test organisers,
remote or in physical proximity, did not appear as
important in our case. Videoconferencing provided
valuable means to share the main interview results
immediately online.

The choice among different test settings can be sup-
ported by contemplating the possibilities from several
perspectives. A suggestion for the perspectives is pre-
sented in this paper, emphasising the roles of both the

test leader and test participant. Cognitive-ergonomics-
based literature seems to emphasise only the existence
of remote and face-to-face settings. Our results show
that a more fine-tuned, hybrid approach can be fruitful
when designing a test.

The results would have been more convincing if a
comparison test had been conducted, for instance,
with a completely remote or complete onsite setting.
Also, the appropriateness of the methods should be sys-
tematically assessed using feedback from all stake-
holders instead of partly concluding it afterwards, as
was performed in this study. This kind of study remains
to be done in the future.
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