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Accurate prediction of severe weather events isyaMet Office goal. As cyclonic systems are resggador the
vast majority of these events, accurate cyclondigtien is also high priority. Although huge strideave been made in
numerical weather prediction (NWP) in recent yeaysjonic systems continue to pose problems foremnoal models.
Three ‘exceptional’ depressions in the Christmasope of 1997 and 1999, and another in early Deezrb99 were
all poorly forecast by most of the world’s operaabmodels, indicating that there is plenty of sémr improvement.

The rationale for constructing a cyclone databasev{ously called the ‘Frontal Wave Database’) ésatibed in
detail in Hewson (1998b). The main motivation wae identification and representation of systemaiiciel biases in
new formats which, from most practical perspectivepresent a notable improvement on more traditiom.s. error-
based statistics. Several other possible uses désen in the intervening period; these are detadlethe end of this
report.

Evidently improved knowledge of cyclone forecasarmtteristics will be valuable not only to the NW&mmunity,
but also to forecasting, in part because operdtiomreatice now involves using ‘Field Modificatiosbftware to prepare
forecast charts (Carroll, 1997), which can be usezbrrect for known biases.

The purpose of this report is to describe changebé project since Hewson (1998b) (section 1dputline the
processing stages used to update the databas®risé@), to describe database structure andHestcurrent set of
stored diagnostics (section 2), to pinpoint majabtems encountered during the project (sectiomi),indeed overall
to provide sufficient information for interestedrfi@s to comprehend what the database includeshandit can be
utilised. Figures from a limited initial analysittbe data are presented in section 4, followeddnclusions (section 5)
and proposals describing the possible areas farduwork (section 6). A future update of this repeill include an
expanded section 4.

1. Database Generation

1.1 Changes in Specification

Hewson (1998b) outlined a number of options fombate generation, with regard to domain, horizaesdlution,
forecast type and computer platforms. We abanddmeglan to work initially on the VAX/DISP platforisome time
ago. Similarly, instead of using January and Felyrd®97 as a test period, we favoured using a mmore recent
model formulation, and have been archiving relevaaotlel data in real time since January 2000. Aexthiforecasts go
as far as the model runs, to T+144, and not T+48riginally proposed. The thinking was that anytsygatic errors
implicit in the model formulation would grow witlmtegration time, and thus should be easier to ifyeat longer lead
times. One slight disadvantage of this is that bseaf space and time constraints a higher tempesalution at short
lead times has been lost, archived model data delrAgpurly, and database data currently 24-hourly.

A number of technical changes have been made kieason (1998b):

(i) Barotropic lows

Initially the database definition had included ofigntal waves and potential waves (Table 1 andifeid). A new,
third type of cyclonic feature, which we call theafotropic low’, has now been incorporated. This wa capture
apparently significant cyclonic features which wéeeing missed by the frontal wave and potential evdgfinitions.
Such lows are generally one of two types. Eitheytare cyclones not associated with a low leveintlaé gradient in
their incipient stages (quite rare, but correspdondbie new type ‘C’ cyclone described in Deves2®0Q) and Deveson
et al (2001)), or, more commonly, they have evolwauaring their life-cycle, from having a baroclingtructure to
having a barotropic structure. In the latter caselife-cycle will often undergo the following trsitions:



Potential (frontal) Wave — Frontal Wave — Barotropic Low

However note that occasional transitions from righeft in this sequence are also seen, partiguleom frontal wave
back to potential wave.

Barotropic lows are identified with the same methlody that we use to pinpoint the tips of potentiaves and
frontal waves (see Hewson (1997 and 1998a)), thassing pre-defined locating and masking diagnssfihie new
diagnostics for barotropic lows are detailed in[€ah essentially we pick out barotropic lows a thtersection points
of zero contours of two orthogonal grid-relativéd0fthb geopotential height gradient (or equivaleptlyssure gradient)
components (locating equations BL1 and BL2). Theskimg diagnostics BM1 and BM2 are required because
intersection points occur also in high centres eold. BM2 represents the product of two secondveévies of the
height field, which are respectively computed patatlo and perpendicular to the mean pressure gnadaxis
orientation in the vicinity (see Hewson(1998a) #odistinction between mean axes and mean vectdhg).main
distinguishing feature of a col is that the fielthatures in such suitably selected orthogonalktimas are of opposite
sign. In highs and lows they will be of the sangnsiThus mask BM2 can accurately remove all cohtsoiHighs are
then removed using the other masking quantity (BMtbich is proportional to geostrophic relative veity. Filtering
applied to this field ensures we don't identify dnmaultiple weak centres in areas of generally slpessure gradient.
Trial and error enabled the BM1 threshold to bet@ein appropriate value.

(i) Modifications to defining equations

The equation sets defining both frontal waves awtémtial waves have been extended slightly beybodet given in
Hewson (1998b). The full new set, for all cyclogeds, is given in Table 1. There are three key ghanFirstly an
additional mask (WM3 and PM3), based on the cromstfrate of change of theta gradient (as opposéketa-w), has
been added to try to ensure that by using thet@agndstics to identify fronts we are not occasibnpist picking up
marked humidity discontinuities, and similarly ty flso to exclude most ‘warm conveyor belt fronisee Hewson
(1998a)) from the analysis. Secondly, another @mpask (WM4 and PM4) was added to help reduce ritiégration
of waves in the middle of anticyclonic regions (bally observed around the Mediterranean), whess:front
geostrophic winds occasionally exhibited slightifpes vorticity, sometimes because of orographituiences, despite
the fact that overall the relative vorticity wasgatve. The third change is in the threshold valsed for mask PM6,
the vorticity of the cross-front geostrophic win@riginally the intention had been to capture eveonceivable
potential wave, from the very earliest stages, édyirgy this threshold to zero. However in practice proliferation of
potential waves became overwhelming, and a morgnmatic approach was adopted, which entailed inorgathe
threshold until we retained only potential wavesalhvisibly had a clear link with some weaknesshe background
pressure pattern (which relates directly to lowelegeostrophic wind). Thus, as with most of the#hold values, some
subjectivity is involved. This is a necessary step.

(ii) Clustering

When the locating contours for a particular typefezture arenearly paralle] several separate but closely-spaced
intersection points can occur in one line. If reyerged as separate cyclonic features, these weudd dubious validity,
given that the minimum number of gridlengths reedjr mathematically, to represent one cyclonic feaflie. a
wavelength of a simple sine wave) is 4. On the G grid 4 wavelengths total about 240km — so thelehaould not
be expected to pick up waves with a separationlenthian this. Indeed the true threshold for reabtsrepresentation
is probably higher. A simple ‘clustering’ algorithaddresses this problem. Beginning with a screempdof the
isolated contour intersection pixels, we comput2-2 matrix containing separations for every possipixel pair
combination. Then for the pair with the smallegiesation we delete both pixels, but introduce a pewl half way
between. Relevant elements of the matrix are thesomputed, before again finding the smallest sgjmar, and again
combining those next two pixels into one at theid moint. This procedure continues until the minimgeparation
found exceeds a pre-defined threshold value. This heen set to 300km, to correspond to just ovenodlel
gridlengths. The impact this algorithm has on agiisting ‘line’ of wave/low pixels, is to re-orgee them into points
having a spacing typically just over 300km.
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Table 1 Defining equations for different cyclone types.
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Figure 1. Standard and weak warm and cold objective fronts are shored asd blue lines, derived using the surface ‘gptl ht. abmgraphy = 1km’. Black contours show mslp
at 4mb intervals. Each spot type represents a different fypelonic feature, as labelled. The five types were plotted acaptdithehierarchy(a),(b),(c),(d),(e), which means that
a ‘co-location mask’, applied after plotting each type, preclidigification of any other cyclonic feature later in the lighim a 300km radius. Similarly, any two features of the
same type closer than 300km initially will generally hagerbcombined into one, located halfway between. Less relianakldie placed on any features over high topography
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(iv) Hierarchies and co-location masking

Because the equation sets for the different cyclone types amsunaally exclusive, another problem similar to that
addressed in (iii) is introduced: different types can be catéml. This necessitated introduction both of a plotting
hierarchy, and of ‘co-location masking’. The 5 different catiegoof cyclonic disturbance have been assigned to the
following hierarchy order (note that Table 1 lists the thoéds that distinguish ‘standard’ waves from ‘weak’ waves

(a) standard frontal waves
(b) ‘barotropic’ lows

(c) standard potential waves
(d) weak frontal waves

(e) weak potential waves

In practice any feature higher up the list takes priorityat\this means, practically, is that we first identify typg (
standard frontal waves, at contour intersection points &ppdly the clustering algorithm described in (ii)). Then we
identify type (b), barotropic lows, and apply clusteriiie wave co-location masking then deletes all the barotropic
lows lying within a 300km radius of any of the prestuidentified standard frontal waves (type (a)). Nexticentify
type (c), the standard potential waves, and apply clugtebit subsequently also delete all of those that lieinvih
300km radius of any remaining type (b) or type (a) featukad.so the process continues. In this way no two cycloni
disturbances identified on one time frame should ever berctbsn about 300km. The co-location masking thus
prevents ‘double counting’. Hewson (1998) had suggekbtadiiagnostic(s) could be used to perform the masking —
practice that approach proved less robust. Figure 1 showisehey€lone types, during a stormy spell over the UK.

(v) Filtering

Noise in basic variable input fields is removed using a leinip2-1 filter, applied 10 times. Such a filter had been
recommended as suitable for most purposes (Mike Pedder, JGRdiskling, personal communication). In tests
applying the filter 10 times gave the optimum compromiseéxh removing as many of the apparently spurious waves
and potential waves as possible — which were often tietbggraphic features, whilst at the same time retaining the vast
majority of those waves which had coherent dynamical stestand which forecasters would, subjectively, have
interpreted as significant perturbations. A cusp had been evinemiots of ‘number of waves’ versus ‘filtering
frequency f', at a value=fLO. No filtering is applied to the diagnostics themseleag; the input variables.

(vi) Geostrophic rate of Occlusion

The equation for the geostrophic rate of occlusygn,given in Hewson (1998b), has been revised to:

VG =%i%SIGN[i g (éxIZ) (\/GSi . (f; % |2))

i=1 !

This new form allows also for computation arourdrag’ of n points which are approximately, but retactly,
equidistant from the central point. The radius oegtrepresents a displacement from the central poittootine point
in the ring, whilstSis the cross-front unit vector, pointing towardsdcair (see also Fig A4.1 in Hewson (1998h)).

This diagnostic is of particular importance becatisetermines whether a wave is a cold front wawva warm front
wave, as indicated in Table 2 (updated from Hew@898b)).

Warm Front Wave Cold Front Wave |
Potential (Frontal) Wave Geostrophic thermal advection dt Geostrophic thermal advection at
wave tip is positive wave tip is negative
Frontal Wave Geostrophic rate of occlusion, at|aGeostrophic rate of occlusion, af a
radius £200km, is negative radius £200km, is positive

Table 2 Wave type identification methods



(1) Unix (cron) script calls

latest GM forecast

COSMOS JCL job to extract NG . (2) Fortran program on HP C360 workstation generates

Output: Basic variable pp-
format file.

~60 diagnostics. CPU time ~10 mins.
-Some diagnostics required for wave and low identification.
-Other diagnostics required for inclusion in database.

Output: Diagnostics in pp-format file

(3) Pv-wave program locates

waves and lows as points in 2D
space. Run time ~50mins.

Output: Animation file (fli
format) showing objective
fronts, mslp, waves and lows.

N

(4) Same PV-Wave program extracts diagnostic
values for each wave/low, reformats, and writes
database output. Each row is a wave or low, each
column a diagnostic or other attribute (eg time).
Run time ~20 mins.

y

Output: Single-forecast database file (simple ASCII

format), log file

(5) Script concatenates new
database data, minus header
info, onto end of pre-existing full
database file.

Output: Updated database file
(ASCII)

y X

(6) Numerous potential uses:
Currently analysing data interactively
using SPSS stats package, focussing
on systematic error identification.

Figure 2. Stages in database construction.




1.2 Data Processing

The flow chart in Figure 2 shows how the cyclontabase is updated with new data. Bold text showsdtifitware
types in use at each stage. Run times are givan approximate guide, and relate only to the ctipesgram
structure, with the areas, levels and times asritbestbelow. To process data covering the wholeglwould take
much longer.

Below we elaborate on processing currently perfarateeach stage:

(1) Data is extracted (by interpolation) onto an edleintof the old LAM area, with its rotated pole/lang grid (as
shown, for example, in Figure 1). The rotated gridpoint separation is 0.4425 degree$0km) in both latitude

and longitude. All the basic variablesu, v, T, RH and»o are downloaded, on all model levels, at 12 hotarirals
from T+0 to T+144, for the 00Z GM forecast only.

(2) The Fortran diagnostics program first interpoldtesmodel level data onto 100hPa interval predeweds, from
1000hPa to 100hPa. Then wind vector component pegrse-projected to be relative to the rotated.dyiext the
filtering is applied, as described above in secfidi{v). Finally the required diagnostics are cotaegirom the
filtered data, mostly using simple finite differémg. Panagi and Dicks (1997) give an overview ef diegnostics
suite utilised; additional variables developedtfos project are documented here, in Hewson (19998a, 1998b)
and in Renfrew et al (1997).

(3) A 5000 line PV-Wave program processes, graphicatigach forecast lead time, those diagnosticsrestjtor the
identification of each wave type. The primary fuons used are contouring and colour-filling, ascdiégd in
Hewson (1998a). For identification of waves anceptill waves the level used is the ‘geopotentiatiteabove
orography =1km'’ surface. The PV-Wave program intéafes diagnostics from pressure levels onto thitase
before plotting proceeds. The program also perfaheslustering and co-location masking descrildeal/a in
sections 1.1(iii) and 1.1(iv).

(4) The PV-Wave program is designed to extract andututiagnostic and other data, from the GM outget fi
produced at stage (2), in about 4 different ways:

(a) peripheral data, such as date and lead time, tagenfile headers or hardwired in

(b) diagnostic data extracted the wave/low locations, from the appropriate puessevel(s) in the current
file, or in a corresponding ‘land surface’ file (imigy used for SSTs).

(c) diagnostic data extractedoundthe wave/low locations, by searching within préiued radii of 300km
or 600km, for a maximum or minimum value. Implicitthe search is the idea that it one a#tnibuteor
link such a value to the cyclonic feature in questidns Type of diagnostic was not incorporated in
Hewson (1998). The need arose from the desirevistigate, for example, the wind speed maxima that
are typically found around intense cyclones. Moshsdiagnostics are accompanied by supporting salue
to inform the database user of the location, netettd the cyclonic disturbance, of the extrema.

(d) diagnostic values that have to feeomputedrom the input diagnostics, making some assumpt(tmese
are highlighted in bold in the database variabéetaand due to complexity and time constraintsnate
currently operational).

(5) All the cyclone database files - that is the sriwale-forecast’ files, as well as the complete dasab- are written
with the same simple spreadsheet structure, deschblow in section 2.1.

(6) Results from initial analysis of about one yeartwtiv of data are presented in section 4.

2. Database Content

2.1 Structure

The database has been structured in a conven@npact ASCIl spreadsheet format, to ease crostopiatransfer,
and minimise space requirements.

Each row (except the first) corresponds to a cyclafisturbance, and each item in the row an atieibe.g.
diagnostic) for that disturbance. The data is cordelanited, missing values being indicated by thBIMntry 99999,
except for model omega values (beyond T+48) forctvithe MDI is -2147483648.



The first row in the database contains comma-d#ditnicharacter string column headings, each no ri@e 8
characters in length, which describe the variatiiescolumns represent. These are listed in thebdatavariable table
(Table 3).

Each variable has a numeric, character or datedior@haracter variables are of a pre-defined le(iytio 8) that is
specific to a column. All numeric variables havemeonverted to integer form, by multiplicationQifunit values by a
scaling factor suitable for representing charastiervalue ranges, typically, with 3 digit precisio

2.2 Variables

Table 3 lists all the diagnostics currently builta the database, giving, for each, the column inga¢ariable name,
information on any changes incorporated since Haw&898b), variable type, units information and ithesrse scaling
factor, and finally an indication of current statteyether with estimates of work required andnisidevels for the few
variables for which only MDIs are currently stored.

2.3 Data Coverage

For various technical reasons some data is migsimg the database. Table 4 shows which of the OBZf@ecasts
have been missed, and why.

2.4 Statistics and Hints for Data Reduction

The current cyclone database contains about 100i@¥of data, and occupies about 60Mbytes. Tdkides about
300 days worth of 00Z GM forecast runs, with dataZahour intervals from T+0 through to T+144. Togdly about 60
cyclonic disturbances are identified on each timaenk, which corresponds, on average, to just overfar every other
10° x 10 lat/long box. Running through stages (2) to (5)fignre 2 for all 300 forecasts took about 10 dassole
user on one HP C360 workstation. Input data, whiati been archived in real time on optical diskthesoutput of
stage 1, was downloaded, typically, in 2 montrckdo 2 months corresponds to about 12 Gbytes ot idiata.

Common problems encountered when analysing lartgbdses with, say, a statistical package, are ailily to
load the data and slow processing of queries aot rglquests. There are a number of ways to circamsach
problems, which mainly involve data reduction; by by column, or by both:

Rows Studies of limited periods — say for a particulaonth — can be conducted by concatenating togétimer
forecast’ files, using the unix command ‘tail +&’remove superfluous header information from atlthe first file.
Columns For studies of particular aspects of cyclonecstme columns can be removed using the versatibe ‘ont’
command, with the comma delimiter defined.

Standard statistical package facilities can alsloce the database size.



Var| Column |Changes | Standard Description Var | Units, Scaling |Current
No.| Heading since Symbol Type |or type of : Factor | Status
previous character (éotmlé'“ri'y (/ﬁriOFZH't'\"vL
= i . ata (0] Ime est ~
(—r:’:;éég"e report ? variable 1 give quoted|  Month
units) Week, Day)
1 Model No - Version of Met Office Unified Model | C*2 | te.g. G1 - O
2 Region was C*2 - Region used in frontal wave analysis C*3 | Te.g. LAl - O
3 Resoln No - Typical horizontal resolution of input dataN Km 1 U
4 | Projwind No - Projection information for interpreting C*6 te.g. - O
vector and other X' and 'y' components ELL-TP
5 AnDate No DT Date of analysis D |dd/mmlyy - O
6 | AnWkDay | wasC*?2 - Day of week for analysis C*3 |te.g. MON - O
7 AnTime No DT Time of analysis N Hrs 1 U
8 AcDate No VT Validating date of data D | dd/mmlyy - O
9 | AcWkDay | wasC*2 - Validating day of week of data | C*3 |fe.g. MON - O
10| AcTime No VT Validating time of data N Hrs 1 O
11| LeadTime No - Difference of forecast time from analy| N Hrs 1 O
time (total hrs)
12 Lat No ¢ Latitude of frontal wave (+=N) N Deg 0.1 O
13 Lon No A Longitude of frontal wave (+=E) N Deg 0.1 O
14 | WavType | 'L added - Actual frontal wave, or Potential wave,C*1 [ TA, Porl| - O
or barotropic LoWsection 1.1() above)
15| WavStren | L added - Standard wave, Weak wave or | C*1 |tS,WorL - O
barotropic LOWsection 1.1(v) above)
16 | WavEr No O, e Frontal wave location err@ vewsoniee7))| N km 1 L/ W-
wavi
17 | WavFType| 'L added - Warm front wave, or Cold front wave, C*1 |[TW, CorL - O
or barotropic LOWsection 1.1(vi) above)
18 MSLP No P Mean sea level pressure N hPa 0.1 O
19 | MSLPtype No - Raw MSLP or derived from 1000mb C*1 | tR or H - O
height?
20 RVorl No J Relative Vorticity at 1km N st 10° O
21| RVorlXF No { Relative vorticity of the cross-front wind N st 10° | M/D-
. at 1km
22 | RVorlLF No { Relative vorticity of the alondront wind| N st 10° | M/D-
: at 1km
23| GRVorl No ZG Geostrophic Relative Vorticity at 1kmp N st 10° O
24 | GRVorl1XF No Vg . Relative vorticity of the cross-front | N st 10° O
X6 geostrophic wind at 1km
25 | GRVorlLF No (” Relative vorticity of the along-front | N st 10° O
© geostrophic wind at 1km
26 FX No Ny x-component of the along-front unit| N - 0.01 | H/D-
vector
27 FY No ny y-component of the along-front unit| N 0.01 | H/D-
vector
28 Te9 No T Temperature at 900mb N °C 0.1 O
29 Thw9 No Bre00 Theta-W at 900mb N °C 0.1 O




30| Thwv No a Theta-W at 700mb N °Cc 0.1 O
W700
31 Thw5s No a Theta-W at 500mb N °C 0.1 O
W500
32 Th9 No Baoo Potential Temperature at 900mb | N °Cc 0.1 0
33 Th7 No .00 Potential Temperature at 700mb | N °Cc 0.1 U
34 Th5 No Bs00 Potential Temperature at 500mb | N °Cc 0.1 U
35 [ABZGrThwW No |D 9W| Theta-W gradient in the adjacent | N °C/km 10* U
A8z baroclinic zone at 1km
36 | AFGrThw No 06 *h Along-front Theta-W gradient at 1kmj N °C/km 10* H/D
37 | Fre00Thw No Bt Value of Theta-W front locating N °C/Km® 10° O
(at 600mb) diagnostic at 600mb
38 | GThWAdV6 No -Vg * 08, | Geostrophic advection of Theta-W gt N °Cls 10° O
600mb
39 | ABZGrTh No |Dg| Theta gradient in the adjacent baroclinid\ °C/km 10* O
A8z zone at 1km
40 | AFGrTh No 08« n Along-front Theta gradient at 1km | N °C/km 10* H/D
41 | Fre00Th No widlagnoste | Value of Theta front locating diagnostic N °C/km’ 10° O
(at 600mb$ not.,) at 600mb
42 | GThAdve No -Vg « 08 |Geostrophic advection of Theta at 60gmbhl °Cls 10° O
43 u7 no |0r|19t¢_3f grid- U U Component at 700mb (WE) N m/s 0.1 O
relative
44 V7 no |0r|19t{3f grid- Vg9 V component at 700mb (SN) N m/s 0.1 O
relative
45 us no |0r|19t{3f grid- Usgp U Component at 500mb (WE) N m/s 0.1 O
relative
46 V5 no |0r|19t{3f grid Vgq V component at 500mb (SN) N m/s 0.1 O
relative
47 U3 no |0r|19t{3f grid- Usqy U Component at 300mb (WE) N m/s 0.1 O
relative
48 V3 no lor;gt?f grid- V39 V component at 300mb (SN) N m/s 0.1 O
relative
49| PV1km No - PV at 1km N PVunits  0.01 O
50 PV2ht No - Height of PV2 surface (scan down)| N dm 1 U
51 PVfold No - Whether fold exists in surface of PV=1.6*1 | Y orN - M /W
PV units
52 w9 No Wono Model Vertical velocity at 900mb N cmls 0.01 U
(to T+48)
53 w7 No W00 Model Vertical velocity at 700mb N cmls 0.01 U
(to T+48)
54 W5 No Wsoo Model Vertical velocity at 500mb N cmls 0.01 U
(to T+48)
55| Div1000 No O Vio00 Divergence at 1000mb N st 107 ]
56 | Div900 No O Vogo Divergence at 900mb N st 10" O
57 | Div800 No O Vgoo Divergence at 800mb N st 10" O
58 | Div500 No O Vego Divergence at 500mb N st 10" O
59 [ Div300 No O Vago Divergence at 300mb N st 10" O
60 | LandSea No - Whether nearest gridpoint is land or ge@*1 | tLor S - O
61| SeaGrPts No - Number of the 9 adjacent gridpoint§ N - 1 BUG
which are sea H/D
62 SST MDI used over Teea °c 0.1 0

land / ice

point (or MDI if land or >0.5 sea ice

Sea surface temperature at nearest grid\
|
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63 GrsSST Manlf,eﬂéor |DTseJ Sea surface temperature gradient| N °C/km 10* O
(or MDI if any gridpoints with land or
>0.5 sea ice required for computation)
64 | GrSSTx | Mblusedfor| a1 /gx 'X'-cpt of Sea surface temperature| N °C/km 10* O
land / ice sea . . . . .
gradient (or MDI if any gridpoints with
land or >0.5 sea ice required for
computation)
65| GrSSTy MID' usedfor | gT_ /0y "Y'-cpt of Sea surface temperature| N °C/km 10* O
and / ice . . . . .
gradient (or MDI if any gridpoints with
land or >0.5 sea ice required for
computation)
66 | AlphaMin No Qmin Critical environmental strain threshold N st 10" | M/ M+
67 | VortMeth No - Method by which vorticity values (eg} C*6 te.g. - O
vars 20-22) were calculated O1CFLG
68 UE No Ue U Cpt of the ‘environmental’ wind N m/s 0.1 | M/ M+
69 VE No Ve V Cpt of the ‘environmental’ wind N m/s 0.1 | M/ M+
70| dVEdS No 0V /0s | Rate of change of front-normal cpt of| N st 10" | M/ M+
the ‘environmental’ wind in a
front-normal dirn
71| dVEdN No dVg. /0n | Rate of change of front-normal cpt of| N st 10" | M/ M+
the ‘environmental’ wind in a
front-parallel dirn
72 RH9 No - Relative humidity w.r.t. ice at 900mHy N % 01 O
73 RH7 No - Relative humidity w.r.t. ice at 700mHy N % 01 O
74 RH5 No - Relative humidity w.r.t. ice at 500mh N % 01 O
75| WQGT7 No Waq7 Vertical velocity at 700mb attributable| N cm/s 0.01 U
g-g forcing
76 | WQGU7 No Waqu Vertical velocity at 700mb attributabte| N cm/s 0.01 U
g-g forcing above 650mb
77| WQGM7 No Wagnz Vertical velocity at 700mb attributable| N cm/s 0.01 O
g-g forcing between 850mb and 550mb
78 | WQGL7 No Wag17 Vertical velocity at 700mb attributable| N cm/s 0.01 O
g-g forcing below 750mb
79 | THIKNOS No Z; 1000-500mb thickness N dm 0.1 O
80| ShRVort3 No {en Shear relative vorticity at 300mb N s 10° O
81| GOcRatel| Smaimodsfo Yo Geostrophic rate of occlusion at 1kny; N st 107 a
instead ,;f 4 n:12, R"‘lOOkmlsection 1.1(vi) above)
82 | GOcRate2| Smallmods to Yo Geostrophic rate of occlusion at 1km; N s 10" O
code & n=24 _ ) )
instead of 4 n—24, R"‘ZOOkmlsectlon 1.1(vi) above)
83| AcDay | changed from - Validating Date (day) N - 1 O
analysis to actulal
84 | AcMonth | changed from - Validating Month N - 1 O
analysis to actupl
85| AcYear | changed ffomL - Validating Year (4 DIGIT) N - 1 O
analysis to actupl
86 | Vmax@9R3 New |Umax| Maximum wind strengthat 1km, within { N m/s 0.1 O
300km radius
87 | uU@VmMIR3 New u U component (EW) of the maximum N m/s 0.1 O
wind vector in var 86
88 | v@VmMIR3 New % V component (SN) of the maximum N m/s 0.1 O
wind vector in var 86
89 [ dx@VmM9R3 New X Displacement in EW direction of thel N km 1 0
maximum wind vector in var 86
90 [ dy@Vm9R3 New oy Displacement in SN direction of the| N km 1 O
maximum wind vector in var 86
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91 | dr@Vm9R3 New or Radial displacement of the maximum N km 1
wind vector in var 86
92 | Vmax@9R6§ New |Umax| Maximum wind strengthat 1km, within m/s 0.1
600km radius
93 | U@VmM9R6 New u U component (EW) of the maximum N m/s 0.1
wind vector in var 92
94 | v@VmMIR6 New % V component (SN) of the maximum N m/s 0.1
wind vector in var 92
95 [ dx@VmM9RG New X Displacement in EW direction of the km 1
maximum wind vector in var 92
96 | dy@Vm9REG New Displacement in SN direction of the km 1
maximum wind vector in var 92
97 | dr@Vm9RG New or Radial displacement of the maximum N km 1
wind vector in var 92
98 | Vmax@3R3 New |Umax| Maximum wind strengthat 300mb m/s 0.1
within a 300km radius
99 [ uU@VmM3R3 New u U component (EW) of the maximum N m/s 0.1
wind vector in var 98
100| v@Vm3R3 New Y% V component (SN) of the maximum m/s 0.1
wind vector in var 98
101| dx@Vm3R3 New X Displacement in EW direction of the km 1
maximum wind vector in var 98
102|dy@Vm3R3  New Displacement in SN direction of the km 1
maximum wind vector in var 98
103| dr@Vm3R3 New o Radial displacement of the maximum km 1
wind vector in var 98
104|Vmax@3Rg New |Umax| Maximum wind strengthat 300mb m/s 0.1
within a 600km radius
105| u@Vm3R6 New u U component (EW) of the maximuim m/s 0.1
wind vector in var 104
106| v@Vm3R6 New % V component (SN) of the maximum m/s 0.1
wind vector in var 104
107|dx@Vm3RE New X Displacement in EW direction of the km 1
maximum wind vector in var 104
108|dy@Vm3R6  New oy Displacement in SN direction of the km 1
maximum wind vector in var 104
109| dr@Vm3R6 New o Radial displacement of the maximum km 1
wind vector in var 104
110| QTr3max New Wag7(max) Maximum value of vertical velocity a cm/s 0.01
700mb attributable to g-g forcing;
detected within a 300km radius
111 QTr3mxdx New X Displacement in EW direction of the km 1
maximum value given in var 110
112| QTr3mxdy New Displacement in SN direction of the km 1
maximum value given in var 110
113| QTr3mxdr New or Radial displacement of the maximum km 1
value given in var 110
114| QTr3min New Wag7(min) Minimum value of vertical velocity at cm/s 0.01
700mb attributable to g-g forcing;
detected within a 300km radius
115| QTr3mndx New X Displacement in EW direction of the km 1
minimum value given in var 114
116| QTr3mndy New Displacement in SN direction of the km 1
minimum value given in var 114
117| QTr3mndr New or Radial displacement of the minimunp km 1
value given in var 114
118| QUrbmax New Wagu7(max) Maximum value of vertical velocity a cm/s 0.01

700mb attributable to g-g forcing aboye
650mb; detected within a 600km radips
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119| QUr6min New Waguz(min) Minimum value of vertical velocity atf N cm/s 0.01 U
700mb, attributable to g-g forcing above
650mb; detected within a 600km radius
120| QLr3max New Wagi7(max) Maximum value of vertical velocity af N cm/s 0.01 U
700mb attributable to g-g forcing belgw
750mb; detected within a 300km radius
121| QLr3min New Wagl7(min) Minimum value of vertical velocity at| N cm/s 0.01 U
700mb, attributable to g-g forcing belgw
750mb; detected within a 300km radius
122| QUdipole New - Strength of upper level forcing dgo| N cm/s 0.01 U
(average of the magnitudes of vars 1{18
and 119)
123| QLdipole New - Strength of lower level forcing dipo| N cm/s 0.01 O
(average of the magnitudes of vars 120
and 121)
124| GridLat New Yy’ Grid-relative latitude N degrees  10. O
125| GridLon New X’ Grid-relative longitude N degrees .10 O
126| y2kAnDT New | YYYYMMDD | Analysis date in Y2K-compliant format C*8 - - H/D-
127| y2kFcDT New [ YYYYMMDD |Validating date in Y2K-compliant formaC*8 - - H/ D-

Table 3 List of variables.
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Data OK

Workstation crash / optical disk problem
Network error

COSMOS slow

COSMOS dataset missing or corrupt
Power outage

Unknown

Table 4. Data coverage.
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3 Risk summary

Extraneous problems encountered in the courseegbtbject are itemised below, in decreasing orfisigmificance.
A rough estimate of the number of ‘man weeks’ sgeltressing these problems is also given. Numegremgramming
bugs were also introduced, and removed, by theepteaithor in the course of the project!

1) Serious bug in the PV-Wave colour-filling facilityshich randomly missed out some highs and lowsvegbin-
house by PV-Wave support. 10 weeks.

2) Errors in COSMOS fieldsfile extraction programs ¢éonverting wind components into a different gridative
form. Solved by performing the appropriate rotatigthin the project's own FORTRAN diagnostic codeweeks.

3) Miscellaneous bugs in some of the diagnostics podeured from Reading. 4 weeks.

4) Occasional problems with routine, real-time eximtof data from COSMOS, for various reasons t@siised on
Table 4). This had been expected. Ongoing, thoitgat®n has improved with help from UNIX suppd@tweeks.

5) Unable to run PV-wave code successfully in batclden®Vorkaround used. Problem not yet solved.

6) Bug in all the Unified Model's Sea Surface Temperatfields. SST depends strongly on the integarevaf
latitude. Not yet solved. On NWP fix list. 1 week.

4 Initial Analysis

As analysis has only just begun, only a few resanéspresented in this section.

4.1 Climatologies

Figures 3 and 4 illustrate some simple ‘climatodadjiinformation generated from the cyclone datebasing only
T+0 data for cyclone types (a) and (b) — see Fiduré should be borne in mind that the year insgiom (2000) was
unusually cyclonic over the UK, and there is prdpabnet south-eastward displacement, towards #edd Figure 3,
of many of the features shown, relative to what onght have seen had data been composited overch fooger
period. Nevertheless, to the author’s knowledgeamparable data on warm and cold front waves has pablished
before.

Figure 3 shows cold front waves scattered througkime: domain, albeit with very few at low latitud&here are
more in the west of the North Atlantic than in #eest, albeit still with mini clusters southwesttioé UK (somewhat
surprisingly) and also just northwest of Iberia.a€ml regions such as near Baffin Island, off eas&reenland, off
northwest Norway, and in northern parts of the Madanean, and the Adriatic, all seem to favourdéeelopment of
cold front waves. Warm front waves are somewhat flesnerous, but show the same broad spatial distits as the
cold front waves. Notably, however, the maximumrneaeastern Greenland is this time displaced wellover the
ocean. Although further investigation is requiréds may perhaps indicate that katabatic draindgeolnl air off the
east Greenland coast is an important mechanismofdrfront wave formation in this region — notettti@e equation in
section 1.1(vi) is essentially measuring whethdd v warm advection are dominant around a waveotBapic lows
show a different overall distribution in the Noritlantic basin to the frontal waves; most are pnés the eastern
side, with relatively few in the west. Indeed thé&xa striking absence of such features near 45N, 40dicating that
differential sea surface fluxes in this area prdypaiday a significant part irmaintaining baroclinicity within any
cyclonic features that do develop. The west to sh#t in population between the waves and the thapa lows is
broadly consistent with storm track dynamics, inickhthe baroclinic energy present in the west Attatends to
convert to kinetic energy in the east Atlantic,hiitcyclonic features that at low levels at leastenbecome thermally
weak. The barotropic lows shown over Greenlandsamde other mountainous areas can not generallglieel upon,
although those over Spain probably represent sutimeeheat lows.

Figure 4 shows the central pressure values, witledaced North Atlantic domain, of all standard wa\and
barotropic lows identified at the standard 00Z gsialtime. Relative to a normal distribution (cudhine) the pattern is
slightly skewed. Sub- 990, 980, 970, 960 and 950bRa constitute, respectively, 21, 10, 3.2, 0.6 arl% of this
population. The North Sea storm of"30ctober 2000 (Hewson, 2001) rank$ @ut of 1244 in the list, with a central
pressure, at 00z on %1of 954hPa. The frontal wave shown just southrefahd on Figure 1 is this storm during a
period of rapid intensification. It is likely thatore lows, including this one, would show up witlb€950hPa pressures
had more than just one analysis per day been adthdugh there is no reason to expect that thisldvobange the
above percentages systematically.
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(cyclone types (a) and (b) on Figure 1).
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Type (a) and (b) cyclones, T+0, 40-62.5N & 70W-10E

950 960 970 980 990 1000 1010 1020 1030
955 965 975 985 995 1005 1015 1025 1035

MSLP

Figure 4: Central pressure climatology, for 00Z analyse<2f200, showing total numbers of standard waves plu
barotropic lows (cyclone types (a) and (b) on Fegliy in a reduced North Atlantic domain of 40 to552, 70W to 10E.

4.2 Forecasting Aspects

Figure 5 compares, at different forecast lead tjf@sthe year 2000 database, cyclone distributimategorised by
the maximum model wind occurring within a 300kmiusdof each cyclone centre, at a geopotential hei§ikm
above the earth’s surface (variable 86 in Tabléd3)cyclone centres within the reduced North Atleidomain referred
to in Figure 4. This wind level should be a reatdmaproxy for maximum surface gusts, so categdosat
approximates, in one sense, to ‘storm severitycdanagingly there appear to be no systematic biatéke more
extreme end of the storm spectrum (say yellow tijhorown), with the populations in each categort apparently,
being a function of lead time (one caveat heréas the model’s resolution may limit its ability &ccurately replicate
extreme winds, either in analyses or forecasts tlisdvill not show up in these plots). For moredast wind maxima,
around 20m/s, there does appear to be a smalfahortnumber of cyclones forecast.

Figure 6 shows the spatial distribution of ‘modegtlones’ (wind maxima categories of 10,15 and 26) rmround
the UK at T+0 and T+48. There appear to be indefficstandard frontal waves (red dots) forecast neethern France
(lower right corner of plot), and insufficient bamapic lows (blue dots) around and west of the dkhough statistical
testing is required to elucidate the significanéeéhese observations. Other data (not shown) stggeshortfall in
forecast cold front waves over the area of largesseface temperature gradients southwest of Newiland, and also
suggests that in some areas the shortfall in framéae numbers may link to an over-abundance oémal waves.
However all these initial impressions require fartmvestigation.
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Figure 5: Spectra of the wind speed maxima present witl80@km radius of each frontal wave and barotropic |
(types (a) and (b) on Figure 1), in 00Z GM analyesed forecasts during the year 2000.
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longitude values by 10.
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5. Conclusions

» The concept of a cyclone database outlined in Hew@®98b) has now been realised, albeit with a remdj
improvements

» Considerable effort has gone into developing f@one-locating methodology to the point where tbgults are both
physically and synoptically meaningful. Previousnfiolations had identified far too many cyclonictteas, most of
which were unrealistic. Using various techniqueduding filtering, terrain following co-ordinateslustering, cyclone
hierarchies, extension of the defining equatios setd modifying masking thresholds this problemédssentially been
solved. However in regions of steep orography, sashGreenland, where classical theories of fronts @/clone
arguably break down, some problems remain

» A 60 Mbyte cyclone database now exists, covensg jinder a year of 00Z global model forecasts (P40Q..144) for
an enlarged North Atlantic domain. For each cydocéntre 111 diagnostic values are stored. Conmt#yjeand

‘fortuitously’, the period covered (2000) was extepally cyclonic in the UK sector. As an additibmeference point
an image which shows the surface pressure patibjective fronts and database cyclonic centresbbas archived for
each time frame in the database (example in Figjure

 Early analysis of the data has shown, for the firse, a ‘1-year climatology’ of warm front waveold front wave
and barotropic low positions.

« Similarly, initial comparisons of forecasts anddabanalyses of frontal waves and barotropic lowggssts that there
are no clear systematic errors in under- or ovepdeing at the extreme end of the cyclone spectridowever more
modest features seem to be under-representeceicafstis compared to analyses.

6. Further Work

As this is a relatively new field, the scope fortfier investigation is considerable. Some ideagpersented below.

6.1 Analysis

(i) Further analyse the current database, witrea\o:

 pinpointing model biases as a function of locgtimygime, temperature, jet strength, ...etc, andatiser database
diagnostics to help suggest possible causes.

» Devise a probabilistic forecasting tool which tefamodel jet strength (variables 98 and 104 itet8lp and/or other
variables to the likelihood of low-level wind maxanexceeding specified thresholds. This would beptementary to
the ensemble approach.

(ii) Evaluate whether tracking algorithms can becassfully applied to the cyclone data
» This may require data at higher temporal resatutio

« Inclusion of position error variables such as @ able 3, for all cyclone types, may be very ukéfuproviding a
tolerance input to the tracking.

* If successful we will be able to construct and pare forecast and actual cyclone life-cycles, antstuct statistics
describing cyclone positioning and developmentreres pdf's for different lead times, again prorgliguidance that
complements the ensemble approach. Results magadgest the lead time at which a deterministiedast ceases to
have intrinsic value.

(i) Assess whether separation in multi-paramesgace might be a reliable quantity for correct nesidation of

cyclonic features in different forecasts and aredyfor the same validating time. One would aim $e database
parameters that are reasonably well-conserved, asitheta-w and PV2 height, in addition, of coutseosition. The

uses of this would be similar to the uses of (ii).

(iv) Combine with imagery (radar/IR/WV) to form cposites for different cyclone types, as a pattenognition tool.
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6.2 Development

(i) Add missing diagnostics (table 3 and others) emxgenerate database for 2000, but at 12-houotdyvals not 24.
(ii) Expand to cover ‘global’ or ‘extra-tropical=0N, and<20S) domains.

(iii) Improve the temporal coverage of the dataintcude 4 PGM runs per day at 3 or 6 hour intesvahd both GM
runs at 12 hour intervals.

(iv) Automate database updating by modifying progrset to run in batch mode (requires PV-Wave probie be
solved).

(v) Automate updating of a routine set of databatistics, as new forecast data arrives (pendimgressful
completion of (iv)).

(vi) Apply the database software to test or realktidata from the New Dynamics formulation of the Uhe would

expect characteristics to differ from the curren#l;Undeed initial impressions are that the new folation may
currently be too energetic (Sean Milton, persoahmunication).

(vii) Apply the database software to the mesosgaidel (non-trivial!).
(viii) Apply the database software to other openadl models, or even ECMWF ensemble runs.
(ix) Investigate commercial possibilities for sedithe database (to e.g. insurance and risk piediitms).

(x) By inputting climate model runs, measure how #xtreme end of the cyclone spectrum may evolvéiffarent
greenhouse gas scenarios.
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