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1 Supplementary Discussion

EGS has the potential to unlock enormous clean energy resources in the United States and elsewhere,
delivering 24/7 clean electricity with minimal environmental impacts. Still, as an early-stage technology,
its future cost and performance remain highly uncertain. Few studies to date have explored the poten-
tial role of EGS in future electricity systems. In its landmark GeoVision report, the US Department
of Energy used electricity system capacity expansion modeling to estimate the long-term deployment
potential of conventional and enhanced geothermal systems in the United States. It was found that total
geothermal deployment could reach 20-120 GW by 2050 under a ‘Technology Advancement’ scenario in
which high-performance EGS reservoirs are successfully developed and the costs of geothermal drilling
are drastically reduced, leading to capital costs on the order of $3000/kW [I]. However, Geo Vision did
not consider intermediate cases in which EGS reservoir engineering is successfully developed but ultra-
advanced deep drilling technologies are not introduced, and did not include shallow low-temperature
resources that are accessible at lower drilling cost in its EGS resource base. It furthermore did not in-
vestigate fully-decarbonized electricity systems in which clean, firm resources like EGS have the greatest
value, and which have since been legally mandated in several western states [2]. Finally, the ReEDS elec-
tricity system capacity expansion model (CEM) [3] used in GeoVision did not model electricity system
operations at high temporal resolution (instead balancing supply and demand across 17 time slices) and
assumed that EGS power plants would generate at a constant rate year-round.

In the present work we aim to address these gaps by modeling the electricity system at hourly
resolution over a full year with realistic operational constraints, thereby fully capturing the need for
flexibility in systems with high levels of variable renewable energy (VRE). We include constraints that
capture the strong effect of local ambient air temperature on conversion efficiency of air-cooled Organic
Rankine Cycle (ORC) geothermal power plants, which leads to fluctuations in geothermal power output
on diurnal and seasonal timescales. Direct simulation of EGS reservoir operations enables an accurate
representation of their thermal and mechanical performance and well-constrained modeling of flexible
operations and in-reservoir energy storage (IRES). We assess the role of successfully-developed EGS in
fully-decarbonized electricity systems with high electrification, including edge cases in which development
of competing electricity technologies is highly successful or unsuccessful. We expand on the resource
characterization work done in GeoVision to include shallow, low-temperature resources in our EGS
supply curves. These shallow resources could be an important part of the overall EGS resource base in
scenarios where much deeper, higher-temperature resources are uneconomical due to the lack of advanced
drilling technologies.

We find that with well-designed and successfully engineered reservoirs, EGS power plants could
achieve capital costs on the order of $5000-6000/kW utilizing current state-of-the-art drilling and power
plant technology. If EGS plants in this cost range are operated as baseload generators, we find that
realistic deployment targets in a decarbonized US Western Interconnection are 30 GW (10% of peak
system load) or less. At >$5000/kW, deployment of baseload EGS is unlikely to have a major effect on
total electricity system cost. Major advances in drilling and stimulation technology could enable EGS
costs as low as $3000/kW by unlocking deep high-temperature resources, and in this case up to 100 GW
of EGS deployment is possible in least-cost systems. Deployment of this low-cost EGS reduces electricity
system cost by 6-17% depending on the costs of competing technologies. Baseload EGS could thus play a
significant role in electricity decarbonization if drilling and stimulation technologies continue to advance.
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Critically, this work demonstrates that cost reductions are not the only path to commercial viability
for EGS. By increasing the average value of their energy through load-following generation and IRES,
EGS plants can achieve significant deployment even at baseline drilling costs. Due to the need to oversize
multiple components (Supplementary Figs. (1| and , a flexible plant will actually have a higher levelized
cost of electricity (LCOE) than an inflexible one. This increased cost is more than made up for by an
increase in revenue, however, leading to significantly greater net system value. In cases where baseload
EGS would be too expensive to compete in the electricity market, the added value from flexibility can
enable some deployment. This advantage could be also be important in enabling early EGS deployment,
as discussed in Ricks et al. [4]. The ability to gain some kind of commercial foothold is critical for an
emerging technology like EGS, which could see significant cost reductions through learning-by-doing as
deployment increases. These cost reductions could enable further deployment, driving a virtuous cycle
that allows EGS to unlock its full potential. This potential is illustrated in our advanced drilling cases,
which demonstrate that optimal deployment of flexible EGS could reduce electricity system costs by
up to a quarter. By providing both firm, load-following generation and long-duration energy storage,
flexible EGS could fill a wide range of niches in the electricity system and serve as an ideal complement
to cheap, variable wind and solar energy.

Although this study is focused on the US Western Interconnection, EGS at advanced drilling costs
would likely be deployable even in other regions of the country with lower-quality geothermal resources
[5], as well as many other areas of the world [, [7]. Unlocking this globally-relevant resource will require
initial development and learning in regions like the western United States, where high-quality geothermal
resources are accessible at lower depths and costs. Policies that facilitate early EGS development in
regions with high resource potential could thus have wide-ranging impacts in the long term, even if the
initial projects are only regionally relevant.
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2 Supplementary Figures
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Supplementary Figure 1: Optimal EGS power plant configurations for a selection of model scenarios.
Box plots indicate the relative sizing of flexible capacity (top), interconnection capacity (upper middle),
injection pump capacity (lower middle), and surface geofluid storage (bottom) per 1 MW of installed
EGS baseload capacity. Orange lines indicate the capacity-weighted average value in each scenario.
Boxes indicate the interquartile range (IQR), and whiskers indicate a further 1.5xIQR. Relative sizing of
flexible components is largest in scenarios with low EGS penetration but high added value from flexibility.
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Supplementary Figure 2: Optimal flexible EGS power plant configurations by zone, for plants at 6.5 km
exploiting a 250 °C resource, in the scenario with advanced geothermal drilling and mid-case market
opportunity and reservoir performance. Box plots indicate the relative sizing of flexible capacity (top),
interconnection capacity (upper middle), injection pump capacity (lower middle), and surface geofluid
storage (bottom) per 1 MW of installed EGS baseload capacity. Orange lines indicate the capacity-
weighted average value in each scenario. Boxes indicate the interquartile range (IQR), and whiskers
indicate a further 1.5xIQR. Relative sizing of flexible components is fairly consistent across model zones,
though plants in the Pacific northwest are configured to be less flexible.
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Supplementary Figure 3: Annual EGS generation as a percentage of total load under a range of scenarios
combining EGS market opportunity, reservoir performance, drilling, and flexibility cases.
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Supplementary Figure 4: Optimal system configuration as a function of EGS baseload capacity, for EGS
with baseline drilling. Charts show installed capacity (top), net generation (middle), and annual cost
contribution (bottom) by technology for systems with inflexible (left) and flexible (right) EGS. Scenarios
assume mid-case reservoir performance and market opportunity. Crosshatches indicate flexible EGS
capacity.

Working Paper



Inflexible EGS Flexible EGS

Capacity (GW)

Installed Generating

Annual Net
Generation

Annual Cost
(Billion $[2019])

0 20 40 60 80 100 120 140 160 0 20 40 60 80 100 120 140 160
EGS Baseload Capacity (GW) EGS Baseload Capacity (GW)
Other Pumped Solar Onshore NGCC with
S Renewables ™= Hydropower Hydro PV = \ind [ Nuclear = 409, cCs
Zero-Carbon Lithium-lon Metal-Air Demand .
Fuel CCand cT ™ gattary I Battery B Crtaiiment 0 Transmission EEE EGS

Supplementary Figure 5: Optimal system configuration as a function of EGS baseload capacity, for EGS
with advanced drilling. Charts show installed capacity (top), net generation (middle), and annual cost
contribution (bottom) by technology for systems with inflexible (left) and flexible (right) EGS. Scenarios
assume mid-case reservoir performance and market opportunity, but with advanced nuclear costs set to
the ‘low’ value of $4311/kW. Crosshatches indicate flexible EGS capacity.
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Supplementary Figure 6: Annual generation by technology and model zone for scenarios with mid-case
market opportunity and reservoir performance. Scenarios assuming inflexible (left) and flexible (right)
EGS with baseline (top) and advanced (bottom) drilling are shown. Generation scales with pie chart

area.
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Supplementary Figure 7: Hourly system-wide generation (top) and consumption (bottom) from genera-
tors, storage and flexible demand over a 240-hour period in the scenario with mid-case market opportunity
and reservoir performance and advanced drilling, without (left) and with (right) flexibility enabled. EGS
baseload capacity is fixed at 70 GW in both systems.
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Supplementary Figure 8: Total system cost reduction from EGS deployment as a function of minimum
production flow rate for the mid-case market opportunity and reservoir performance scenario. A 0%
minimum production flow rate is equivalent to a fully flexible plant, and a 100% minimum production
flow rate is equivalent to an inflexible plant. Increasing the minimum production flow rate reduces the
value of flexibility only marginally at first, though the loss of value becomes more severe as the minimum
rate is increased further.
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Supplementary Figure 9: Correlation between system-wide aggregate solar generation at each hour of
the year and normalized production flow rate from each constructed EGS plant at each hour, for the
scenario with baseline geothermal drilling, mid-case market opportunity and reservoir performance, and
EGS flexibility enabled. EGS production rate is typically maximized when solar generation is zero. EGS
production is rarely nonzero when solar generation is also nonzero.
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Supplementary Figure 10: Correlation between the local capacity factor multiplier and normalized EGS
production flow rate for each EGS plant at each hour of the year, for the scenario with baseline geothermal
drilling, mid-case market opportunity and reservoir performance, and EGS flexibility enabled. Though
the annual average EGS capacity factor multiplier in this system is 0.92, the average multiplier weighted
by corresponding production flow rate is 0.95.
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Supplementary Figure 11: Round-trip energy storage efficiencies for flexible EGS plants under a range
of scenarios combining EGS market opportunity, reservoir performance, and drilling cases. Efficiency is

AGS
Z’SEL‘M , where AGtjE is the deviation of a flexible plant’s net generation
Zte[l:8760] AG,
at hour ¢ from the net generation of an inflexible plant with equal baseload capacity at the same hour,
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Supplementary Figure 12: System cost reductions from deployment of EGS plants at varying levels
of flexibility under a range of scenarios combining EGS market opportunity, reservoir performance,
and drilling cases. Reductions are given with respect to systems with no EGS present. Stacked bars
indicate the additional cost reduction from enabling first semi-flexible operations and then fully-flexible
operations.
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3 Supplementary Note 1: Electricity System Capacity Expan-
sion

This study uses version 0.2.0 of the open-source GenX electricity system capacity expansion model
(CEM) [8,9] to optimize operations and investments for generation, transmission, demand, and storage
assets in modeled future electricity systems under a range of scenarios. GenX is modified via a newly-
developed ‘Geothermal IRES’ module, described in detail in Section 4] which captures the operational
dynamics of flexible and inflexible enhanced geothermal system (EGS) power plants. The new module
will be included in the GenX code base as part of an upcoming release. The current section describes
the configuration of GenX for this study and assumptions made with respect to non-EGS resources. All
costs are given in 2019 USD. Exact inputs and model settings for each scenario are available at ? |. All
GenX instances are solved in Gurobi, a commercial optimization solver [10], using the barrier solution
method and a convergence tolerance of 10~%. This is equivalent to an uncertainty of 0.1% in total system
costs, or roughly £10 MW in optimal capacities by zone.

GenX is configurable to allow for varying levels of model complexity. For this study we run the
model at high temporal resolution, optimizing power system operations at hourly resolution over a
single weather year. 8760h resolution not only ensures the highest achievable level of accuracy, but
is also a requirement of the geothermal IRES module. All generators in the system are bound by
basic hourly operational constraints including ramp rates and minimum generation levels. Generation
by variable renewable energy (VRE) resources including wind, solar, and run-of-river hydropower is
constrained at each timestep based on local weather conditions. Large-scale hydropower resources have
fixed hourly inflows and must obey limits on minimum and maximum outflows. State of charge for all
storage resources, including reservoir hydro, is calculated based on hourly charge and discharge decisions
and constrains total discharge potential. In addition to these basic constraints, we also model ‘unit
commitment’ constraints for large thermal resources in this study. These constraints force thermal
plants to stay online or offline for minimum durations after startup and shutdown decisions are made,
and enforce a minimum generation level when a plant is committed. Startup decisions for thermal
plants also incur fixed startup costs and additional fuel use. Although GenX has the capability to
model discrete unit commitment decisions using integer variables, we use continuous versions of these
constraints in this study. This approach maintains model accuracy in large systems like the ones studied
here while drastically improving computation time. Although GenX allows for consideration of operating
and contingency reserves, we do not model these in the present study. Inclusion of these constraints leads
to much longer run times and has been shown to have a minor effect on optimal capacity and energy
mixes [T].

We optimize electricity capacity expansion in the US Western Interconnection using an 11-zone model
topology. This topology, shown in Supplementary Figure captures major transmission bottlenecks
and differences in demand profiles and resource availability between regions of the western United States.
A demand balance constraint is enforced at each model zone, requiring an exact balance of generation,
demand, and transmission inflow/outflow. We also include constraints that enforce a capacity reserve
planning margin across sets of zones making up subregions of NERC’s WECC assessment area [12].
Each region is required to maintain enough dispatchable capacity to meet demand, plus an additional
percentage of demand, at all hours of the year. All resources are derated by a fixed factor when calculating
their contribution to the system’s reserve margin to account for the possibility of outages. NERC
subregions and enforced reserve margins are shown in Table

For this study we run GenX myopically over two planning periods, first from 2021 to 2030 and
then from 2031 to 2045. Both model runs are ‘brownfield’ capacity expansions, with the first using the
current electricity system as a starting point and the second using the final configuration of the first. This
process is repeated for each of the three EGS market opportunity scenarios, resulting in three distinct

’ NERC Subregion \ GenX Zones \ Capacity Reserve Margin
CA/MX CAN, CAS 14%
NWPP-US ID_MT, PNW, N.NV, UT 16%
RMRG CO, WY 13%
SRSG AZ, NM, SNV 10%

Table 1: NERC assessment area subregions, constituent GenX model zones, and enforced capacity reserve
planning margins.
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Supplementary Figure 13: 11-zone model topology of the US Western Interconnection, including existing
interregional transmission. Aggregations of subregions are shown.

2045 ‘baseline’ systems representing possible evolutions of the electricity system. During the 2021-2030
planning period EGS deployment is not allowed, and the system is optimized to meet state-mandated
renewable or clean energy standards [2]. Where GenX zones contain multiple states, renewable portfolio
standards and clean electricity standards acre calculated for the combined zone on a population-weighted
basis. In the 2031-2045 planning period we assume a system-wide requirement for carbon-free electricity,
both for generation and for the resources available to provide capacity reserves. We assume that new
natural gas plants from built in the 2021-2030 period can be retrofitted to run on zero-carbon fuels
(ZCF's) at zero additional cost, but that legacy gas plants built before this period must be retired. All
natural gas plants without post-combustion capture are assumed to run on ZCFs in 2045. The only
remaining state policy in 2045 is a moratorium on new nuclear construction in the state of California.

Zonal load profiles, cost and performance inputs for existing and new-build technologies, and exist-
ing transmission topologies are all compiled using PowerGenome, an open-source software described in
detail elsewhere [I3]. Electricity load profiles are created in the ‘efs_demand’ branch of PowerGenome,
and assume significant electrification of end-use demand across the economy, in line with national de-
carbonization goals. Baseline load profiles are derived from historical data for the 2012 weather year,
and are scaled up for the 2030 or 2045 planning years assuming a constant annual growth factor. Total
stocks of additional electrified demand across various economic sectors are sourced for the 2030 and 2045
planning years from results for the high-electrification ‘E+’ scenario from Larson et al. [T4]. Hourly load
profiles for the 2012 weather year in each demand category are taken from Mai et al. [I5] and added to
the baseline load profiles to create a final profile. The final system-wide hourly load profile for the 2045
planning year is shown in Supplementary Figure [I4 Given the highly flexible nature of some electrified
end uses, we include flexibility options for several categories of electrified demand following methodology
used in Mai et al. [I5]. We assume that light-duty vehicle charging demand can be delayed up to five
hours, and that residential water heating demand can be advanced up to two hours or delayed up to two
hours. The level of demand flexibility varies depending on the EGS market opportunity scenario. We
assume that 90/75/60% of EV charging and 20/10/0% of residential water heating demand are flexible
across the low/mid/high market opportunity scenarios.

We use the master branch of PowerGenome to compile all input data except load and flexible demand.
Existing utility-scale generation, storage, and transmission capacities and performance characteristics are
collected from the Public Utility Data Liberation (PUDL) project database [16]. Existing generators
are clustered by technology using a k-means process, resulting in 1-2 clusters per technology per zone.
Hydropower reservoirs in the western US are assumed to have a storage capacity equal to four times the
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Supplementary Figure 14: System-wide hourly load profile for the Western Interconnection in 2045,
including electrification.

average annual reservoir inflow, and pumped hydro facilities are assumed to have storage durations of
15.5 hours [I7]. Existing distributed solar capacities are gathered by state from the Energy Information
Administration (ETA) for 861M [I8]. States with mandated distributed generation targets as a percent-
age of total load, including Arizona and Colorado, have capacities calculated directly based on these
requirements [2]. Distributed solar profiles for the largest urban area in each GenX zone are downloaded
from Renewables Ninja [19], and assume fixed-angle panels with 10% losses.

Cost and performance data for newly-built technologies are primarily taken from the National Renew-
able Energy Laboratory’s Annual Technology Baseline (NREL ATB), 2021 edition [20]. These include
project CAPEX, weighted-average cost of capital (WACC), fixed and variable O&M costs, and heat
rate. Parameters for each GenX model period are taken as the average of ATB parameters across that
period. All average cost and performance assumptions for newly-built technologies in the 2031-2045
planning period are shown in Tables [3| and [3| Capital costs for all technologies are modified by regional
multipliers taken from the EIA’s Annual Energy Outlook (AEO) [21] to account for regional differences
in construction costs.

16

Working Paper



‘suonydumsse soueuriofrad £30[0U0s) PIM-MOU [RUOTHPPY € d[(RT,

06 V/N V/N V/N 0€ 00T 1 1 69°¢ Pel IO dADZ
06 V/N V/N V/N 0% ¥9 9 9 11°% €01 00D JIADZ
06 V/N V/N V/N 09 %9 9 9 11°C €01 SO %001 + DOON
06 V/N V/N V/N 0% qg ¥z ¥Z V/N 8LT Tea[on N
G6 00€ I 44 V/N 00T V/N V/N V/N V/N A1oyyeq a1y -[eI10IN
6 01 1 g8 V/N 00T V/N V/N V/N V/N Axojyeg UOT-WUNIYT
08 V/N V/N V/N V/N 00T V/N V/N V/N V/N PUIA\ 2I0YsHO
08 V/N V/N V/N V/N 00T V/N V/N V/N V/N PUIM dI0YsuQ
08 V/N V/N V/N Y/N 001 V/N V/N V/N V/N Ad AN
(%) wonnquajuod (say) (say) (%) LousroyH (%) (au/%) (sau) (say) 7 (Mn/rD) | (AMIN/$) eomosey
aagesoy Ajoede) uorjean(g Xejn uorjeanq Ui diay -punoy Jemod UIN orey durey awl], umo( owry, dn eng jJaels 13S0 1aels

"Te[0s 01 Tenbo 195 ‘q IV THYUN Wol SUuIssIj\, Poud jnopmg
GF0g-1€0g o3 ut sesed Lyunjrodd(y jexrey (YSTH/PIA/moT) 10} (syuotmgsnlpe [euordal o10j0() suorpdumsse soueuriojiod pue 1500 A30[0UT00) PIIN-MON] g O[qR],

Sz 0T oY/ 6F V/N 6°0% [4s 0g ye'e v/N 018 LD dADZ

1.9 oY/ LT V/N €T [4s 0€ ¥e'S V/N 796 0D dDZ

£6°L sen [eanjeN z9 V/N 7'8L [ 4s 0g ¥e'S V/N 61¥C SOD %001 + DOON

01T wnruer) Se'T V/N 0°S¥PT §°08 ov ye'e V/N T0L6/89V9/118¥ Iea[dNN

V/N V/N 0 $'0/£0/20 0°0$/0°0£/0°02 191 74 elS'T 0z/21/8 0002/00%1/008 Aroyyeq a1y -1RIDIN

V/N V/N q1°0 ze/Te/ve 8V/8¥/€T 19T g1 2lS°T 621/621/L6 161/161/16 Aiojyeg uoI-WINIYHT

V/N V/N 0 V/N ¥'QL/%°GL/9°99 s[qeLiep 0¢ 12°€ V/N LYY /9LVV/8LEY PUIM 9I0UYSHO

V/N V/N 0 V/N 9'9¢/9'9¢/¢°0¢8 o[qeLiep 0¢ 00'¢ V/N ¥.8/%.8/0£9 PUIM dI0YysuQ

V/N V/N 0 V/N 0'91/0°91/6°¢1 o[qRLIBA 0g 18 V/N 15L/15L/GLS Ad AN
(An/eo) | eng (UMINE) IO | (Hamau/s) IS0 | (LHmA/S) INFO | s | oy | 00va o | QS [ ) e soanosoy

17

Working Paper



Technology costs in the mid-case EGS market opportunity scenario generally follow the ‘Moderate’
cost assumptions from the ATB. Exceptions are metal-air batteries, which are not listed in the ATB
and for which we use cost and performance assumptions from Baik et al. [22], and natural gas combined
cycle plants with carbon capture and storage (NGCC/CCS). Because only the ‘Conservative’ cost and
performance assumptions for natural gas plants with CCS in the ATB assume a conventional combined
cycle plant (rather than a fuel cell or an interpolation between the two), we use the conservative case
as our baseline for this category of plant. NGCC/CCS cost and performance parameters are adjusted
further to reflect the requirement of 100% carbon capture efficiency in our system, an increase from the
90% efficiency assumed in the ATB. Capital cost is increased by $116/kW, heat rate by 0.365, fixed
O&M by $9.67/kW-yr, and variable O&M by 7.6%. We further consider the need for COy transport
and storage infrastructure, the cost of which varies by model zone. COy pipeline construction costs
are added to NGCC/CCS plant investment costs, and are calculated using methodology developed in
Larson et al. [14], assuming an average plant size of 500 MW, a 100% utilization rate, and a length equal
to the distance between the largest major metro area in each GenX zone and the edge of the nearest
COgy injection basin. Variable injection costs per ton of COy are added to NGCC/CCS plant variable
operational costs, and vary by injection basin. COg pipeline costs by GenX zone are listed in Table
Large pipeline costs make NGCC/CCS an uneconomic resource in some model zones. Fuel costs for
natural gas and uranium in the mid-case market opportunity scenario in each GenX planning year are
taken from reference case in the EIA AEO 2021, and vary by region [23]. The cost of ZCFs in the 2045
planning year is assumed to be constant in all zones, and is set equal to the average cost of hydrogen in
the year 2050 across the three high-electrification scenarios in Larson et al. [I4].

For low and high EGS market opportinity scenarios, costs of non-EGS technologies are generally
lower and higher, respectively. Wind, solar, and lithium-ion battery costs follow the ‘Advanced’” ATB
cost case in our low market opportunity case. Their costs still follow the ‘Moderate’ ATB cost case in
our high market opportunity case, as we consider the ‘Conservative’ ATB cost case for these resources
to be highly unlikely. For new nuclear resources, which only have a single cost case in the ATB, we
assume that capital costs are 33% lower in the low market opportunity case and 50% higher in the high
market opportunity case. For metal-air storage, we assume the same -33%/+450% multipliers for all cost
components in the low/high market opportunity cases. As variable costs are the largest component of
levelized cost of energy (LCOE) for NGCC/CCS and ZCF plants, we vary these rather than fixed costs
in the low/high market opportunity cases. Low/high fuel costs for natural gas follow the low and high
oil and gas resource scenarios in EIA [23], and low/high costs for ZCFs assume -33%/+50% compared
to the mid-case. Fuel costs in all scenarios in all zones are given in Table .

Transmission interconnection costs are considered separately for all newly-built resources. For non-
VRE resources, costs are calculated based on an assumed spur line length and regional spur line cost.
Regional spur line costs are adopted from NREL’s ReEDS CEM Ho et al. [3], and are assumed to be
$9241/MW-mile in the CA_N and CA_S zones and $4107/MW-mile elsewhere. Spur line distances are
assumed to be 20 miles for natural gas plants, 50 miles for nuclear plants, and 10 miles for storage.
Grid interconnection costs for VREs and inter-zonal transmission expansion costs are calculated using
a cost-surface method developed in Larson et al. [14]. All transmission capital costs are converted to
annuities assuming a 4.2% real WACC and a 60 year payback period.

Finally, generation profiles for existing and new-build wind and solar resources are aggregated in
PowerGenome using historical data for the 2012 weather year. Hourly capacity factor time series and
project interconnection costs (for new-build resources) are calculated at 16 km x 16 km spatial resolution
for both wind and solar resources. Profiles include factors such as resource degradation, inverter loading
ratios, losses from DC/AC conversion. Existing resources are grouped into single clusters by GenX
zone and generation profiles are averaged across all generators, with weighting by capacity. New-build
resources are organized into a user-determined number of clusters in each zone, typically 4-8, with
resources sorted by LCOE using a k-means clustering method. Generation profiles and interconnection
costs are calculated for these clusters using a capacity-weighted approach.

All PowerGenome and GenX input files and raw results related to this work are available in Ricks
et al. [24].
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| GenX Zone | Annuity ($/MW) [ Variable O&M ($/MWh) |

CAN 6952 4.87
CAS 16908 4.87
AZ 85759 4.87
CO 21265 6.20
ID.MT 77427 4.87
NV_N 20179 4.87
NV_S 46962 4.87
NM 46962 16.65
PNW 114736 4.87
UT 94065 6.20
WY 9825 9.13

Table 4: CO; pipeline and injection cost adders for NGCC/CCS plants by GenX zone.

[ EGS Market Opportunity [ Pacific Gas | Pacific Uranium | Rockies Gas | Rockies Uranium [ ZCF |

Low 3.23 0.76 3.45 0.76 10.14
Mid 4.31 0.76 4.58 0.76 15.20
High 7.31 0.76 7.71 0.76 22.81

Table 5: Fuel cost assumptions under three EGS market opportunity scenarios. Non-ZCF fuel costs are
projections from the EIA Annual Energy Outlook [23]. The Pacific fuel region includes the CA_N, CA_S,
and PNW model zones. The Rockies fuel region contains all other model zones. Mid-case ZCF fuel cost
is equal to the average cost of hydrogen in 2045 in three high-electrification scenarios from Larson et al.
[14]. Low/high-case ZCF costs are -33%/+50% the mid-case cost.

4 Supplementary Note 2: Modeling Flexible Geothermal Power

In-reservoir energy storage (IRES) at EGS power plants could plausibly be modeled in the same manner
as other storage technologies in GenX, assigning it an hourly state of charge variable as well as energy and
power capacities. However, doing so would abstract many of the critical dynamics of flexibly-operated
EGS reservoirs and lead to significant inaccuracies. Unlike in traditional storage technologies, the change
in pressure in an EGS reservoir at a moment in time depends not only on the injection and projection well
flow rates at that same moment, but also on the entire recent history of flow rates. Maximum discharge
for flexible EGS plants is constrained not only by power plant capacity, but also by the current reservoir
pressure. Furthermore, there is a nonlinear relationship between injection flow rate and the parasitic
load from injection pumping. We have therefore developed a new module for GenX explicitly designed
to model flexible wellfield operations and IRES at EGS power plants. This model formulation was first
developed and validated in Ricks et al. [4], and was shown to be capable of accurately reproducing
the pressure and flow behaviors observed in numerical reservoir simulations. The following subsections
describe the formulation of this module and its implementation within the larger GenX framework.
Values and bounds for pressure and flow variables are given in terms of baseline values corresponding to
a single EGS injection well, which are then scaled based on the installed baseload capacity for each EGS
resource cluster in GenX. Note that following the unit conventions of the reservoir simulation software
used in this study, geofluid mass flow rates in the model formulation are given in units of STB/min, and
pressures in psi. The exception to this convention is surface geofluid storage tank volume, which as a
direct model input/output is given in liters.

4.0.1 Geothermal IRES module indices, variables, expressions, and parameters
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Table 6: Model Indices

Notation Description
teTl Where t denotes an hour in the modeled weather year.
uelU Where u denotes an hour in the modeled weather year. The set U contains an

additional 360 timesteps compared to the set T, and t is equivalent to u — 360.
ceC Where C is the set of all geothermal generators to which IRES constraints apply.
z€Z Where Z is the set of all model zones.

Table 7: New Model Variables and Expressions

Notation Description
yBASE Installed baseload generating capacity for resource cluster c.
yFLEX Installed flexible surface generator capacity (above baseload) for resource cluster c.
ylPuMP Installed injection pumping power capacity for resource cluster c.
ylANK Installed surface geofluid storage capacity for resource cluster c.
ygc Grid interconnection capacity for resource cluster c.
xf: JRES Net electric power (not including injection pumping load) generated by resource cluster
c at hour ¢.
xf P-IRES Injection pumping load for resource cluster ¢ at hour t.
ng Net geofluid consumption at the surface from hour 0 to hour ¢, for resource cluster c.
xftF MIN Lowest value of xg;f across all hours s frp, 0 to ¢, for resource cluster c.
.1‘5 hOD Geofluid production mass flow rate for resource cluster c at timestep wu.
xPUPL First segment of positive deviation from the steady-state fluid injection rate for resource
cluster ¢ at timestep u.
xg Ur2 Second segment of positive deviation from the steady-state fluid injection rate for resource
cluster c¢ at timestep wu.
xlYrs Third segment of positive deviation from the steady-state fluid injection rate for resource
cluster ¢ at timestep u.
xg: DN1 First segment of negative deviation from the steady-state fluid injection rate for resource
cluster ¢ at timestep u.
xg DNz Second segment of negative deviation from the steady-state fluid injection rate for re-
source cluster ¢ at timestep w.
a3 Third segment of negative deviation from the steady-state fluid injection rate for resource
cluster ¢ at timestep u.
ngzRESSURE Injection well bottomhole pressure for resource cluster ¢ at timestep wu.
xf PRESSURE Production well bottomhole pressure for resource cluster ¢ at timestep u.

IRES_NoVar
ec,t

eIRES,Net
c,t

INJ
Ceu
IRES_PumpPower
c,t

Net electric power (not including injection pumping load) that would be generated by
resource cluster ¢ at hour t if the capacity factor at hour ¢ were 1.

Net electric power (including injection pumping load) generated by resource cluster ¢ at
hour t.

Geofluid injection mass flow rate for resource cluster ¢ at timestep wu.

Expression for the net required injection pumping power for resource cluster ¢ at hour t.
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Table 8: New Model Variables and Expressions

Notation Description
Cap Baseload net electric generating capacity (excluding injection pumping load) per injection
well for resource cluster c.
pMazCap Maximum deployable baseload capacity for resource cluster c.
Hydrostatic Injection well hydrostatic pressure for resource cluster c.
MazIPressure | Maximum allowed injection well bottomhole pressure for resource cluster c.
MinlPressure | Minimum allowed injection well bottomhole pressure for resource cluster c.
pMinPPressure | Minimum allowed production well bottomhole pressure for resource cluster c.
pWellPres0 Injection wellhead pressure when injection well bottomhole pressure is equal to
pMinlPressure and injection flow rate is 0, for resource cluster c.
pWellPresl Additional injection wellhead pressure due to friction from pumping at 1/3 the steady-
state injection rate, for resource cluster c.
pWellPres2 Additional injection wellhead pressure due to friction from pumping at 2/3 the steady-
state injection rate, for resource cluster c.
pWellPres3 Additional injection wellhead pressure due to friction from pumping at the steady-state
injection rate, for resource cluster c.
pWellPresd Additional injection wellhead pressure due to friction from pumping at 4/3 the steady-
state injection rate, for resource cluster c.
pWellPress Additional injection wellhead pressure due to friction from pumping at 5/3 the steady-
state injection rate, for resource cluster c.
pWellPres6 Additional injection wellhead pressure due to friction from pumping at double the steady-
state injection rate, for resource cluster c.
pM Slope of the linear relationship between production well bottomhole pressure and maxi-
mum achievable production flow rate, for resource cluster c.
pZ Intercept of the linear relationship between production well bottomhole pressure and
maximum achievable production flow rate, for resource cluster c.
p’C’ ﬁo; 50] Hourly coefficients of the transient production well bottomhole pressure response function
corresponding to changes in production flow rate, for resource cluster c.
pZ’ (1:50] Hourly coefficients of the transient production well bottomhole pressure response function
corresponding to changes in injection flow rate, for resource cluster c.
pf 31:50] Hourly coefficients of the transient injection well bottomhole pressure response function
corresponding to changes in production flow rate, for resource cluster c.
pi%[o:so] Hourly coefficients of the transient injection well bottomhole pressure response function
corresponding to changes in injection flow rate, for resource cluster c.
38 Constant pressure response rate for all wells after 50 timesteps, for resource cluster c.
p!PF Conversion factor used to translate injection rate and wellhead pressure into a required
electric pumping power.
pBasebrod Steady-state production flow rate for resource cluster c.
pMinProdFrac | \yltiplier for setting the minimum allowable production flow rate, for resource cluster
c.
pﬁffsv‘“" Capacity factor multiplier corresponding to the generating efficiency of resource cluster
¢ based on ambient conditions at hour t.
BaseCost Annual fixed costs per MW of baseload capacity for resource cluster c.
pliezCost Annual fixed costs per MW of flexible generator capacity for resource cluster c.
PumpCost Annual fixed costs per MW of injection pump power capacity for resource cluster c.
plCCost Annual fixed costs per MW of grid interconnection capacity for resource cluster c.
plankCost Annual fixed costs per million liters of surface geofluid storage capacity for resource

cluster c.
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4.1 Objective Function Contribution

The GenX Objective Function minimizes total annual electricity system fixed and variable costs. Geother-
mal IRES generators have no variable cost, and so contribute only fixed costs to this total. The total cost
contributed to the objective function is given in equation . Each term sums the total cost contribution
from each plant component across all resource clusters ¢ € C.

Total CIRES __ BASE BaseCost FLEX FlexCost
€ - Z Ye “Pc + Ye *Pe + (13“)
ceC
PUMP Pum < I I : TANK T
! U -pk umpCost 4 ch .pCCCoet + o - pl ankCost ) (1b)

4.2 Constraints

The geothermal IRES formulation consists of a set of constraints that define the feasible solution space
for the decision variables. Geothermal IRES module decision variables are also included in existing GenX
constraints. The net generation from each EGS generator cluster ¢ at hour ¢, eifES*N ¢t is added to
the main demand balance constraint for the generator’s respective GenX model zone. Net generation is
also used to quantify each EGS generator’s contribution to the system’s local capacity reserve margin
constraint, where it is multiplied by a derating factor of 0.9 in line with other thermal resources.

4.2.1 Variable Bounds

These constraints establish hard bounds on the decision variables of the optimization problem. Some
variables are only bounded on one end.

pMazCap > BASE 5 Vee C (2a)
yFLEX > Vee C (2b)
yPUMP 5 YeeC (2¢)
yTANK > Vee O (2d)
Y1 >0 Vee C (2e)
ZEEZIRES >0 Yee CiteT (2f)
gPP-IRES > Vee CiteT (2g)
a:ifODZO Vee C,bueU (2h)
ab Pt >0 Vee CiueU (2i)
mggpz >0 Yee C,ueU (2j)
x§3P3zo Vee CibueU (2k)
32551%20 Vee C,bueU (21)
ng%zo Vee CibueU (2m)
xfﬁpﬁzo Vee C,bueU (2n)
pé\/IaIIPressure > ngRESSURE > p(]:\/[inIPressure Ve € C, uelU (20)
xifRESSURE > pé\/finPPressure Ve € C, uwelU (2p)

All new variables except x(?f and xcaf MIN are constrained to be greater than or equal to 0. Eq.
constrains the installed baseload capacity for a resource cluster to be less than or equal to the maximum
resource potential of that cluster. Eq. constrains the injection well bottomhole pressure to always
be greater than or equal to its minimum allowable value, which is also its steady-state value, and less
than or equal to its maximum allowable value. For this work we fix the maximum injection pressure at
2 MPa higher than the minimum injection pressure. We do so to reflect the need to avoid large pressure
fluctuations that damage reservoir integrity or induce seismicity. Although this value is lower than the
3.5 MPa increase allowed in Ricks et al. [4], it was found in that work that reducing the maximum
allowable pressure did not significantly reduce the value of IRES. Given the absence of data on the risks

of elevated reservoir pressures, we adopt the more conservative value in this work. Eq. (2p|) constrains
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production well bottomhole pressure to be always greater than or equal to its minimum allowable value,
which is also its steady-state value. Requiring bottomhole pressures to remain above their steady-state
values lowers the risk of fracture closure.

4.2.2 Initial Conditions

Most of the state variables in the geothermal IRES model are formulated in a manner that references
previous states. The initial conditions set for all operational variables at timestep u = 1 represent the
status of a plant in steady-state (i.e. inflexible) operation, and are fixed with respect to the installed
baseload capacity. All operational decision variables are held at their initial conditions for the first 10
timesteps. The model is then allowed to freely operate all flexible plants and adjust initial reservoir
conditions until timestep v = 361, or hour ¢ = 1, the first timestep at which power exports and imports
to or from the grid are measured. In cases where flexible operations are disabled, all operational decision
variables are held at their initial conditions for all timesteps.

BASE

PROD __ _BaseProd Ye
Leu=1:10 = Pe ' Cap (3&)
Pe
PPRESSURE MinPP yBASE
— m ressure C
Leu=1:10 = Pc : Cap (3b)
Pe
IPRESSURE MinIP ZIBASE
— m ressure C
Leu=1:10 = Pc ! Cap (30)
Pe
PUP1 _
xc,u:l:lO - (3d)
pPUP2
Leu=1:10 — 0 (3e)
PUP3 __
Leu=1:10 = 0 (3f)
PDN1
Leu=1:10 = 0 (3g)
PDN2 __
xc,u:l:lO =0 (3h)
PDN3 .
xc,u:l:lO =0 (31)

Eq. sets the starting production flow rate to be equal to the steady-state flow rate for a baseload
plant of capacity yZ45F. Eq. and Eq. do the same for the production and injection bottomhole
pressures, setting the initial bottomhole pressures equal to the model’s minimum allowable pressures.
Pressure variables are scaled with installed capacity and thus do not represent true bottomhole pressures.
Eqgs. through fix the initial injection rate to be equal to the steady-state injection rate.

4.2.3 Pressure Formulation

The constraints describing pressure evolution in response to changes in pumping are central to the
accurate representation of geothermal flexibility. These represent the pressure at each well bottomhole
as a superposition of linearized pressure response functions referencing changes in pumping rates during
the previous 50 timesteps. The motivation, justification and validation of this approach are described
in Ricks et al. [4]. For the purpose of retaining computational tractability when running GenX with the
geothermal TRES module, we reduce the number of look-back timesteps in the pressure formulation to
50 from the 200 used in Ricks et al. [4]. We find that doing so improves solution times significantly while
changing outcomes of interest (system cost, EGS deployment) by less than 0.1%.

PPRESSURE PPRESSURE PROD PROD
mc,u = xc,ufl + (‘Tc,ufl - ‘Tc,u ) ' (pzc)ﬁ) - pis>_
> ((@DROP — aPEOP) - (vr, — i)+
a€[1:50] c (13)
) Vee CiuelU 4a,
(el oy = et ) - (it = p2) ) +
PROD BaseProd INJ yo s
((',I"c,ufl — De aselro ) - (ec,ufl - 60)) : Ccap 'pzs

(&
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iﬁRESSURE _ xi];l_—??S’SURE (e g]q\j]l :CINJ) (pc o — %) —
PROD PROD :
Z ( (xc,u—a - xc,u—a—l) ! (pf:),la - pig)—i_
a€[1:50] ( )
g B Vee CobuelU 4b
(e = et ) - (ol = p2) ) +
PROD BaseProd INJ yBASE
(@eusi” =P ") = (€e1 — 60)) - == - P2’
(&
wlDRESSURE < g [HGSSURE Vee Cyv € [337:360]  (4c)
gP PRESSURE < o PERESSURE Vee C,v € [337:360]  (4d)

Eq. describes the production well bottomhole pressure at timestep u as a function of the its
value at the previous timestep and the cumulative effects of injection and production flow rate changes
at previous timesteps, and Eq. does the same for injection well bottomhole pressure. The first
line of each constraint references the pressure at the previous timestep, as well as an “instantaneous”
(i.e. on a timescale much less than an hour) change in pressure due to pumping on the same well at
the current timestep. The second and third lines capture the superimposed effects of all production and
injection rate changes at the previous 50 timesteps. The last line references the difference between the
net pumping rate into the reservoir at the previous timestep and the steady-state net pumping rate,
which captures the lingering cumulative effects of changes in pumping at all previous timesteps. Egs.
and force all flexible geothermal plants to maintain reservoir pressures at the last modeled
hour that are greater than or equal to the pressures at the 24 timesteps immediately preceding the first
modeled hour. This constraint ensures that reservoir pressures ‘loop’ over the modeled weather year,
preventing flexible geothermal plants from extracting additional value by ending the year with a lower
reservoir pressure than they began with.

4.2.4 Production Rate and Generation

Production flow rate is limited by production well bottomhole pressure, while usable production flow is
constrained by the surface plant capacity. Production flow is converted to electricity generation with
an efficiency determined by the properties of the resource cluster and the current ambient temperature.
Net generation exportable to the grid is constrained by the size of the plant’s grid interconnection.

al 0D < plt . gL PRESSURE 4 B Vee Cuel (5a)

IRE'S NoV Cap PROD
oVar
Coyt = pBaseProd “ T 14360 Vee C,teT (5b)
c

é'}t%ES NoVar (yCBASE + yCFLEX) pfeakzng = C,t eT (5C)
fCIRES <e IRES NoVar (I:)rtesVar Ve € C,t cT (5d)
IRES Net P_IRES PP,IRES
€ert e—ct Te Vee C,iteT (5¢)
gf’ES NET < gIc Vee C,teT (5f)

Eq. constrains the geofluid production rate to be less than or equal to a linear function of pro-
duction well bottomhole pressure. Eq. (5b]) sets the generation (before considering ambient temperature
effects) at the current timestep based on the surface plant standard brine effectivenss and the current
production flow rate. Eq. constrains e/ FES-NoVar ¢4 he less than or equal to the total installed
surface plant capacity multiplied by a peaking factor. For the present work we assume a peaking factor
of 1.1, reflecting an organic rankine cycle plant’s ability accept geofluid flow rates up to 10% above its
design point without significant efficiency losses [25]. Eq. constrains the surface plant net generation
(not inclusive of injection pumping load), to be less than or equal to the current maximum potential gen-
eration, which is found by multiplying e!#FS-NoVar Ly the current ambient temperature-based capacity
factor multiplier. Eq. expresses the net generation contributed to the local GenX power balance as
the difference between plant generation and injection pumping load, and Eq. constrains this to be
less than or equal to the plant’s grid interconnection capacity.
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4.2.5 Injection Rate and Parasitic Load

The parasitic power requirement for injection pumping is nonlinearly dependent on both the injection
pumping rate and injection wellhead pressure. We approximate this nonlinear relationship through a
piecewise approach utilizing six variables representing deviations from the steady-state injection rate at

various levels.

j xBASE PUP1 PUP2 PUP3 PDNl PDN2
_ c
e *60 Cap +:Ec,u +z cu +z cu cu cu
c
PDNl xBASE
c
Cau <20 Cap
Pc
PDN BASE
2 T
xC,u < 20 Cap
c
PDN BASE
3 L
Cau < 20 Cap
c
PUP BASE
1 L
c,u < 20 Cap
c
PUP IBASE
2 c
Cau < 20 Cap
c
LPUP3 aPASE
c
Cv“ < 20 Cap
c
l,BASE
IRES_PumpPower __ ( IPRESSURE __, Hydrostatic A “c ) I PF 60—
€cit L t+360 b Cap p
Pe
WellPresl WellPresO IPF PDN1
(pe — DPe ) p * L t4360
WellPres2 _  WellPresl IPF PDN?2
(2p,, M ) p " Tet 43607
WellPres3 WellPresQ IPF PDN3
(3p, —2p )P @ sg0t
MaxIPressure Hydrostatic Well Pres4 WellPres3
(pe — e +4p; - 3p. ) p
MaxIPressure Hydrostatic WellPresb WellPres4
(pe — e + 5p; — 4p. ) p
MaxIPressure Hydrostatic WellPres6 WellPresb
(Pe - + 6p,. — 5p, )P
PP IRES >e IRES PumpPower

ct

PP_IRES PUMP
xc,t S Ye

D

t€[1:8760]

BASE

Inj < 8760$c Gap

Pc

PDN3
cu

Vee CobuelU

(6a)
Vee C,ueU
(6b)
Vee CobuelU
(6¢)
Vee CobuelU
(6d)
Vee CobuelU
(6e)
Vee CobuelU
(61)
Vee CobuelU

(6g)

Vee CobuelU

IPF PUPl

c,u
PUP2
cu +

PUP3
xc,u

+

IPF
IPF
(6h)
Yee CiteT
(61)
YVee CiteT
(6)

(6k)

Eq. formulates injection rate at hour ¢ in terms of deviations from the steady-state injection rate,
which is 60 STB/min per injection well. Egs. through cap the variables controlling deviations

25

Working Paper



from the steady-state injection rate at 1/3 of the steady-state rate. Eq. approximates the theoretical
injection pumping power requirement. The first line expresses power required to pump at the steady-state
injection rate on the current injection well bottomhole pressure as the product of these quantities and the
pump power conversion factor. The next three lines deal with reductions in this load due to reductions
in injection rate, which are calculated based on the minimum injection well bottomhole pressure and
the current injection rate. The final three lines deal with increases in injection load due to increased
injection rate, which are calculated based on the maximum injection well bottomhole pressure and the
current injection rate. As detailed in Ricks et al. [4], Eq. (6h)) is always a slight over-approximation of the
true nonlinear equation for injection pumping power. Eq requires the parasitic load from injection
pumping to be greater than the theoretical injection pumping power requirement. These expressions
are not set equal because injection pumping load must always be greater than or equal to 0, while the
theoretical power requirement could be less than zero due to thermosiphon effects. Eq. requires that
the injection pumping load always be less than or equal to the installed injection pump power capacity.
Finally, Eq. requires that the average injection rate over the modeled year be less than or equal to
the steady-state injection rate. This requirement ensures that the flexible geothermal plant experiences
a thermal drawdown rate no greater than that of an inflexible plant.

4.2.6 Surface Geofluid Storage

The potential for mismatch between geofluid injection and production rates means that there must be
a means of storing excess produced geofluid. We assume that this is accomplished in steel tanks sited
at the surface facility. When more geofluid is injected than is produced, the storage level will decrease.
Because of subsurface fluid leakoff, the plant will consume water on net over the year. We assume that
additional makeup water is consumed whenever the plant’s injection rate exceeds its production rate and
the geofluid storage level is 0.

mff =0 Vee C (7a)
w8 =207 + (aDFSR — el a60) - Ve e Ct e [2: 8760] (7b)
xSfMIN < xff Yee CiteT (7¢)
ZGFMIN < g GEMIN VeeCiteT (7d)
ng—a:ngIN < ylANK VeeCiteT (7e)

Eq. sets the starting level of net geofluid consumption at 0. Eq. expresses the net
consumption at all subsequent timesteps as the sum of the previous timestep’s net consumption and
the current timestep’s net consumption. Here, v converts between flow rates in STB/min and total
geofluid consumption in millions of liters. Because the plant consumes water over the year, 2 will
generally (but not monotonically) trend negative. The amount of geofluid held in storage at the surface
will therefore always be equal to the current aggregate net consumption minus the lowest value this
variable attained previously. Eq. and Eq. jointly establish the current minimum value for net
consumption by requiring that this must be less than or equal to the net consumption at all previous
timesteps and at the current timestep. Eq. requires that the current amount of geofluid held in
storage at the surface must be less than or equal to the volume of the constructed storage facilities.

4.3 Supplementary Note 3: Flexible Geothermal Reservoir Simulation

We use ResFrac, a commercial reservoir simulator, to quantify the behavior of an EGS reservoir under-
going flexible operations. Detailed discussions of the simulator are provided in ? ] and ? ]. Here, we
provide a brief overview of the governing equations and numerical methods.

ResFrac is a fully-compositional, thermal, and geomechanical reservoir model. It integrates fluid flow
in the wellbores, fluid flow in the reservoir, heat transfer in the reservoir, and mechanical deformation of
the pore volume and fractures in the subsurface. The governing equations involve momentum balance
for flow in the wellbore, mass balance for flow in the reservoir, energy balance for heat transfer in the
reservoir, and momentum balance for mechanical deformation of the reservoir.

The system is discretized numerically using one-dimensional elements along the wellbore, three-
dimensional volumetric elements for the reservoir matrix, and two-dimensional surface area elements
for the fractures. Fluid flow and heat transfer are calculated using a finite volume method. Fracture
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deformation is calculated using a boundary element method. In this study, as in Ricks et al. [4], we use a
Cartesian mesh for the reservoir matrix volume and a fracture mesh of rectangular elements. Solving this
system of equations allows us to calculate fluid pressure along the wellbore (along with flowing friction),
the fluid pressure distribution in the reservoir and fracture volume, the temperature distribution in the
reservoir and fracture volume, and the mechanical deformation of the fractures.

In the present work, we simulate a single representative geothermal reservoir system consisting of
horizontal injection and production wells arrayed in a “wine rack” formation. The horizontal well pattern
consists of alternating injection and production wells in order to optimize the heat sweep between wells.
Each wellbore has a lateral section that is 2286 m in length, and the laterals are offset by 305 m
horizontally and 152 m vertically. The production wells are placed slightly shallower than the injection
wells. The wells are connected by a uniform network of vertical fractures, with 150 fractures placed at
15 m intervals along each injection well horizontal section. We simulate an indefinitely-long wine rack by
setting up a system of two injection wells and three production wells, with no-flow boundary conditions
imposed on vertical planes intersecting the outer two production wells. These no-flow boundaries are
located exactly at the midpoint of the well spacing, and therefore the model symmetry replicates the
hydraulic properties of an indefinitely long reservoir.

We assume that the reservoir is fully-saturated with single phase water in a low porosity (0.05)
formation. In the mid-case reservoir performance scenario vertical matrix permeability is set to 2.0x107 18
m? and horizontal permeability to 1.0 x 1077 m2. These conditions are intended to be representative
of a typical low-permeability reservoir from which heat cannot be extracted without prior stimulation.
We assume in the mid-case reservoir performance scenario that the fractures created by the stimulation
treatment have a conductivity of 4.5 x 10713 m3. In the high and low reservoir performance scenarios
we increase/decrease permeability by two orders of magnitude and double/halve the assumed fracture
conductivity, respectively.

We run baseline simulations in a model reservoir with a central depth of 3 km and a central tem-
perature of 204.4 C (400 F) and use these to measure the transient pressure response functions at the
injection and production well bottomholes due to changes in injection and production flow rates. After
the reservoir system is allowed to come into equilibrium over a period of multiple years, we restrict flow
rates from the production wells to 52% of the steady-state average while maintaining injection rates
for a period of 240 hours. During this period we measure the pressure increases at the injection and
production well bottomholes at hourly intervals, interpolating where necessary. These are divided by
the step change in production flow rate to find the normalized pressure response coeflicients described
in Section We repeat this process to quantify the pressure response to changes in injection flow
rates, increasing injection flow in both wells by 33% for a 240 hour period while fixing production flow
rates at their steady-state value. Two simulations are run with identical operations to measure pressure
response functions in the high and low reservoir performance cases. As in Ricks et al. [4], the linearized
pressure response functions are validated through reproduction of numerical reservoir simulation results.
One such reproduction is shown in Supplementary Figure[I5] All simulation-derived data used as inputs
for GenX in this study, including hourly pressure response coefficients for each reservoir performance
case, are available at Ricks et al. [24]. High and low reservoir performance cases are also used to measure
the change in pressure across the reservoir due to higher or lower fracture conductivity. This effect is
relatively small: a decrease of 0.49 MPa in the high reservoir performance case and an increase of 1.08
MPa in the low reservoir performance case. It is assumed for the purpose of this work that the change
in pressure loss and the bottomhole pressure response functions remain roughly constant regardless of
depth and resource temperature.

Finally, we run six sensitivity cases for reservoir depths from 1.5 km to 6.5 km at 1 km intervals. We
use these to find the maximum achievable production flow rate as a function of production well bottom-
hole pressure at each depth, which is accomplished by allowing unrestricted flow after the bottomhole
pressure has built up over a 240-hour period and observing the simultaneous decline of pressure and
flow rate. The relationship is nonlinear but smooth, and we fit to a linear function for the purpose of
computational tractability in this work (see Section. We also use the depth sensitivity cases to find
the change in injection wellhead pressure as a function of injection flow rate at each depth, as described
in Section We step injection flow rates down from the steady state rate to 50% at four equal
intervals and fit the measured relationship between injection flow rate and the pressure drop across the
injection well to Bernoulli’s equation for turbulent pipe flow with friction. This approach captures the
nonlinear increase in injection wellhead pressure and injection pumping power with increasing injection
flow rate.

Finally, we run sensitivity cases varying reservoir temperature to quantify the impact of the ther-
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Supplementary Figure 15: Replication of numerical reservoir simulation results in the linear optimization
model, for the mid- reservoir performance case. Simulation results are shown as point data and model
results as continuous data.

mosiphon effect on injection wellhead pressure (and by extension on injection pumping power). The low
and high temperature sensitivity cases simulate starting reservoir temperatures of 185 C (365 F) and
224 C (435 F), respectively. We find the change in required injection wellhead pressure as a function of
reservoir temperature based on a linear fit of these cases and the baseline case. We also account for the
change in production wellhead pressure needed to prevent produced geofluid from flashing to steam at a
given temperature, and by extension the change in injection wellhead pressure needed to maintain flow
rate. The flash point pressure adjustment is extracted from steam tables and added to the thermosiphon
adjustment to produce a final adjustment to the baseline injection wellhead pressure as a function of
resource temperature.

4.4 Supplementary Note 4: EGS Costing
4.4.1 Wellfield Cost

Geothermal well costs are derived as a function of reservoir depth from well cost functions originally
presented in Lowry et al. [26] and developed to support the Department of Energy’s GeoVision report
[1]. We derive costs for both injection and production wells with target depths from 1.5 km to 6.5 km at
1 km intervals. All wells are assumed to terminate in 2286 m horizontal sections at the target depth. We
update well cost curves from Lowry et al. [26] to reflect drilling cost declines in the last several years by
multiplying by the ratio of the 2019 oil and gas well drilling services production price index (BLS Series
WPU60110301) to the PPI assumed in Lowry et al. [26]. We interpolate between the original curves
for small diameter (21.59 cm production zone hole) and large diameter (31.12 cm production zone hole)
wells to derive costs for 24.45 cm diameter wells, which is the production zone hole diameter assumed in
the reservoir simulations used in this work.

Wells in Lowry et al. [26] are assumed to end in a 305 m cased horizontal production interval. For each
target depth we add the cost from the additional 1981 m of horizontal extent assumed in our reservoir
model. This is calculated based on the slope of the well cost function at the target depth, the added cost
per hour for horizontal drilling assumed in Lowry et al. [26], and an assumed drilling time equal to the
quoted drilling time of a vertical section of the same length. Horizontal sections for production wells are
assumed to be uncased and are only 60% the cost of injection well horizontals.

Our Baseline scenario drilling costs are based on the Baseline well cost curve from Lowry et al. [26],
which is intended to represent the current state-of-the-art. This curve assumes a rate of penetration
(ROP) of 7.62 m/hr, which has already been surpassed in deep wells drilled in granite at the Utah
FORGE EGS test site using polycrystalline diamond drill bits [27]. Based on the FORGE results, we
update the Baseline drilling curve to reflect an ROP of 15.42 m/hr. This is done using quoted reductions
in cost for Baseline wells at multiple depths due to doubled ROP from Lowry et al. [26]. Our Advanced
scenario drilling costs are based directly on the Intermediate II scenario from Lowry et al. [26], which
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assumes modestly increased ROP and major advances in well casing programs. Cost curves for both
drilling scenarios are shown in Supplementary Figure
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Supplementary Figure 16: Drilling cost point data and fitted curves for baseline and advanced drilling
cases.

In addition to drilling costs, we assume stimulation costs of $4.5 million per injection well. This is
significantly higher than the cost assumed in Lowry et al. [26], accounting for the much larger stimulated
area in our assumed reservoir design. We assume that only injection wells are stimulated, and that
open-hole production wells are drilled such that they intersect the fractures created during injection well
stimulation. Both drilling and stimulation are assumed to have success rates of 90%. We assume a ratio
of 1.2 production wells per injection well, reflecting a standardized ‘wine rack’ reservoir design consisting
of four injection wells and five production wells.

4.4.2 Surface Plant Cost

We calculate surface plant cost and conversion efficiency as functions of geofluid inlet temperature using
the GETEM geothermal costing model developed by NREL [28]. We derive separate cost curves for
each well cost scenario and drilling depth, as the tradeoff between surface plant specific cost and ‘brine
effectiveness’ (the electrical energy extracted per unit mass of geofluid) can be optimized based on well
cost. When wells are more expensive, achieving higher brine effectiveness minimizes the cost of electricity
by reducing the number of wells that must be drilled. When wells are less expensive, it is more cost
effective to use cheaper surface plants that achieve lower brine effectiveness.

We assume that all surface plants are ORC units. While these have typically been used in low- to
medium-temperature geothermal applications, there are a number of examples of existing ORC plants
exploiting high-temperature resources [29]. As GETEM does not provide ORC cost and performance
data for resource temperatures above 200 C, we use extrapolated trends for this region based on fits of
GETEM results for temperatures below 200 C. Plant specific cost and brine effectiveness curves are shown
in Supplementary Figures[I7and [I8] respectively, and follow similar trajectories in the high-temperature
region to those reported elsewhere in the literature [30, B1]. These costs include an assumed $150/ MW
fixed cost for the field gathering system, 15% contingency, and are updated to reflect changes in the PPI
for turbine and generator sets (BLS Series WPU1197). They do not include costs for production pumps,
which are not assumed to be used, and injection pumps, for which costs are considered separately from
the rest of the plant.

We assume a standard size for EGS plants of 50 MW, larger than most recent geothermal projects
in the United States. Larger projects are an advantage of EGS over conventional geothermal, for which
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Supplementary Figure 17: Surface plant specific cost for two extreme cases - 6.5 km wells at baseline
cost and 1.5 km wells at advanced cost - as a function of inlet temperature.
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baseline cost and 1.5 km wells at advanced cost - as a function of inlet temperature.
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project size is constrained by the size of the local hydrothermal reservoir. GETEM assumes that specific
cost for an ORC turbine-generator declines with project size up to 10 MW but is flat thereafter. Given
the strong effect of production quantity on per-unit ORC costs [32], and the existence of currently-
operating ORC plants as large as 100 MW [33], we assume that economies of scale continue to apply
beyond the 10 MW threshold set in GETEM. We derive a functional relationship between plant size and
specific cost using GETEM results for plants below the 10 MW threshold . This relationship is shown in
Supplementary Figure and is applied to cost and performance curves derived from GETEM results
for 10 MW plants to calculate costs for larger or smaller plants.
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Supplementary Figure 19: Scaling relationship between surface plant specific cost and net capacity.

4.4.3 Total Project Cost

We develop an excel costing model for this work (see 'EGS_Costing.xlsx’ in Ricks et al. [24]) that
calculates the annuitized investment cost and net power capacity (given in terms of megawatts per
injection well) for an EGS project as a function of resource depth, resource temperature, local average
ambient temperature, and drilling scenario. Given these inputs, the model calculates an adjusted geofluid
inlet temperature T44; for the surface plant using the following equation:

dP/dT sy -
dP/dTres’

where Tges is the central reservoir temperature for the given resource temperature bin, ATy, is
difference between reservoir temperature and production wellhead temperature for the given resource
depth, and the final term accounts for the variation between the local average ambient temperature (see
Sections and and the fixed 10 °C average ambient temperature assumed in GETEM. An adjust-
ment factor is applied that converts the difference in ambient temperature to an equivalent difference in
resource temperature, which can be adjusted by the user in GETEM. This factor is calculated for a given
geofluid production temperature using relationships between ambient temperature, production tempera-
ture, and plant specific power from the GEOPHIRES techno-economic simulator [34]. The adjusted inlet
temperature T'44; and chosen reservoir depth are used to calculate surface plant specific cost and brine
effectiveness based on the functional relationships described in Section Overnight capital costs for
the surface plant and wellfield are given on per-MW basis, and assume no technological learning beyond
the specific advancements in drilling and reservoir engineering described above.

Construction financing costs are added to overnight capital costs based on an assumed 5.5 year
development timeline, shown in Table [9] In addition to wellfield and surface plant costs we assume a

Tadgj = Tres — ATwp — (Tamp — 10)
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| Development Phase Length (Months) | Interest Rate (%) |

Pre-Survey and Exploration 36 15
Test Drilling 6 15
Drilling & Stimulation 12 10
Plant Construction 12 8

Table 9: Assumed development timeline and interest rates by phase for EGS projects.

’ Cost Type \ Assumed Value ‘
Wellfield O&M 1.5%/yr of wellfield overnight capital cost
Surface O&M 1.8%/yr of surface plant overnight capital cost
Taxes & Insurance 0.75%/yr of total overnight capital cost
Labor $35000/MW-yr
Makeup Water $300/acre-ft, multiplied by annual consumption

Table 10: Non-investment fixed cost assumptions for EGS plants.

pre-survey and exploration drilling cost of $250000 per project and test drilling costs of $3.3 million
per project, identical to the values assumed in the GeoVision report [I]. Final CAPEX inclusive of
construction financing cost is converted to an annuity assuming a 30-year financial lifetime and a real
weighted average cost of capital (WACC) of 3.34%, equal to the value used for other dispatchable thermal
generators (natural gas, nuclear, biomass) in the NREL ATB [20]. In addition to the annuitized capital
cost, we calculate other annual fixed costs based on assumptions from GETEM [28]. These are shown in
Table All fixed costs are summed into a per-MW annuity representing the annual revenue required
to fully pay off a project’s costs over its operational lifetime. This annuity is given in terms of plant
capacity at the beginning of operations.

We assume that surface plants can be oversized to provide additional flexible generating capacity
when flexible operations are enabled, and that the combined capital and O&M cost of flexible surface
capacity is 80% the cost of the base plant. We further assume that labor costs do not increase with the
addition of flexible capacity. These choices assume that not all plant components must be oversized to
enable greater geofluid throughput and power output, and that plant labor requirements do not change
substantially when components are oversized. Injection pumps are not considered in total plant costs, as
the sizing of these components is optimized separately based on injection pumping power requirements.
We assume a fixed capital cost for injection pumps of $263/kW based on cost curves from GETEM,
assuming an average pump size of 5 MW, 15% contingency, and PPI escalation following BLS Series
PCU3339113339111Z4. Surface geofluid storage, which is necessary to accommodate modulations in
injection and production flow rates, is also optimized separately. We adopt a cost of $0.0675/1 for welded
steel tanks from Belock and Mendes [35] and assume PPT escalation following BLS Series WPU101707.
Capital costs for peaking capacity, injection pumps, and geofluid storage are converted to annuities using
the same financing, O&M, tax and insurance assumptions as for the base surface plant. Annuities for
power plant grid interconnection are calculated based on a plant’s geographic location using a process
described in Section .6l

4.5 Supplementary Note 4: EGS Capacity Factors

The actual generation from an EGS power plant over its lifetime will deviate significantly from its design
point due to changes in geofluid temperature and local ambient weather conditions. Although air-cooled
ORC power plants have many advantages, their power output fluctuates significantly based on local
ambient temperature, wind speed and humidity. We model the weather dependence of EGS power plant
conversion efficiency based on operational data gathered from the Dora 1 ORC geothermal power plant
in Turkey [36]. We find the relationship between the deviation of local ambient air temperature from
the plant’s design point and the plant’s net generation based on data from the plant’s second year of
operations. This relationship, shown in Supplementary Figure 20] indicates a strong dependence of
power plant output on local air temperature. Increases in output due to lower ambient temperatures are
generally smaller than the decreases in output due to elevated temperatures. We apply this relationship
to all EGS power plants modeled in this study. We use historical weather data from the National Oceanic
and Atmospheric Administration (NOAA) [37] to calculate an average hourly ambient temperature in a
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set of weather regions. These regions are based on balancing areas from the ReEDS CEM [3], which are
the basic geographic layer used to develop EGS supply curves in this study (see Section [4.6)). For each
balancing area we collect hourly ambient temperature data from up to three NOAA weather stations
for the 2012 weather year, the same year used to create demand and VRE generation time series in
GenX. If fewer than three stations are available in a weather region we use the maximum number
available. We fill in missing data points with values from 24 hours earlier before combining the hourly
data from all stations in a weather region to create an average hourly temperature time series. We
calculate the annual average ambient temperature in each zone and assume that this will be the design
point temperature for all local EGS plants. We then create hourly capacity factor multiplier time series
for local EGS power plants based on the difference between the hourly ambient temperature and the
design point temperature, using the relationship shown in Supplementary Figure In addition to
a dependence on ambient temperatures, an EGS plant will also experience significant loss of capacity
over a 30-year lifetime as thermal drawdown due to heat extraction reduces reservoir temperature. This
decline in capacity is illustrated in Supplementary Figure 2] for the standard reservoir design used in this
work. Production temperature decline is extracted from reservoir simulations. The relationship between
production temperature and power output for an existing geothermal power plant is calculated based on
a linear fit of GETEM outputs for a plant with an initial reservoir temperature of 200 °C. We use the
assumed WACC for EGS power plants to calculate a lifetime average capacity factor in terms of the net
present value of plant generation. For the temperature decline profile shown in this is 93.3%. We
multiply the capacity factor multiplier time series described above by this factor to reflect the thermal
drawdown over the life of a project. An example of the final capacity factor multiplier time series is
shown in Supplementary Figure This figure illustrates the hourly capacity factor for an inflexible
geothermal power plant in the southern California weather region (ReEDS balancing area 10). There is
significant diurnal variability in plant power output, as well as seasonal variability. In the winter months
plant power output exceeds nameplate capacity, even with thermal drawdown taken into account. In the
summer, actual power output can be as low as 60% of nameplate capacity.
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Supplementary Figure 20: Relationship between local ambient air temperature and ORC power plant
generation.
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4.6 Supplementary Note 5: EGS Supply Curves

We develop zonal supply curves for EGS resources at depths from 3.5 to 6.5 km and temperatures from
150 °C to 325 °C using modified resource potential estimates from Augustine [38], which are based on
temperature-at-depth datasets from Blackwell et al. [5]. Resource potentials from Augustine [38] are
available for each balancing area in the ReEDS CEM, and are binned by depth at 1 km intervals and by
resource temperature at 25 °C intervals. They assume analytically determined volumetric electric power
densities for EGS reservoirs in each temperature bin. For the present work we calculate reservoir electric
power density directly using results from numerical reservoir simulations and GETEM. We assume a
standard reservoir design consisting of four injection wells and five production wells, with a fracture
network area of 5.57 km? in the horizontal plane. We assume that each reservoir occupies a 1 km vertical
interval centered on the reservoir and a horizontal area five times the area of its fracture network,
leading to a total extended volume of 27.84 km? per reservoir, or 6.96 km? per injection well. For
each temperature bin, depth bin, region, and drilling scenario we calculate the net electric generating
capacity of a standard reservoir using GETEM. Regional differences are determined by local average
ambient temperature, as described in section Average resource temperature in each bin is assumed
to be 8 °C greater than the bin’s lower bound, in line with trends observed in shallow temperature-at-
depth datasets [39]. Electric generating capacity per reservoir is divided by extended reservoir volume
to calculate volumetric electric power density. We modify resource potentials from Young et al. [40]
by multiplying the total potential in each resource bin by the ratio of our calculated electric power
density to the electric power density assumed in Young et al. [40]. Resource potentials calculated in
Young et al. [40] and used in doe [I] do not consider depths less than 3.5 km. For shallower depths
we calculate resource potentials directly using temperature-at-depth data from Mullane et al. [39]. We
use exclusion zones for geothermal development from Young et al. [40], and additionally exclude large
existing hydrothermal reservoirs at the Geysers and the Salton Sea. For the remaining resource, the total
volume of each temperature and depth bin is measured directly and multiplied by electric power density
to calculate resource potential. We include potential estimates for 1.5 km and 2.5 km reservoir depths.

We use a transmission routing methodology developed in Jenkins et al. [41] to assign EGS resources
to GenX model zones and calculate transmission interconnection costs. For deep resources (3.5 km or
greater), we use the underlying temperature-at-depth maps from Blackwell et al. [5] and exclusion layers
from Young et al. [40] to map geothermal resource ‘clusters’ for each temperature/depth bin in each
ReEDS balancing area. If clusters in a given temperature/depth bin are spatially non-contiguous, we
divide these into multiple contiguous clusters and divide the total regional resource potential among
these based on measured geographic area. For shallow resources, EGS clusters are mapped directly using
temperature-at-depth maps from Mullane et al. [39] and the modified shallow exclusion zones described
above. Shallow resources are also assigned to ReEDS balancing areas for the purpose of weather region
mapping, which is described in section Optimal transmission routes are calculated from each EGS
cluster’s centroid to major load centers based on transmission cost surface maps, and each cluster is
assigned to the GenX model zone for which its interconnection cost is minimized. Some EGS resources
are therefore assigned to GenX zones in which they are not physically located. Clusters with very large
interconnection annuities (> $100000/MW-yr) are excluded from the resource pool. Of the remaining
clusters in each GenX zone, all that occupy the same temperature/depth bin and are physically located
in the same ReEDS region are recombined into a single cluster, and the interconnection annuity for the
combined cluster is set as the capacity-weighted average of interconnection annuities for the component
clusters. In the interest of minimizing solution time we do not include comprehensive supply curves for
all temperatures and depths, and instead include only the least-cost resources in each model region. We
add resource clusters in order of annuitized fixed cost until the total available resource in each region
significantly exceeds the expected buildout or the economical resource has been exhausted. Final regional
supply curves for each drilling case are shown in Supplementary Figure The Baseline Drilling supply
curve, which only contains resources at temperatures < 250 °C, is fairly steep, and the total economically
viable resource base is limited. The inclusion of resources at temperatures > 250 °C in the Advanced
Drilling supply curve leads to a greatly expanded resource base, with significantly more high-quality
capacity available than is deployed in any of our model scenarios.
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Supplementary Figure 23: Zonal supply curves used as GenX inputs in the baseline and advanced drilling

cases. No EGS resources are developable in the GenX WY zone.
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