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Introduction
The availability of high-performance computing (HPC)
cyberinfrastructures (CI) like Ohio Supercomputer (OSC)[1]
or Titan[2] enables scientists to perform computationally
intensive experiments (reaching Exascale levels).
These resources are expensive and hard to optimize:
a) shared between simple/complex tasks – long/short run

times and
b) billed per hour based on processing and memory

requirements.
We studied how AI injected into existing CIs could provide
resource recommendations from application and system
configurations, prior workflows and resulting interactions
(CI traces, logs).
Directions:
1. Creating a knowledge base  from data sources and 

knowledge sources (e.g. publications) 
2. Synthetic data generation to create training data for 

machine learning models
Publications:
“Towards Practical, Generalizable Machine-Learning 
Training Pipelines to build Regression Models for Predicting 
Application Resource Needs on HPC Systems”, published in 
PEARC ’22, which explores the potential for cost-effectively 
developing generalizable and scalable machine-learning-
based regression models for predicting the approximate 
execution time of an HPC application given its input data 
and parameters. This work examines: 
(a) To what extent models trained on scaled-down datasets

on commodity environments adapt to production
environments,

(b) to what extent models built for specific applications can
generalize to other applications within a family, and

(c) how the most appropriate model may change based on
the type of data and its mix.

We also describe and show the use of an automatable
pipeline for generating the necessary training data and
building the model.

Future Work

1. Custom Model to predict execution time for target application 

2. Predicting execution time for inference data with missing IO 
features

3. Establishing an execution time prediction specific cost-models 
that consider the trade-off between under-over predictions 
based on execution environments. 
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Figure 1: Aligning the Data Analysis phase of Genome Sequencing with a 
generic Identified workflow pipeline.

Training Data and Model:

1. Training Data: By providing scaled-down input to target
application we generate scaled down runs with several syste,
configurations and application settings. We Generate Full-scale
data by running the application on complete input with limited
settings and configurations.
2. Model Building: We train a one hidden-layer neural network
model based on scaled-down runs, scale the prediction to fit the
actual application execution by adjusting the execution time
based on full-scale validation data. We gradually add a few full-
scale runs to training data to see the model accuracies.

Figure 2: Concept map showing applications and tools in the pipeline

Figure 3: Visualizing the Automated Data Collection Pipeline and Model Generation 
along with system-specific and application specific features used in our experiments

Figure 4: Percentage error between actual and predicted values
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