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This chapter introduces the reader to translation and machine translation. It at-
tempts to dispel some myths about translation, and stresses the importance of
translators in creating equivalence between source and target texts. Ultimately,
the chapter aims to help readers construe human-produced translations as training
data for machine translation. The chapter goes on to present some of the most use-
ful distinctions made in machine translation: between types of machine translation
systems and different uses of machine translation output. In particular, it attempts
to explain contemporary machine translation as an application of the branch of
artificial intelligence known as machine learning, and, more specifically, of deep
learning.

1 What is translation?

This is a book about machine translation, which can be succinctly defined as
translation performed by a computer program. This definition still leaves open
the question, however, of what translation is. The reader should be made aware,
at this point, that there is a vast amount of scholarship in the area known as
translation studies that asks precisely this question, and that tracks the role of
translation in diverse cultural, scientific and political arenas, to name just a few. It
would be impossible to do justice to this rich field here, and the reader is referred
instead to sources such as Baker & Saldanha (2020) for further information. We
will content ourselves here by saying that most commentators would agree that
translation is the production of a text in one language, the target language, on
the basis of a text in another language, the source language. The notion of text is
important. It refers to instances of real language use, whether spoken or written.
In general, we expect texts to meet certain criteria: they should be coherent and
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“hang together” properly; they should serve some kind of purpose, even if it is just
to say “hello” to someone.We also usually have particular expectations regarding
what texts will or should be like, given the particular language and context. This
chapter, for example, hopefully meets the reader’s expectations of a chapter in a
collected English-language volume that is designed to be used as a textbook. It
addresses a particular subject field or domain, namely machine translation, and
adopts the conventions of a particular genre, that of a textbook.

The idea that translation involves texts is old hat to anyone who works in
the area; it is so obvious that is doesn’t need to be said. But in a world where
most people don’t think too much about translation, it is worth reminding our-
selves that we translate texts and not languages. Languages are vast, complicated,
abstract systems that are put to use in potentially infinite examples of human
communication and expression. Texts are concrete instances of language in use.
They normally have recognizable beginnings and endings, and even if individual
languages seem to offer endless potential for creating sometimes unpredictable
meanings and high levels of ambiguity, in any given text much of that potential
simply falls away. It does not matter, for example, that shower in English can
mean (1) a brief period of rain, (2) a device used for personal washing, or (3) a
gift-giving party, all of which would be translated differently into a language
like French, if what we are doing is translating a shower installation guide for a
manufacturer of bathroom fittings. Unless the author is engaging in some witty
wordplay, which is unlikely given the genre, we are dealing with the second
meaning of shower. Focusing on texts rather than languages keeps things real,
and manageable.

A second element of the definition of translation given above is the contention
that translation involves the production of a text on the basis of another, pre-
existing text. This clearly establishes translation as involving a relationship be-
tween two texts, commonly known as the source text and the target text.1 Some
commentators would go further than this and say that the relationship in ques-
tion is one of having the “same meaning”, but many philosophers and linguists
– who understand meaning admittedly in quite sophisticated, technical ways –
tend to shy away from claims of “same meaning” in translation. One reason for
doing so is that it can be difficult to isolate the meaning of a text from the situ-
ations in which it is created and used. We might consider the meaning of a text

1A third element of our definition, of course, relates to the fact that source and target texts are
in two different languages. We are thus concerned with interlingual translation. Some com-
mentators, most notably Jakobson (1959), have recognized other types of translation, such as
intralingual and intersemiotic, but a discussion of these categories is beyond the scope of this
chapter.
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2 Human and machine translation

to be what its writer or speaker wanted to say, but often we cannot be sure what
they intended. Or we can associate meaning with our own interpretation of a
text, but then we have to concede that other people might interpret the same
text in a different way. A further issue that arises in the context of translation is
that a perfectly valid target text may say more or less than its source text, simply
because the language it is written in requires it to do so.

An example might help here. The opening line of a fairly recent memoir (Tam-
met 2006) is reproduced in example (1):

(1) I was born on 31 January 1979 – a Wednesday.

Its translation into French (Tammet 2009) appears in example (2):

(2) Je suis né le 31 janvier 1979. Un Mercredi.

Despite almost total word-for-word alignment between the two sentences, the
French sentence actually says more than the English. It tells the reader that the
writer, the I in English, is male, because if the writer was female, then the correct
form in example (2) would be née and not né. Given certain tense forms, involving
certain verbs, written French is obliged to signal the sex of the person in question.

But how does the translator into French know that the person saying “I” is
male? This is, after all, the opening line of the book. Well, the book is a memoir,
and the conventions of the genre require the enunciating subject to be the author
of the memoir, and the translator knowswhose book he is translating. It says it in
the contract and on the cover of the book. The fact that French needs to specify
the sex of a person in certain situations where this can be left vague in English
does not cause the translator any headaches. It is a non-problem; but this very
simple example shows two important things: the first – already mentioned – is
that sometimes translations can mean more than their source texts. The second
is that sometimes information that is required to translate a sentence cannot be
found in that sentence. Rather one has to look into (1) the wider text – the front
cover, for example – which is sometimes also called the co-text, the text that goes
with a given fragment of text, or (2) the context, understood here as the wider
situation that is relevant to the text, to find out how to proceed.

In other cases, a translation might say more than its source text not because
the target language requires it, but because the genre does. In a study involving
user interfaces for computer-aided design tools, Moorkens (2012) found that the
single-word heading Selecting in English was commonly translated in a way that
made explicit what was to be selected, yielding a variety of different translations,
a sample of which is presented below, back-translated into English:
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(3) selection of polygon

(4) selection of line

(5) selection of ellipse

(6) selection of rectangle

and so on.
This kind of explicitation, which results in translations saying more than their

source texts, is not uncommon. The converse can also happen of course; in cases
where it would be impossible or unusual for a target text to be as explicit as its
source text, the translator can choose to leave out information. This can some-
times happen for language-typological reasons. For example, English belongs to
a group of languages that frequently use verbs to describe the manner in which
something or someone moves. Spanish, on the other hand, tends to use verbs
to describe the path that is followed; it can encode the manner of motion in an
adverbial phrase, but sometimes translators into Spanish will choose not to refer
to manner of motion at all, as to do so would give it undue prominence, from the
Spanish point of view. Slobin (2003) gives examples (7) and (8), by way of illus-
tration. While the verb “stomped” in the English describes a way of walking in
which the feet strike the ground heavily and noisily, the verb in Spanish “salió”
simply captures the fact that the character in question has left the house.

(7) He stomped from the trim house

(8) Salió de la pulcra casa
‘exited from the trim house.’

There is a second way in which the Spanish sentence in (8) says less than
its English counterpart in (7): the Spanish does not contain a subject pronoun
equivalent to “he”. This is because Spanish is predominantly a pro-drop language,
meaning it can happily omit subject pronouns as most of the information they
contain is available anyway from the ending on the verb in question, in this
case, “salió”, which indicates third-person singular, past tense. What’s missing in
Spanish but present in English is, of course, the gender of the subject. A reader
of the Spanish text will, however, carry over knowledge of the (male) subject
from the earlier co-text, and so they are not left in the dark. So by omitting the
pronoun in Spanish, the translator has followed the norms of the target language
and done no harm to the reader’s ability to know what is going on in the novel.

The arguments and examples given above are intended to explain why so
many scholars are reluctant to say that a source and target text have the same
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meaning. What we are more likely to agree on is the idea that translations ap-
proximate their source texts. For all sorts of reasons, translators have to make
decisions about what to prioritize when translating, what they need to say and
what they should leave up to readers to work out for themselves.2 The mean-
ings that they help target-text readers to construct for themselves are likely to
be compatible to a very large extent with the meanings that source-text readers
construct, but in many cases they will not be identical. And that is generally not
a problem.

But if we cannot call the relationship between a source text and a target text –
or more probably snippets of such texts – one of “same meaning”, then what can
we call it? One answer is to call this relationship one of equivalence. Equivalence
as a term has a chequered history in translation studies, but if it is understood as a
relationship that emerges from the decision-making of a translator, a relationship
that arises between two text snippets because the translator has deemed them to
be of equal value in their respective co-texts and contexts, then equivalence can
be a perfectly serviceable term. It allows us to say things like “salió” in example
(7) is equivalent to “he stomped” in example (8). This equivalence is clearly not
fixed for all eternity, and it certainly cannot be generalized to all other contexts in
which the word “stomped” might appear, but this does not matter, if we concede
that “salió” was a fair exchange for “he stomped” in this particular case.3

2 What makes translation difficult?

Books about machine translation frequently start with discussions of why trans-
lation is difficult, homing in on the kind of monolingual ambiguity and the sys-
tematic differences between languages alluded to above. Inter-linguistic differ-
ences might also be exemplified using cases where two languages are said to
distribute meaning differently across the words in equivalent sentences. In ex-
amples (9) and (10), taken from the proceedings of the European Parliament, for
example, the fact of liking something is expressed in the verb “like” in English,
and what is liked is expressed in a complement to that verb “working with you”.
In German, what is liked is expressed in the verb “kooperiere”, while the fact of
liking is expressed in an adverb “gern”.

2The examples we have given here are primarily caused by mismatches between linguistic sys-
tems, but a translatormight chose to omit or change a detail in a source text for cultural reasons,
to avoid confusing readers with unfamiliar references, or even to avoid offending readers or a
censor. Or they may be constrained by space, as often happens in the production of subtitles.

3The idea of equivalence being based on exchange value is developed in the work of the trans-
lation scholar Anthony Pym. See, for example, Pym (2010).
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(9) I like working with you.

(10) Ich kooperiere gern mit Ihnen.
‘I cooperate happily with you.’

While such examples tell us something interesting about how psychological
states are expressed in English and German, they don’t really constitute a trans-
lation problem – for a human being, at least. A speaker of German with basic
competence in English will be able to translate sentence (9) with little difficulty.
Non-isomorphism between languages, the idea that languages are structured dif-
ferently, does not in itself cause problems for translators.

Another linguistic phenomenon that is said to be tricky involves discontinuous
dependencies, where two words that belong together are separated by one or
more intervening words. “Send” and “back” in example (11), for instance, should
be understood as a single lexical item meaning ‘return’. Again, readers with a
basic grasp of English generally have no problem working this out.

(11) Send your certificate of motor insurance back.4

Another frequently posited difficulty in translation is presented by idioms. Id-
ioms are understood here as phrases whose meaning cannot be inferred on the
basis of their constituent parts. Idioms, in other words, are non-compositional.
A good example is “old hat”, as used in 1 of this chapter. If you describe some-
thing as “old hat” you mean that it is so familiar that it has become tedious even
to speak of it. The expression has nothing to do with head wear. Idioms, like
other types of figurative language, where a word or expression should not be
interpreted literally, can sometimes cause confusion for readers who have not
encountered them before, but even if you did not understand “old hat” at first
glance in this chapter, you are likely to have reasoned that the discussion had not
moved on to millinery, and that a non-literal interpretation was in order. When
this happens to a translator, she is likely to simply look the idiom up in an on-
line dictionary, on the well-founded assumption that the expression is common
enough to be included in such a dictionary. In other words, although the expres-
sion is non-compositional and figurative, it is still conventional. Despite the fact
that the translator has hit a problem, in the sense that her flow has been bro-
ken, the problem is easily resolved and finding the solution will probably bring
the translator considerable pleasure. (Translators, like all linguists, generally like
learning new things about their working languages.)

4There are five intervening words in this case, making it one of the longest instances of a dis-
continuous phrasal verb in the sample of English known as the British National Corpus.
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But even experienced translators will sometimes admit to difficulty in trans-
lating texts that are highly technical and for which they lack sufficient train-
ing. Whereas a translator with an educational or professional background in le-
gal studies or practice might relish working on the translation of legislation, a
specialist in automotive engineering will run (or drive) a mile from such work.
It can also happen that, even within their own domain, translators can come
across source texts that are badly written, or incomplete, or written in a way
that makes them extremely difficult to understand. Or they may have no prob-
lem understanding the original, but face serious challenges in tracking down
suitable terminology in the target language to label specialized concepts encoun-
tered in the source text. An unreasonable deadline, or a malfunctioning software
program, are other factors likely to cause professional translators headaches. But
you rarely hear a professional translator complain about linguistic ambiguity,
non-isomorphism, discontinuous dependencies or non-compositionality.

The reason these phenomena appear so frequently in discussions of machine
translation is, of course, that – in certain circumstances – they can cause prob-
lems for machines.

3 How do translators normally solve translation
problems?

The above discussion mentioned a few real-world problems professional transla-
tors sometimes face. Here we look at a sample of problems that are related to the
words on the page or, more probably, the screen. When a professional translator
does not understand something in the source text, or cannot recall a specialized
term in the target language, or is struggling to come up with a way of formu-
lating an idea in the target language, she will usually divert her attention from
the text at hand, and do some research. A translator grappling with the niceties
of wastewater treatment, for example, may go to the website of various local
authorities to see how they explain the technology involved. She might access
one of the many publicly available termbanks to find an equivalent for a given
term. She might consult other documentation produced by her client’s company
or speak to engineers at the company. She could consult with her colleagues, if
she has any, or post a query to a translator’s forum. The main thing is that most
professional translators will realise when they have a gap in their knowledge, or
need inspiration, and they will conduct conscientious research to address that
gap, solve the translation problem and move on.
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You might ask why it is so important to sketch how human translators work
in a book about machine translation. The answer is twofold: firstly, in a very
real way (elaborated upon by Rossi & Carré 2022 [this volume]) human trans-
lation sets the standard by which machine translation is judged, and anything
that contributes to the maintenance of high quality in human translation is ul-
timately of relevance to machine translation. Likewise, human translation pro-
cesses can help to put into sharp relief occasional deficits in machine translation.
Human translation has a role to play, in other words, in both the evaluation of
machine translation output and in the diagnosis of problems in that output. Sec-
ondly, and even more crucially, most contemporary machine translation relies
on translations completed by humans to learn how to translate in the first place.
This point is expanded upon below.

Before we close off our discussion of how human translators work however,
we need to introduce a technology that has become indispensable for many trans-
lators: translation memory.

4 Translation memory

In the 1990s translators working in the burgeoning software localization industry
found themselves translating texts that were either extremely repetitive in them-
selves or that repeated verbatimwhole sections of earlier versions of a document.
This was the case, for example, with softwaremanuals that had to be updated any
time there was a new release of the software. Rather than translate each sentence
from scratch, as if it had never been translated before, they invented a tool that
would store previous translations in a so-called translation memory, so that they
could be reused. The tool, known as a translation memory tool, would take in
a new source text, divide it into segments – sentences or other sensible units
like headings or cells in tables – and then compare each of these segments with
the source-language segments already stored in memory. If an exact match or
a very similar segment was found, then the corresponding target-language seg-
ment would be offered to the translator for re-use, with or without editing. As
translators worked their way through a new translation assignment, they would
get hits from the translation memory, accept, reject or edit the existing transla-
tion and update the memory as they went along, adding their own translations
for the source-language segments for which no matches existed. Over time, the
translation memories grew extremely large. Some companies who were early
adopters of the technology built up translation memories containing hundreds
of thousands and then millions of translation units, that is source-language seg-
ments aligned with their target-language segments. Example (12) shows a simple
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translation unit based on a headline (in English and German) taken from a trans-
lation memory consisting of data from the website of the European Parliament.
It is presented in a format known as tmx (for “translation memory exchange”).
The tags <tu> and </tu> open and close the translation unit, the tags <tuv> and
</tuv> open and close each variant within the translation unit,5 and the tags
<seg> and </seg> open and close the segment or text string in that language.

(12) <tu>
<tuv xml:lang=“EN">
<seg>A common blacklist for unsafe airlines</seg>
</tuv>
<tuv xml:lang=“DE">
<seg>Unsichere Luftfahrtunternehmen kommen auf eine schwarze
Liste</seg>
</tuv>
</tu>

Private translation enterprises also accumulated large translation memories,
which came to be regarded as valuable linguistic assets that could help control
translation costs and enhance competitiveness. International organizations such
as the Institutions of the European Union adopted the technology and built up
hugemultilingual translationmemories, which they in turnmade freely available
to computer scientists in the knowledge that they could support research agendas
in natural language processing.

While translation memory was originally conceived as a way of improving,
among other things, the productivity of human translators, it also eventually
supported efforts to increase automation in the translation industry: on the one
hand, translation memory tools enabled translation data to be created in great
quantities and in a format that could be easily used in machine translation devel-
opment (see below); on the other hand, the tools used to manage them provided
an editing environment in which machine translation outputs could later be pre-
sented to human translators for editing alongside human translations retrieved
from conventional translation memory.

Translation memories can be seen as a special type of parallel corpus, that is
a collection of source texts aligned at sentence level with their target texts. In
cases where translations were created without the use of a translation memory
tool, translated texts could still be alignedwith their source texts after the fact. So,
for example, the translated proceedings of the multilingual European Parliament

5The first variant in this case is in English (“EN”), and the second in German (“DE”).
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were extracted from the web and aligned with each other to create the multilin-
gual Europarl Corpus (Koehn 2005), which in turn gave a significant boost to
machine translation research. Aligned parallel corpora do not have to be in tmx
format. Often they take the form of files with thousands (or even millions) of
lines, each line occupied by a single sentence, whose position in the file matches
exactly that of its translation in another file in a given target language, so line x in
the target language file contains the translation of line x in the source language
file.

5 What is machine translation?

Based on the definitions given at the start of this chapter, we can say that ma-
chine translation involves the automatic production of a target-language text on
the basis of a source-language text. As with other types of translation, we can
expect the target text to allow an interpretation that is in most ways compatible
with that of the source text. Although if we have already conceded that human
translations can result in slightly different meanings to their source texts, then
maybewe should allowmachine translations to do the same. The important thing
is that obvious divergences between source and target text, for example, where
Japanese gives more information than English, should be motivated by the lan-
guage pair, the genre or some other reasonable cause.

Machine translation was one of the first non-numerical applications of the
digital computers that emerged in the aftermath of the Second World War. Early
efforts to automate translation seem primitive by today’s standards, although
it has to be acknowledged that the protagonists were working with extremely
limited resources in the 1950s and 1960s (Hutchins 2000). Nevertheless, auto-
matic translation systems were in operation primarily in defence, government
and international organisations by the late 1960s and 1970s, and by the end of
the century their use was expanding in commercial settings. The technology be-
came available to millions of internet users in 1997, when the American search
engine AltaVista starting giving access to free, online machine translation un-
der the Babel Fish name. In the decades since then, the internet has expanded
rapidly, and now boasts some 4.66 billion users (Johnson 2021). By 2016, perhaps
the best-known free, online machine translation system, Google Translate, was
reported to have over half a billion users, translating over 100 billion words per
day and supporting 103 languages (Turovsky 2016).6 In combination with search

6As of May 2022, Google Translate supports 133 different languages, although to varying de-
grees (Caswell 2022).
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engines like Google Search or Microsoft Bing, for example, machine translation
can be used to expand a search and then to translate relevant foreign-language
web pages back into the user’s language.

But it’s not all about web pages. Machine translation is also used in combina-
tion with technologies like automatic speech recognition and speech synthesis,
or optical character recognition and digital image processing, allowing users to
have spoken conversations in two or more languages, or read road signs writ-
ten in unfamiliar writing systems, often using an app installed on their mobile
phones. In some cases, these apps now even work offline and users can justifi-
ably claim to be carrying a machine translation system in their pocket. Machine
translation is also increasingly used in areas previously considered beyond the
capacity of the technology, for example in audio-visual translation, to translate
the subtitles of foreign-language movies and TV series into the language of a
new market. Indeed, subscription video streaming services thrive on a model
that brings the so-called long tail of lesser-known titles to a new audience, and
many of these titles are lesser-known partly because they were originally made
in a foreign language. Audio-visual content is thus becoming just the latest in a
long line of commercial products whose markets can be expanded through ma-
chine translation. In the seventy or so years since its inception, machine transla-
tion has thus moved from being the preserve of governments and international
organizations to being a mass consumer good.

Despite the undoubted usefulness of machine translation in the kind of scenar-
ios addressed above and its capacity to do good in other, for example, humanitar-
ian settings (Nurminen & Koponen 2020), it comes with some health warnings.
First, just like human translators, machine translation systems can make mis-
takes. Errors might range from the amusing but trivial to the extremely serious
(for example in healthcare, news translation or international diplomacy). Whole
branches of research are thus devoted to estimating the quality that given ma-
chine translation systems are likely to produce, evaluating particular outputs, de-
signing ways to correct errors by post-editing machine translation output or help-
ing the machine produce better output in the first place, usually by pre-editing
source texts to make them easier to translate. These areas are discussed in detail
in Chapters 3 to 5 of this book. Machine translation also raises a surprising num-
ber of moral and legal issues, as addressed by Moorkens (2022 [this volume])
on ethics, and to a lesser extent by Carré et al. (2022 [this volume]) on machine
translation for language learners.

Many casual users of machine translation may feel that they do not need to
know much about any of these areas to get what they need from the technology:
if you are simply using machine translation to get the gist of a text, to understand
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the basic contents of a web page, for example, then this might be true. Such uses,
which often fall under the heading of machine translation for assimilation, gener-
ally involve low-stakes, private use of the translated text in question, with little
risk of reputational or other damage. If, however, you want to use machine trans-
lation for dissemination, for example to publish your blog in a second language,
or to advertise your business, then it is wise to understand the risks involved and
even to take measures to mitigate them. The ability to do so is a component of
what is now known as machine translation literacy (Bowker & Ciro 2019). Other
components include having a basic understanding of how machine translation
actually works, and of the wider societal, economic and environmental implica-
tions of its use. While this might seem like esoteric knowledge, it turns out to be
highly transferable, as contemporary machine translation is based on the same
principles as a whole host of other technologies that are contributing to profound
changes in many aspects of contemporary life, and especially how we work. In
short, machine translation is now, for the most part, an application of machine
learning, and more specifically of deep learning. These concepts are explained
briefly below, and treated in greater depth by Pérez-Ortiz et al. (2022 [this vol-
ume]) on how neural machine translation works. If you are a translation student,
a professional translator, or are employed in some other capacity in the trans-
lation industry, then you are probably strongly motivated to learn about what
happens “under the hood” in machine translation systems. You are probably also
interested in how you can get the best out of the technology, by customizing it
for your needs. This is addressed in Ramírez-Sánchez (2022 [this volume]). The
following paragraphs, on the other hand, should be read by anyone who is cu-
rious about how machine translation can be said to be the linguist’s entrée into
the wonderful world of machine learning.

6 Artificial intelligence, machine learning and machine
translation

Contemporary machine translation is frequently mentioned alongside a num-
ber of other related concepts, including artificial intelligence, machine learning,
artificial neural networks and deep learning, some of which can be difficult to
differentiate for the uninitiated. Sources like Goodfellow et al. 2016 use a Venn
diagram to explain how they relate to each other. Artificial intelligence (AI) is the
most general category, represented by the biggest circle. It is often defined as the
branch of computer science that aims to create machines – or more specifically
computer programs – that can solve problems of the kind that would normally
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require human intelligence. The machines in question don’t necessarily have to
think like humans, rather they need to act like an intelligent human would. They
might be designed to solve fairly narrowly defined problems, like recognizing
faces. Such goals are the stuff of narrow AI, also known, somewhat unkindly,
as weak AI. So-called strong AI is a more aspirational undertaking. It would in-
volve either general AI – in which machines would have human-like intelligence,
be self-aware, able to learn and plan for the future – or superintelligence, which
would involve intelligence that exceeds the abilities of any human. It is fair to
say that translation, as practised by professional, human translators, requires the
kind of intelligence that strong AI aspires to, but that such intelligence still re-
mains beyond the capacity of machine translation systems.

6.1 Rule-based machine translation

One way to tackle the challenges of AI is to attempt to give a computer program
all the knowledge it would need to solve a particular problem, and rules that spec-
ify how it can manipulate this knowledge. In the case of machine translation, for
example, you can give the program a list of all the words in each of the source
and the target languages, along with rules on how they can combine to create
well-formed structures. You can then specify how the words and structures of
one language can map onto the words and structures of the other language, and
give the machine some step-by-step instructions (an algorithm) on how to use
all this information to create translated sentences. This approach, known as rule-
based machine translation (RBMT), dominated machine translation up until the
early part of this century. When free online machine translation first became
available in 1997, for example, it was based on RBMT (Joscelyne 1998). RBMT
was beset by a number of problems, however. It was very expensive to develop,
requiring highly skilled linguists to write the rules for each language pair and,
like other knowledge-based approaches to AI (Goodfellow et al. 2016), it suffered
from knowledge bottlenecks: it was simply impossible in many cases to antici-
pate all the knowledge necessary to make RBMT systems work as desired. This
applies both to knowledge about language and knowledge about the wider world,
so-called real-world knowledge.7

7Although RBMT has fallen out of favour generally, at the time of writing, it is still used in
a small number of systems, especially for translation between very closely-related languages.
See, for example, Apertium (Forcada et al. 2011).
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6.2 Data-driven machine translation

This is where machine learning comes in. Machine learning is based on the
premise that rather than telling a machine – or, more precisely, a computer pro-
gram – everything it needs to know from the outset, it is better to let the machine
acquire its own knowledge. The machine does so by observing how the problem
it is intended to solve has been solved in the past. We have already seen how
translation problems and their solutions can be captured at segment level in the
translation units stored in translationmemories and other parallel corpora. These
translation units constitute the training data from which contemporary machine
translation systems learn. This is why such systems are usually categorized as
data-driven. And learning from data is what distinguishes machine learning from
other types of AI.

Data-driven machine translation is divided into two types: statistical machine
translation and neural machine translation, each of which is addressed below.

6.3 Statistical Machine Translation

Statistical Machine Translation (SMT) systems basically build two types of statis-
tical models based on the training data:8 the first model, known as the translation
model, is a bilingual one inwhichwords and so-called phrases found in the source-
language side of the training data appear in a table alongside their translations as
identified in the target-language side of the training data, and each source-target
pairing is given a probability score. The ensuing structure is known as a phrase
table. Table 1 contains an example of an excerpt from such a phrase table.9

Table 1: Excerpt from a Phrase Table showing a me piace, observed
translations in Europarl and their probabilities

English Probability

a me piace I like 0.78
a me piace I should like to 0.11
a me piace I admire 0.11

8A statistical model is a mathematical representation of observed data.
9The example is greatly simplified, as it shows only sensible Italian-English pairings. In reality,
an SMT system would learn a translation model that contains lots of nonsensical pairings,
most of which would, however, be assigned very low probabilities. It would also reserve some
probability mass for previously unseen pairings.
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The term “phrase” is something of a misnomer here however, as the strings
in question don’t necessarily correspond to phrases as commonly understood in
linguistics. Rather they are 𝑛-grams, that is, strings of one, two, three or 𝑛 words
that appear contiguously in the training data. In the previous sentence, “appear
contiguously” is a bigram, for example, and “appear contiguously in” is a trigram.

The second model, known as the language model is a monolingual model (or
combination of models) of the target language. Again, it is based on 𝑛-grams. A
trigram target language model, for example, would give the probability of seeing
a particular word in the target language, given that you had already seen the two
words in front of it. A trigram model could tell you the probability of seeing the
word “gorgonzola” if you have already seen “I like” in the Europarl corpus, for
example. It turns out to be 0.024, whichmeans that while “I like gorgonzola” does
occur in the training data (it actually occurs four times) there are many words
other than “gorgonzola” that are much more likely to follow “I like”.10

In SMT systems, the translationmodel is supposed to capture knowledge about
how individual words and 𝑛-grams are likely to be translated into the target lan-
guage, while the language model tells you what is likely to occur in the target
language in the first place. What is really important from the current perspective,
is that linguists don’t have to hand-craft these models. Rather they are learned di-
rectly from the data by the machine in a training phase. In a second phase, called
tuning, system developers work out the weight that should be assigned to each
model to get the best output. Once the system is trained and tuned, it is ready to
translate previously unseen source sentences. Translation (as opposed to train-
ing) is called decoding in SMT. It generally involves generating many thousands
of hypothetical translations for the input sentence, and calculating which one is
the most probable, given the particular source sentence, the models the system
has learned, and the weights assigned to them.

SMTwas state-of-the-art inmachine translation for at least a decade up to 2015.
It represented a huge advance compared to the RBMT systems that preceded it,
but suffered from a number of deficiencies, most of them due to the fact that
relatively short 𝑛-grams were used to build models and that 𝑛-grams in the same
sentence were translated almost as if they were independent of each other. SMT
performed particularly poorly on agglutinative and highly inflected languages.
Other problems included word drop, where a system simply failed to translate a
word, and inconsistency, where the same source-language word was translated
two different ways, sometimes in the same sentence. By 2015, SMT was already

10The version of Europarl used here and in Table 1 is accessible through the Sketch Engine inter-
face at sketchengine.eu.
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being displaced by a competing approach to data-drivenmachine translation, the
above-mentioned neural approach. Within a matter of two years the transition
to neural machine translation was complete.

But if SMT is becoming obsolete, you might wonder why it is mentioned here
at all. SMT is introduced here for the purpose of opening up the area of ma-
chine learning to the reader. SMT showed that machine translation systems that
learned from data worked better than those that didn’t. It thus paved the way for
machine learning approaches in machine translation. SMT developers also made
remarkable contributions to machine translation research, by promoting new
methods and sharing their programs, but also by collecting translation data, from
bilingual and multilingual parliaments, international organizations, the world
wide web and so on, and sharing these data with the global research community.
It should also be noted that SMT is still used in the translation industry, albeit in
limited contexts: a supplier of machine translation services might, for example,
first create an SMT system to see how viable the project is and whether or not
it is worthwhile investing time and effort in subsequently developing a neural
system.

Our main interest in discussing SMT is, however, to show that there is more
than one way of learning from data11 and, more importantly for our purposes, of
representing those data. As we have seen, SMT represents translation knowledge
in phrase tables, and target language knowledge in separate 𝑛-gram models. In
such models, words (and strings of words) are still recognizable as themselves
but, crucially, they are related to each other using probability scores. And it is
these scores that allow the systems to work. The probability of any given target
sentence being the translation of a given source sentence can be computed simply
by multiplying the translation probabilities of its component 𝑛-grams as found
in the phrase table, and the probability of any given target-language sentence
occurring can be computed by multiplying the probabilities of its component 𝑛-
grams, as indicated by the language model. A single equation can then be used
to bring the different models together to compute the most likely translation.12

Another reason to address SMT is that doing so gives us a convenient excuse
for introducing concepts such as 𝑛-grams, which turn out be to extremely im-
portant in other areas in natural language processing in general, and in machine
translation evaluation in particular, as addressed by Rossi & Carré (2022 [this
volume]).

11In fact, we have said very little about the specific algorithms used by SMT systems to learn.
The interested reader is referred to Koehn (2010).

12The equation in question is based on Bayes Theorem, and SMT offers the translation scholar
an entrée into the machine learning approach known as Bayesian optimization.
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6.4 Neural Machine Translation

SMT had its heyday between 2004 and 2014. Most major users and suppliers of
machine translation, including Google Translate (from 2007) and the European
Commission (from 2010) were using the technology and in so-called shared task
evaluations13 SMT constantly came up trumps. Until 2015, that is. That year a
neural machine translation (NMT) system developed at Stanford University beat
a number of SMT systems – by a wide margin and on what was considered a diffi-
cult language pair, namely English-German (Bentivogli et al. 2016). The Stanford
success heralded the beginning of what Bentivogli et al. (2016) call “the newNMT
era.” The excitement was palpable among researchers and especially in the press.
Grand claims were made about the new technology, for example, that it was as
good as professional, human translation and had thus reached human parity.14

It was also claimed, with some justification, that NMT could learn “idiomatic ex-
pressions and metaphors”, and “rather than do a literal translation, find the cul-
tural equivalent in another language” (Marking 2016).15 But while there is some
truth in such claims, they should not be over-interpreted. An NMT systemmight
indeed produce an idiomatic translation, but this is generally because the data it
has learned from contain hundreds or maybe thousands of examples of that very
translation. An NMT system (in this case Google Translate) does not know it is
being idiomatic, or using a cultural equivalent, when it correctly translates the
German idiom:

(13) Ich habe die Nase voll.
‘I have the nose full.’

as

(14) I’m sick of it.

Rather it is outputting what it has learned from data.16

But why is NMT so much better that SMT, if it is simply learning from data?
Is that not what SMT was already doing? The answer lies in the kind of repre-
sentations that NMT systems use and in the kind of models they learn.

13In shared task evaluations, computer scientists pit their systems against each other to see
which performs best for a given language-pair and with different types of training data.

14This claim was famously made by researchers at Microsoft who had been working on Chinese-
to-English translation (Marking 2016). It was contested by many commentators, including
Toral et al. (2018).

15These comments were made by Alan Packer of Facebook in 2016 (Marking 2016).
16This particular translation has also been verified by Google Translate’s user community.
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6.4.1 Models in NMT

Let’s start with models. A computer model is an abstract, mathematical represen-
tation of some real-life event, system or phenomenon. One use of such a model
is to predict an answer to a previously unseen problem. A computational model
of translation, for example, should be able to predict a target-language sentence
given a previously unseen source-language sentence.17

We have already seen that SMT systems use probabilistic models of transla-
tion and the target language that are encapsulated in phrase tables and 𝑛-gram
probabilities. NMT systems, in contrast, use models that are inspired, even if only
loosely, by the human brain. They use artificial neural networks, in which thou-
sands of individual units, or artificial neurons, are linked to thousands of other ar-
tificial neurons (let’s just call them neurons from now on). In such a network, each
neuron is activated depending on the stimuli received from other neurons, and
the strength or weight of the connections between neurons. As Forcada (2017)
explains, the activation states of individual neurons do not make much sense by
themselves. It is, instead, the activation states of large sets of connected neurons
that can be understood as representing individual words and their relationships
with other words. The trick in training an NMT system is to learn precisely those
weights that will result in the best performing model of translation, that is, the
model whose activation states allow it to predict the best translations.

So how is this done? Like in all machine learning, the system learns from
data. A neural model of translation is built step by step by exposing a learning
algorithm to vast quantities of parallel data. In successive passes, the algorithm
learns weights and keeps adjusting those weights, so that the predictions of the
model it builds get closer and closer to a desired “correct” answer. More precise
details of how this feat is accomplished are given by Pérez-Ortiz et al. (2022 [this
volume]), and readers looking for a comprehensive technical discussion of NMT
can also refer to Koehn (2020). It suffices to say here that data-driven machine
translation is typical of machine learning in that it involves technologies that are
developed to solve problems to which humans already know the answer and to
which, in fact, humans have already supplied at least one, if not several correct
answers. Such correct answers may be present in the training data or they may
be arrived at through generalization from the training data. When a machine
translation system is tested to see whether it is improving during training or to
compare it to another system once training has finished, we also test by giving it

17When speaking of mathematical models, it is common to speak of predicting answers. For
our purposes, however, there is little practical difference between predicting and outputting an
answer, which is what machine translation systems do when they are actually being used.
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a problem to which we already know the answer. Typically, we ask it to predict
the translation of several sentences it has never seen before but for which we
already have good (human) translations that we set aside specifically for this
purpose.

When an NMT system has been trained to our satisfaction, it can be put into
use in a real translation scenario. We no longer talk about “testing” the system,
and instead talk about “using” it. When an NMT system is in actual use, most
people say that the system is “translating”. As with SMT, computer scientists
also use the term decoding for the moment when an NMT system produces an
output in the target language.

6.4.2 Representing words in NMT

We have already said that a mathematical model is a representation of some sys-
tem, event or phenomenon. There is much debate over the status of mathemat-
ical and other scientific models, but that need not detain us here. We will take
the view that a model represents something quite complex, with many intercon-
nected parts, and that if we want to talk about a simpler or more granular entity
– a number like 5, for example, or an object like an apple – we can simply use
the generic term representation to refer to ways in which that entity is depicted.

Representations are important, because, as Goodfellow et al. (2016) point out,
how ideas are represented affects what we can dowith them, in computer science
and in daily life. A good example of how representation affects human beings’
performance is given by the difference between Arabic and Roman numerals.
Most people would find it much easier to divide 125 by 5, for example, than to
divide CXXV by V, even though CXXV and 125 (and V and 5) represent exactly
the same quantity.

Words can also be seen as representing ideas. So the word apple, for example,
might be understood as representing a particular type of fruit. Another way of
representing the same fruit would be to draw a picture of it. The word and the
picture would have different properties, of course, which allow you to do differ-
ent things with them. You can spellcheck a (written) word, for example, but not
a drawing.

In NMT yet another type of representation is used: the vector, which is a fixed-
sized list of numbers. The word apple could be represented by a vector like [1.20,
2.80, 6.10] for example. To many people this seems incredible. It is difficult to
see how a list of numbers can represent a word.18 Things start to make slightly

18Note how we have shifted here from talking about the representation of ideas to the represen-
tations of words. What we have in training corpora are millions of identifiable words. They
are what we try to represent in NMT.
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more sense if we say that vectors are quite good at representing relationships
between words. The vector [1.20, 2.80, 5.50], for example, could be the vector for
pear. It differs from the vector for apple in just the last number. If we see the
numbers in the vector as representing dimensions in an imaginary three dimen-
sional space, this would make the words apple and pear very close to each other.
And presumably they would both be far from less related words, like helicopter
or very. Vectors have other interesting properties that make them particularly
attractive to computer scientists. You can add a vector to another vector, for ex-
ample, or multiply them and so on. Try doing that with the words themselves,
or with drawings of apples and pears!

So how did our vectors for apple and pear end up so suspiciously similar in
the above example? The truth is, we just made them up. In a real NMT scenario,
we would get a computer program to learn suitable vectors for all instances of all
words in our corpus directly from that corpus. (Remember, in machine learning,
the computer program has to work these things out for itself, with or without
human supervision.) The vector-based representations of words that themachine
learns are calledword embeddings. The reasonwhy embeddings for related words
end up looking similar to each other is that they are built up on the basis of where
particular words are found in the training data. If it turns out that twowords tend
to keep turning up in the same or similar co-texts – both apple and pear occur
very regularly before the word tree for example; both appear regularly after peel,
slice and dice – then they will end up with similar embeddings.

Word embeddings are not built in one go, but rather in successive layers, as
described in Pérez-Ortiz et al. (2022 [this volume]). An artificial neural network
that has multiple layers sandwiched between its external layers is known as a
deep neural network.

Deep learning, in turn, is simply the branch of machine learning that uses mul-
tiple layers to build representations. In a deep neural network, the external layers
correspond to inputs and outputs of the network and are visible to the human
analyst. The intermediary, or hidden, layers have traditionally been less open to
scrutiny, however, giving deep learning a reputation for opacity, and encourag-
ing some commentators to misleadingly use the word “magic” to describe the
internal workings of deep neural networks. The mystique of NMT is added to
when big tech companies report on their successes in building multilingual trans-
lation models, sometimes involving hundreds of languages, and which can cope
with translation between languages for which there was no “direct” bilingual
training data.19 Researchers in AI have not been oblivious to problems caused by

19See https://ai.googleblog.com/2016/11/zero-shot-translation-with-googles.html and https://
about.fb.com/news/2020/10/first-multilingual-machine-translation-model.
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perceived opacity, however, and in the areas known as explainable AI (XAI) and
interpretable AI, efforts are now being made to open up the “black box” of deep
learning, so that its inner workings can be more easily understood by users, ex-
planations can be provided for particular outputs and systems can be improved
(see, for example, Vashishth et al. (2019)).

7 The advantages and disadvantages of neural machine
translation

NMT is generally considered the best performing type of machine translation
invented so far. It performs better than SMT, for example, because it can build
up very rich representations of words as they appear in a given source text, tak-
ing the full source sentence into account, rather than mere 𝑛-grams. When it
produces translations, an NMT system considers both these rich representations
and the emerging target sentence at the same time. Because NMT handles full
sentences, it is better at dealing with tricky linguistic features like discontinuous
dependencies and it handles all sorts of agreement phenomena better than SMT.

But while contemporary NMT systems certainly handle full sentences, until
recently, they did not look beyond the current sentence. This meant that they
could not use information from a previous sentence to work out what a pronoun
like “it” refers to in the current sentence, or that the understood subject of a
Spanish verb is feminine (in cases of pro-drop in Spanish). This restriction to
sentence-level processing can cause lots of other problems that only become ap-
parentwhen users translate full texts rather than isolated sentences. The problem
is currently being tackled by researchers working in the area of document-level
machine translation, however (see, for example, Bao et al. (2021)). NMT can also
output words that don’t actually exist in the target language. Far more seriously,
NMT output can be fluent but inaccurate. And when a translation looks and
sounds good, one might neglect to check that it is compatible with the source
text. Like other technologies trained on large quantities of existing text, it can
also amplify biases encountered in the training data. A well documented form of
the amplification of bias is the way in which many systems over-use male forms.
Given a Spanish sentence that does not have a subject pronoun, like in example
(8) above, many NMT systems will output a male subject pronoun in English by
default. NMT developers are seeking solutions to this problem. Some systems
now output both male and female pronouns and let users choose the one they
prefer. Other steps that users can take to get the best out of a given NMT system
are addressed in Chaptes 4 and 5 of this book.
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Other problems have less to do with the translations that NMT systems output
and more to do with wider environmental and societal concerns: NMT systems
take much longer and much more computing power to train than their predeces-
sors and use up vast quantities of energy in the process. They usually require
dedicated, expensive hardware in the form of graphical processing units. They
also need massive quantities of training data, which are not available for every
language pair.

Improvements in the technology have also led some people to question the
wisdom of learning foreign languages: if a machine can translate anything any-
one else says or writes in a foreign language into your language, why go to all the
trouble of learning their language? Such arguments are based on a very limited
understanding of the benefits of second or foreign language learning, however,
and ignore the fact that machine translation is viable for only a small number
of the world’s languages. They also tend to see machine translation as being in
competition with language learning, rather than possibly being an aid in the pro-
cess. Chapters 1, 6 and 9 of this book have more to say on the broader ethical and
societal issues raised by the use of machine translation in language learning and
other aspects of our lives.

8 Systems, engines and custom NMT

In this chapter so far, we have attempted to explain in a very general way what
translation is, what machine translation is and how different types of machine
translation work. We draw the chapter to a close with some brief comments
on particular machine translation systems and the related concept of a machine
translation engine.

In common usage, amachine translation system often refers to amachine trans-
lation product or service made available by a single supplier or developer. Google
Translate is thus understood as Google’s machine translation system; while Mi-
crosoft has a system called Microsoft Translator. These systems are accessible as
services across various platforms. A usermight install Google Translate as an app
on their mobile phone, for example, or simply use Google Translate on the web,
having accessed it using their web browser. They might also access it through
an API (for “application programming interface”) in a third party’s software.20

20We use Google Translate here simply because it is probably the most familiar machine trans-
lation service. All Big Tech companies offer machine translation “solutions” of one kind or
another, as do a whole host of specialist machine translation providers.
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In relatively specialized contexts, for example in research papers or profes-
sional translation environments, people often talk about machine translation “en-
gines”. An engine in such contexts is basically a machine translation program (or
even a “model”) that has been trained to deal with a particular language pair
and, often, domain or genre. A commercial machine translation company may,
for example, offer its customers access to an English-French engine that was
trained on a parallel corpus of financial statements; or a Chinese-German engine
that has been trained using only medical texts. Customers might even be able to
build or customize their own machine translation engines, using their own data.
This kind of service was pioneered by companies like KantanAI.21 Custom ma-
chine translation is discussed in greater depth by Ramírez-Sánchez (2022 [this
volume]), and the MultiTraiNMT project has developed a bespoke pedagogical
interface that allows students to train their own NMT engines.22

9 Four last things you need to know about machine
translation

Many readers are likely to use only free, online machine translation and so will
encounter only generic engines built for the language pair that interests them.
But even these readers should be interested to learn that:

• different systems may output different translations;

• different engines in the same system may output different translations;

• a single system may output different translations for the same input de-
pending on the co-text;

• a single system’s outputs may change over time.

For example, at the time of writing, DeepL’s French-to-British English engine
outputs (16) for the sentence in (15), where the French expression mon petit doigt
me dit (literally ‘my little finger tells me’) is used to mean something like ‘I have a
hunch’ or ‘someone I won’t name has told me’. As the reader will note, the British
English translation in (16) uses an entirely appropriate figurative expression with
a similar meaning.

(15) Mon petit doigt me dit que tu es marié.

21https://www.kantanai.io
22http://www.multitrainmt.eu
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(16) A little birdie tells me that you are married. (DeepL UK)

Google Translate, on the other hand, outputs the inappropriately literal trans-
lation in (17).

(17) My little finger tells me you’re married. (Google Translate)

Also at the time of writing, DeepL’s French-to-American English engine out-
puts (18) but if the sentence is changed by a single word as in (19), then DeepL’s
French-to-American English engine performs much better, as seen in (20).

(18) My little finger tells me that you are married. (DeepL US)

(19) Mon petit doigt me dit que tu es parti.

(20) A little birdie tells me that you’ve left. (DeepL US)

By the time the reader reads this, however, the outputs of both systems may
have changed completely, as models are retrained and users correct faulty out-
puts.

10 Conclusions

In one way, NMT is just the latest in a line of technologies designed to auto-
mate translation, albeit one that has risen to prominence remarkably quickly. Its
success could lead to policy makers and ordinary citizens questioning the value
of learning foreign languages or training human translators. But such positions
would ignore the fact that NMT still relies on human translations or at least trans-
lations validated by humans as training data. And because NMT, like other types
of machine translation, is not invincible, its outputs still need to be evaluated
and sometimes improved by people who can understand both source and target
texts. There is also a pressing need for machine translation literacy among even
casual users of the technology, so that they do not suffer unnecessarily because
of ignorance of how the technology works. Given the right conditions, NMT can
be a vital pillar in the promotion and maintenance of multilingualism, alongside
language learning and continued translation done or overseen by humans. The
rest of this book is dedicated to creating those conditions.
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