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ABSTRACT 
In the recent year, the using of mobile devices has perceive an emerging need for improving the user experience of 

digital library for search, with various applications such as education, location search and product retrieval, There  

simply compare the query to the databases images; those are match that images are retrieve from the database, 

searching and response time of delivery staying a challenging issues in mobile document search previously lots of 

work has been done on search engine, retrieving  the document from the database without analyzed the image.  In 

The proposed method, Information retrieval  for  image based query automatically with a  mobile document 

information retrieval framework, consisting of a FP-growth is proposed finding frequent pattern from the retrieve 

document to optimize the result. 
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     INTRODUCTION
As this limits the applicability of search engines (images that do not coincide with textual data cannot be retrieved), 

thus developing a methods that generate description words for a picture automatically. Although keyword-based 

indexing techniques are popular and the method of choice for image retrieval engines. A method that generates such 

descriptions automatically could therefore improve image retrieval by supporting longer and more targeted queries, 

by creating as a short description of words for image’s content, and by using the question-answer interfaces. The 

mobile devices has witnessed an emerging need to improve the user experience of digital library browsing and search, 

with various applications such as education, augmented reality, location search and product retrieval. 

 

Data mining, the extraction of hidden predictive information from large databases, is a powerful new technology with 

great potential to help companies focus on the most important information in their data warehouses. Data mining tools 

predict future trends and behaviors, allowing businesses to make proactive, knowledge-driven decisions.  

  

The automated, prospective analyses offered by data mining move beyond the analyses of past events provided by 

retrospective tools typical of decision support systems. Data mining tools can answer business questions that 

traditionally were too time consuming to resolve. They scour databases for hidden patterns, finding predictive 

information that experts may miss because it lies outside their expectations. 

  

Most companies already collect and refine massive quantities of data. Data mining techniques can be implemented 

rapidly on existing software and hardware platforms to enhance the value of existing information resources, and can 

be integrated with new products and systems as they are brought on-line. When implemented on high performance 
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client/server or parallel processing computers, data mining tools can analyze massive databases to deliver answers to 

questions such as, "Which clients are most likely to respond to my next promotional mailing, and why?"In the recent 

years, digital library has played an important  role in accessing the corpus of massive scanned documents stored in the 

digital image format. Content based retrieval could  be a promising solution to facilitate pervasive and efficient access 

of the document images. In the  typical scenario, a query is formulated as a photo that captures the visual objects of 

user interest, for example, a book cover, a document page. The visual query is sent to the server end, where the visually 

similar documents are matched and returned. To improve the image matching efficiency, the extracted visual 

signatures of database images have to be indexed, typically by an inverted indexing table. Compared to typing query 

keywords, a snapped photo based query undoubtedly simplifies the input of a user query. Furthermore, in some 

specialized domains like searching ancient hieroglyph, content based queries retain as the effective approach. The 

recent proliferation of mobile devices has witnessed an emerging need to improve the user experience of digital library 

browsing and search, with various applications such as education, augmented reality, location search and product 

retrieval. 

 

RELATED WORK 
[1] With the rapid multiplication use of mobile devices, previous years have find mobile searching techniques into 

digital library. Such a electronic device application’s output has introduced the unique challenges in text document 

image search. The mobile photograph prefer hard to extract  features from particular object’s region of documents. In 

addition,  searching and response time of query delivery  bring out the challenging part in mobile document search. 

In this paper, In this paper propose a framework that is  novel mobile document image retrieval framework, which is 

having the robust Local Inner-distance Shape Context (LISC) descriptor of line drawings, a Hamming distance KD-

Tree for scalable , as well as a JBIG2 based query compression scheme with  an OTSU based binarization, to reduce 

the response time of query delivery  which maintaining query quality in terms of search performance. 

 

Content based image retrieval (CBIR) [3] is the task of searching digital images from a huge database basis on the 

extraction of features, like as color, texture, shape of the image. Almost the research has been in CBIR  which has 

been carried out with whole queries which were present in the database. This paper conclude the usefulness of CBIR 

techniques for retrieval of incomplete and misrepresented queries. [4] Text mining with information extraction having 

a two techniques BWI and RAPIER boosted wrapper induction and Robust automated production of IE rules. In this 

paper having a framework for text mining where combining the information extraction and knowledge data discover 

for text mining. It proposed for IE enabling the application of KDD to unstructured text corpora. KDD can discover 

predictive rules for improving IE performance. It is critical to the development of effective text mining systems for 

computational linguistics and machine learning. Open Language Learning for information extraction which extract 

relational tuples from text. Where OLLIE algortithm is implement to addresses the limitation of open information 

extraction and increase the precision. 
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PROPOSED WORK 
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Figure 1: FlowChart of Proposed Work 

 

In the above flowchart shown the complete scenario of this paper where the figure1,attemp the capture mode and 

stored image from the dataset, flow of the paper’s scenario. These two mode has been decided by the user after this 

stage there are two way for extracting the information first is by applying OCR and the second one is mapping through 

the XML . After selecting the choice mode of selecting or capturing the image the further work will done on server 

side. 

 

Information Retrieval is based on query you specified what information you need and it is return in human 

understandable form and information extraction is about structuring unstructured information given some sources of 

all the information is structured in a form that will be easy for processing this will not necessary be in human 

understandable form. It can be only use for computer programs. In the left part of the flow chart shown that after 

applying the OCR the text is extracted. First the program analyze the structure of document image. It divides page 

into elements such as blocks of texts,tables images etc. The are divided into words and words into characters after 

processing the huge number of such probabilistic hypotheses, the program finally takes the decision presenting you 

the recognized text. With dictionary support the program ensures even more accurate analysis and recognition of 

document. Map the keyword from indexed file where already indexing is done into the database now, number of files 

are retrived after recognizing the text. If the input query is select from dataset images then it must be mapped already 

in backend. The text here can map the attributes of java object to a combination of xml simple and complex types 

using a wide variety XML mapping type. From both side the number documents are retrived. For getting the optimized 

output the FP-growth has been applied for retrieving a meaningful document. 
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Graphical User Interface: 

 

 
Figure2  Graphical User Interface 

 

In the above image shown the graphical user interface which Information Retrieval Apk(application) for according to 

the so far idea. This Apk is comes under the user side that is in user’s mobile. Where user can easily access the front 

view for sending the query to the server. The image is formulated as query and send it to server, where the two options 

for the user one capture the image and sending to the server and second one is select the image from the dataset for 

formulated the query to send the server. 

 

In the above image having three buttons that is select picture, take picture and send which is easily handled by the 

user or non technical person too. Generally, GUI must in that way which is easily handled by navy user . 

 

http://www.ijesrt.com/


 
[Tadse* et al., 5(7): July, 2016]  ISSN: 2277-9655 

IC™ Value: 3.00                                                                                                         Impact Factor: 4.116 

http: // www.ijesrt.com                 © International Journal of Engineering Sciences & Research Technology 

 [636] 

 
Figure 3:  Capturing the image by mobile device 

In the proposed research plan of work shows that the visual query is captured by the user and sent to the server end, 

where the visually similar documents are matched and returned. Many of the search engines deployed on the web 

retrieve images without analysing content present in the image; they match user queries against collocated textual 

information. 

 

Firstly, it take a picture or capture the image through mobile which should be a text image. After that it goes into the 

choose mode onto the mobile. Here there has an option  to take as an input wheather it is captured image or from 

stored image of the dataset . Hence, the choose mode will help to select the mode of the input image easily. 

 

 
Figure 4: Retrived File based on send query 

 

The main objective of this work is for indexing text data and using this technology to implement searching and 

indexing of 100 million XML files from the CoPhIR (Content-based Photo Image Retrieval) data set. TheCoPhIR data 

set  is a test collection that serves as the basis of the experiments on content-based image retrieval techniques . The 

data collected within  represents the world largest multimedia metadata collection available for research purposes, 

containing visual and textual information regarding over 100 million images. Organizes 100 million image collections 

based on the Content based information retrieval. Indexing and searching mechanisms are based on the concept of 

structured peer-to-peer networks, which makes its approach highly scalable and independent of the specific hardware 
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infrastructure on which it runs. The resulting index has to be optimized for searching in descriptive image data. Before 

the actual indexing, data cleansing has to be executed. Subsequently, an index can be built and optimized for user 

searches 

 

 
Figure 4: Optimized output 

CONCLUSION 
The previous approach was dealing with simple heuristic rules which did not give proper results. We will propose a 

system to find frequent patterns using FP-Growth algorithm which gave efficient results compared to previous system. 

These frequent set of keywords improved the accuracy of document retrieval from digital library using mobile images. 

We have retrieved all the related information from our digital library which will be useful for finding frequent patterns 

and ultimately retrieving meaningful documents. 

 

The proposed method infer  that mobile document images are sending to the server and retrieved the document of that 

particular image. An efficient method of  retrieving document images from content based information retrieval for 

document  and  searching  methods  that  search  the information  with respect to content of images. Here getting  the 

optimized output at the end user in an efficient manner. JPEG compression is there, to low complexity is introduced 

to reduce the query delivery latency while maintaining comparable search accuracy. 
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