
Chapter 4

No paradigms without classification:
How stem-derivation develops into
grammatical aspect
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Johannes Gutenberg Universität Mainz

The Slavic aspect (pfv.:ipfv.) system is based on a binary opposition of stems con-
nected by derivational patterns. The choice between pfv. and ipfv. stem is unavoid-
able, since it affects virtually any finite and non-finite form. Simultaneously, this
opposition is characterized by classificatory properties resulting from complemen-
tary inventories of heterogeneous functions and constraints assigned to pfv. and
ipfv. stems, respectively. This situation raises questions as for the paradigmatic
organization of lexical units represented by verb stems, and an argument is de-
veloped for a two-layer structure of paradigms which integrates the crucial role
played by complementary inventories of functions and constraints associated to
ipfv. vs pfv. stems. Concomitantly, a case is made for a moderate paradigm-based
model of morphology in which stems are the basic units. On this background also
Construction Grammar approaches to grammatical categories are evaluated and
useful parallels to Word-and-Paradigm models are elaborated on to show which
hitherto unnoticed profit can be gained for a theory of grammatical oppositions by
a due account of the properties of the Slavic aspect system.

1 Introduction

The opposition of perfective (pfv.) : imperfective (ipfv.) aspect is a kind of “pro-
prietary label” of Slavic languages as a whole. The fundamental architecture of
this system is the same for all varieties of Slavic, both concerning the morpholog-
ical patterns and the basic functional distinctions (see Section 2). The pfv.:ipfv.
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opposition is binary, and the backbone of the system are regular and predictable
patterns of stem-derivation (Section 2.1). As a consequence, practically every fi-
nite and non-finite form of a verb belongs to either pfv. or ipfv. aspect. This
makes aspect choice almost unavoidable, and since verbs play a central role in
syntax and participate in many categorial distinctions, aspect choice bears se-
vere consequences for the grammatical system of any Slavic language. Simulta-
neously, the distribution of pfv. and ipfv. stems over contexts that can be de-
fined by grammatical or pragmatic conditions raises questions about the lexical
units on which aspect operates, and about the paradigmatic organization of verb
stems representing such units (Section 2.2). This is why the history of Slavic
aspectology abounds in discussions concerning the morphological status of the
pfv.:ipfv. opposition and its interaction with the lexicon. Central to this discus-
sion are countless debates as for which ipfv. and pfv. stems represent the same
lexical meaning (so that they can be considered pairs, partners or groups) and
how these relations should be captured in systematic lexicography, but also how
the paradigmatic structure of morphologically related verb stems of opposite as-
pect may be captured (see Section 3).

These traditional debates, in particular the issue of paradigmatic organization,
are here re-evaluated: by choosing a stem, one chooses aspect, and this choice cor-
relates with various grammatical constraints and functional oppositions, largely
depending on different types of construction. The choice therefore depends on
sets of functions and constraints, and these sets lean toward complementary dis-
tribution over two classes of stems, called perfective and imperfective. Aspectual
distinctions belong to the core functions influencing this choice, but many more
oppositions and constraints have appeared since the onset of a development by
which diverse kinds of contextual implicatures have been strengthened and en-
trenched via the choice of stems. These stems organize into two classes (class
of pfv. stems vs class of ipfv. stems) and thus make up a binary classificatory
system.

Plungjan (2000: 125) defines classificatory categories as follows:

[1] (…) a given amount of lexemes of a language distributes over non-over-
lapping subclasses without any remainder; every subclass is characterized
by its meaning for a certain grammatical category. Therefore, this category
is assigned not to word forms, but to lexemes and determines the grammati-
cal classification of the [given section of the] lexicon. This is why it is called
classificatory.

(my translation, emphasis original; see also Plungjan 2011: 53–54)
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4 No paradigms without classification

Plungjan considers Slavic aspect a prominent example of a classificatory cate-
gory. Accepting this, I further argue that the units underlying grammatical classi-
fication are stems and that, first of all, the grammatical classes (inventories of pfv.
stems vs ipfv. stems) are themselves established and strengthened by an increas-
ing amount of very heterogeneous functions and constraints in complementary
distribution. Thus, complementary inventories and the binary opposition of two
increasingly abstract classes condition each other mutually (see Section 2.2).

From these premises, I arrive at two interrelated claims which will be argued
for in this article, namely

Claim 1: The tight organization of complex paradigmatic oppositions condi-
tioned by aspect choice in Slavic (the pfv.:ipfv. opposition), though based
on stem-derivation, can only be explained from the classificatory prop-
erties of the system; these properties, in turn, result from the formation
of complementary sets of functional (grammatical and pragmatic) opposi-
tions and constraints.

Claim 2: The complementary sets participate in the formation of a complex
paradigmatic system, “on top” of traditional sets of finite and non-finite
verb forms; the nature and provenance of this paradigmatic organization
considerably modifies known conceptions of paradigms.

Concomitantly, these properties explain why the rise of the Slavic aspect op-
position is no good example of grammaticalization. Among standard parameters,
as those in Lehmann (1995), Heine & Kuteva (2002), Himmelmann (2004), only
paradigmatic tightening and, to a much smaller extent, syntagmatic tightening
apply, in a sense context expansion can be considered as well, but other parame-
ters are practically irrelevant, or useless (Wiemer 2002: Ch. 6, 2008, 2020a: 267–
270, Wiemer & Seržant 2017). This said, I have to specify in which sense paradig-
matic and syntagmatic tightening aswell as context expansion apply andwhy the
rise of tighter paradigmatic relations is crucial for an understanding of this gram-
matical opposition. The question whether the related processes and their results
may be subsumed under grammaticalization is tangential to (and unrevealing for)
a proper explanation of how this opposition works and how its paradigmatic or-
ganization looks like. More so, I dare claim that neither Construction Grammar
nor Word-and-Paradigm approaches, as known so far, are able to provide a fully
adequate description (let alone explanation), although it is certainly among these
approaches where we have to look for an adequate model.

This sets the stage for the following. I will start with the essentials about the
Slavic pfv.:ipfv. opposition; this presentation glosses over many details, is far
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from comprehensive and refrains from giving a diachronic background. It is re-
stricted to what is necessary to justify why aspect in contemporary Slavic should
be considered a classificatory system based on stem derivation (Section 2), and
what is indispensible for a proper understanding of the problematic relation be-
tween paradigm and lexeme, which will be addressed in Section 3. Subsequently,
I will discuss the merits and limits of Construction Grammar approaches and
Word-and-Paradigmmodels for an account of the architecture of aspect in Slavic
(Section 4), before I address my own proposal of an extended notion of paradigm
applied to aspect choice (Section 5). The article ends with a summary and an
outlook (Section 6).

Two “technical” remarks should be added: if no elaborate glossing is needed,
I will indicate the aspect of the stem by upper case small caps (ipfv, pfv), and
examples given without an indication of their source are constructed.

2 The basic architecture of the Slavic pfv.:ipfv. opposition

Essentially, the pfv.:ipfv. opposition of Slavic languages rests on two pillars, one
consists in patterns of morphological derivation (Section 2.1), the other in the dis-
tribution of verb stems over (a) function inventories and (b) sets of combinatorial
restrictions (Section 2.2). Both pillars provide the foundation for paradigmatic op-
positions and render them grammatical, but while the first pillar assigns some
regularity of form to this opposition, it is the distributional properties of the
involved stems which turn it into a classificatory category. These two character-
istics – patterns of stem derivation and grammatical classification – are not only
compatible, by capturing different properties of Slavic aspect (Wiemer 2006), but
depend on one another; moreover, they justify the combination of different mod-
els of morphological analysis. Among these, Word-and-Paradigm approaches are
more important.

2.1 Stem-derivational patterns

In Slavic, aspect is not indicated by unequivocal, monofunctional morphemes.
Instead, the morphology of aspect builds on the functional reinterpretation of
patterns of stem derivation which uses both prefixes and suffixes (Breu 2000,
Wiemer 2008, Wiemer & Seržant 2017, among many others). Apart from minor,
often lexically restricted and obsolete patterns, two patterns predominate and
are productive across contemporary Slavic; see Figure 1 with infinitives.
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a. simplex ⇒ prefix+simplex

b. prefixed stem ⇒ [prefixed stem]+suffix

c. simplexipfv — prefixed stempfv

(e.g., Pol. gotowa-ć ⇒ u-gotowa-ć ‘cook’)

d. prefixed stempfv — [[prefixed stem]+suffix]ipfv

(e.g., Pol.prze-kaza-ć ⇒ prze-kaz-ywa-ć ‘convey’;
s-praw-i-ć ⇒ s-prawi-a-ć ‘cause’)

reinterpretation: (a) identical lexical concept
(b) different gram. distribution

Figure 1: Predominant patterns of stem derivation and their grammat-
ical reinterpretation

Importantly, markers of tense, mood, agreement (person/number) and of non-
finite forms all occur outside of these stems. Although such ending sets are asso-
ciated with systematic morphonological alternations, e.g., between present (resp.
non-past) and infinitive stems, these alternations apply to any stem regardless
of its aspect. This predictably leads to multiple exponence, e.g. the non-past and
the infinitive stem each imply particular sets of endings (see 1a–b), so do allo-
morphs of imperfectivizing suffixes, like -ywa- vs -uj- in Polish (see 2–c). Thus,
the patterns of stem changes that distinguish aspect are entirely dissociated from
alternations between non-past and infinitive stems, i.e. from what Brown (1998:
199) dubs “allostems”. These two types of stem change are not related diachro-
nically, and despite regular morphonological alternations at the end of stems (or:
before endings), the word-form structure shows clear morpheme boundaries;1

in this respect, it follows concatenative principles: typically, portmanteau mor-
phemes are known for material added on stems, not of stems themselves. See (1–
2) from Polish, where square brackets indicate the part of the word forms which
constitutes the stem relevant for determining aspect. They show the word form
structure and non-aspect related stem-alternations in the derivation of perfective
and imperfective stems with finite past and non-past forms.

1There also occur language-specific regular changes in the root vowel (apophony), e.g. Pol.
przepowiedziećpfv – przepowiadaćipfv ‘forecast.inf’, but these non-concatenative alternations
are likewise irrelevant for aspect membership. They can supply additional cues for its recogni-
tion, but never independently from the patterns given in Figure 1, and frommultiple prefixation
if it applies (see below).
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(1) [1] Simplex imperfective stem ⇒ perfective stem by prefixation

a. [pis-a]ipfv-ł-a
write-thv-pst-sg.f
‘she wrote, was writing’

⇒ [na-pis-a]pfv-ł-a
pfx-write-thv-pst-sg.f
‘she wrote (up)’

b. [pisz]ipfv-ę
write.prs-prs.1sg
‘I write, am writing’

⇒ [na-pisz]pfv-ę
pfx-write.prs-prs.1sg
‘I will write (up)’

(< *(na-)pis-jǫ)

(2) [2] Perfective stem by prefixation ⇒ secondary imperfective stem by
suffixation

a. [roz-wiąz-a]pfv-l-i
pfx-bind-thv-pst.vir-pl.vir
‘they tied off’

, [roz-wiąz-a]pfv-ć
pfx-bind-thv-inf
‘tie off’

b. ⇒ [roz-wiąz-ywa]ipfv-l-i
pfx-bind-sfx-pst.vir-pl.vir
‘they tied off, were tying off’

, [roz-wiąz-ywa]ipfv-ć
pfx-bind-sfx-inf
‘tie off’

c. [roz-wiąz-uj]ipfv-ą
pfx-bind-sfx-prs.3pl
‘they tie, are tying off’

This standard segmentation of word forms into morphemes, with an account
of allomorphy, looks like an application of an Item-and-Process (IP) analysis,
inasmuch as morphonological changes are accounted for, or even an Item-and-
Arrangement (IA) analysis, inasmuch as merely concatenative principles are con-
sidered. However, such analyses miss the crucial point that these allomorphic al-
ternations are accidental, and thus irrelevant for determining the membership of
the stem to pfv. or ipfv. aspect. It is not the affixes themselves which determine
aspect but patterns standing in opposition to another stem which is formally dis-
tinguished by presence vs lack of a prefix or suffix.2 Since these stem distinctions
apply “before” markers of tense and agreement are added, each stem already dis-
tinguished as pfv. or ipfv. can have all kinds of finite and non-finite forms, or
conversely: aspect is in principle distinguished for all finite and non-finite forms
(infinitive, participles, action noun); cf. also Andersen (2022 [this volume]).

As the patterns in Figure 1 and (1–2) show, the locus of the affix is also crucial:
most simplex stems are ipfv., while prefixation almost always yields a pfv. stem,

2Here I am neglecting differences between addition and change (or alternation) of suffixes, for
reasons that become clear in Sections 2.2 and 3.
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and the addition (or change) of another suffix makes an already prefixed stem
ipfv. While the latter, i.e. so-called secondary imperfectivization, almost never
changes the lexical meaning of the stem, prefixes normally change it. In those
cases, the prefix serves both a lexical function (it changes lexical meaning and
thereby partakes in creating a new lexical unit) and a grammatical function (it
changes an ipfv. stem into a pfv. one).

In contrast to prefixes, the number of suffixes used in secondary imperfec-
tivization (see 2b) is much smaller, in fact contemporary Slavic languages tend
to have only one productive suffix, such as Russ./Pol./Cr. {iva}, Czech {ova}, Bulg./
Bel. {va}. It has as such become a salient sign of imperfectivization which, above
all, does not change lexical meaning. For this reason, many have regarded it as a
grammatical marker of ipfv. aspect par excellence. Moreover, because of its pro-
ductivity secondary imperfectivization has also been viewed as inflection, while
other patterns of stem derivation would be ascribed a different grammatical sta-
tus – with the consequence that Russian aspect has sometimes been treated as a
morphologically mixed category. Without going too deeply into this recently re-
vived debate (cf. Gorbova 2015), I here only want to point out that nothing in the
morphological structure of verb stems forces us to assume that the addition or
alternation of suffixes which precede morphemes marking agreement categories
(person/number) or tense should be considered as inflection, even if they do not
affect lexical meaning and are very productive. Ultimately, the discussion boils
down to the question of what counts as a lexical unit and whether these units
can be integrated in paradigms (see Section 3).

Importantly, aspect membership (i.e. the grammatical function) cannot be ex-
plained by derivation as such. Instead, it results from distributional restrictions
which do not hinge on pairs of pfv. and ipfv. stems united by an identical lexi-
cal meaning, although such pairs constitute a central and necessary part of the
system (see Section 2.2). By a similar token, aspect assignment does not depend
on (a)telicity or actionality features. These tenets will be briefly explained in the
remainder of this subsection.

To start with, although the dual – lexical and grammatical – function is char-
acteristic for prefixes added to simplex (predominantly ipfv.) stems, there is a
considerable number of cases in which the prefix only marks change of aspect,
but does not alter the lexical meaning of the initial ipfv. stem (henceforth: sim-
plex ipfv. = IPFV1). These cases are called Natural Perfectives, following Janda et
al. (2013): The perfectivizing prefix has a meaning profile which makes it compat-
ible with a component of the lexical meaning of the simplex stem. This results in
semantic overlap, so that the lexical meaning remains unaltered. Standard exam-
ples are Russ. pisat’ipfv ⇒ na-pisat’pfv ‘write’, stroit’ipfv ⇒ po-stroit’pfv ‘build’,
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pit’ipfv ⇒ vy-pit’pfv ‘drink’, čitat’ipfv ⇒ pro-čitat’pfv ‘read’. Notably, there are
no prefixes “specializing” as such in Natural Perfectives (NatPerfs).3 NatPerfs are
only claimed for telic stems (resp. their telic uses); in atelic contexts, usually the
prefix po- is encountered, which while also perfectivizing, does not mark an ac-
tion as accomplished, but only as limited in time. Thus, one also gets pisat’ipfv ⇒
po-pisat’pfv ‘write’, pit’ipfv ⇒ po-pit’pfv ‘drink’, čitat’ipfv ⇒ po-čitat’pfv ‘read’ (to-
getherwith inherently atelic stems like sidet’ipfv ⇒ po-sidet’pfv ‘sit’, kričat’ipfv ⇒
po-kričatipfv ‘shout’), while po-stroit’pfv ‘build’ is telic simply because stroit’ipfv

is incapable of atelic readings. This evidences that, regardless of whether telicity
is analyzed as a feature of verb (better: stem) semantics or of clause semantics, it
is not a defining property of aspect.4 Instead, the stem-derivational patterns dis-
cussed here are grammatical, among other things, because they are not restricted
by telicity. Pairs of atelic simplexipfv—prefixedpfv stems are numerous and can
be productively derived (at least in Russian and many other Slavic languages).

Moreover, there are many verbs which denote punctual events and are, in this
respect, related to limited events. These demonstrate systematic pairings of pfv.
and ipfv. stems (in either direction of morphological derivation) in which the
ipfv. stem simply denotes the same event as the pfv. one without any shifts in
actionality. Consider, for instance, Russ. spotk-nu-t’-sjapfv – spotyk-a-t’-sjaipfv

‘stumble’, lop-nu-t’pfv – lop-a-t’-sjaipfv ‘pop’, verbs denoting illocutionary acts
(Russ. prosit’ipfv – po-prosit’pfv ‘request’, zajav-i-t’pfv – zajavlj-a-t’ipfv ‘declare’),
verbs denoting mental or social events (Russ. zamet-i-t’pfv – zameč-a-t’ipfv ‘no-
tice, spot’, prost-i-t’pfv – prošč-a-t’ipfv ‘forgive’). The ipfv. stems only “copy” the
event meaning of the pfv. stem, but their function in the grammatical system is
important, as they serve to replace their pfv. counterparts in contexts for which
the latter are avoided or altogether inadmissible (see Section 2.2). In sum, regard-
less of the actionality type and differences in actional behavior on the clause
level, stem derivation changing the grammatical behavior is pervasive and able
to “overwrite” differences of actionality types and actional shifts between the
related stems.

3The number of NatPerfs can only be estimated roughly, but they are not a marginal pheno-
menon. Łaziński (2020) counted about 1,670 NatPerfs in Polish, which amounts to approx. 36%
of all aspect pairs acknowledged in authoritative dictionaries. For similar figures concerning
Russian cf. Janda et al. (2013), who emphasize that, on average, the token frequency of NatPerfs
exceeds that of pfv. stems with prefixes that modify the lexical meaning of the simplex about
10 times.

4By the same token, perfective aspect only has the function of limiting the situation denoted
by the verb; it per se does not mark completion (or similar notions). The latter is possible only
with telic predicates.
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Two more phenomena are to be mentioned here because they are widespread
and, though complicating the system on first sight, on closer inspection they
substantially support the generalization that aspect membership is indicated not
by particular prefixes (or suffixes), but based on derivational patterns of verb
stems which lead to a binary division of stems into grammatical classes. The
first “complication” arises with prefixed stems that are able to occur in a double
relationship with ipfv. stems. For instance, Russ. raz-delit’pfv can be considered
the pfv. counterpart to delit’ipfv1 in the sense of ‘divide, separate’ (= NatPerf),
but it also occurs as the pfv. stem to the secondary imperfective (= IPFV2) raz-
delj-a-tipfv2 in the sense of ‘share (somebody’s opinion)’. The same applies to
the Polish cognates dzielićipfv1 ⇒ po-dzielićpfv ‘divide, separate’ (= NatPerf) vs
po-dzielićpfv ⇒ podziel-a-ćipfv2 ‘share (somebody’s opinion, fate)’. In these cases
the two different pairs (IPFV1—PFV vs PFV—IPFV2) represent different lexical
meanings. However, in many other cases the relation of IPFV1—PFV—IPFV2 es-
tablishes so-called aspect triplets: both ipfv. stems can provide “copies” of the
lexical meaning of the pfv. stem, while each of them is subject to different con-
straints and function preferences assigned to ipfv. stems in their entirety (see
Section 2.2). The pfv. stem, in turn, functions like a pivot, since it connects the
two ipfv. stems in a derivational chain; compare:

(3) Russian

IPFV PFV IPFV2
a. že-č’ ⇒ s-že-č’ ⇒ s-žig-a-t’ ‘burn (tr)’
b. množ-i-t’ ⇒ u-množ-i-t’ ⇒ u-množ-a-t’ ‘multiply’
c. gotov-i-t’ ⇒ pri-gotov-i-t’ ⇒ pri-gotavl-iva-t’ ‘cook’

Such triplets depend, of course, on NatPerfs, and they are even more difficult
to count than NatPerfs (see fn. 3). Preliminarily, even in conservative counts5

the number of triplets amounts to considerably more than 500 in contemporary
Russian, Polish and Czech (Wiemer et al. 2020: §3.2).

Another pervasive kind of triplet is based on atelic IPFV1 stems denoting un-
bounded activities consisting of rapid cyclic acts (e.g., ‘wave’, ‘shiver’, ‘blinker’,
‘knock’). They derive two different pfv. stems, one with the prefix po- adding a
temporal limit, the other with a nasal suffix (e.g. Russ. -nu-) denoting a single act
out of the cyclic repetition (semelfactives). Compare:

5For a survey of the criteria which have been employed to subdivide aspect triplets cf. Wiemer
(2019: 51–56).
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(4) Russian

a. IPFV PFV
mig-a-t’ ⇒ po-mig-a-t’

⇓
PFV
mig-nu-t’
‘blinker’

b. IPFV PFV
vilj-a-t’ ⇒ po-vilj-a-t’

⇓
PFV
vil’-nu-t’
‘wag’

c. IPFV PFV
krič-a-t’ ⇒ po-krič-a-t’

⇓
PFV
krik-nu-t’
‘shout’

In addition, in some Slavic languages, IPFV1 stems denoting atelic activi-
ties (among them the same as in 4) can have prefixes marking the ingressive
phase (e.g., Russ. za-kričat’pfv ‘start shouting’, za-volnovat’sjapfv ‘become ner-
vous, start worrying’). Both kinds of triplets provide further evidence that the
morphologically related stems distribute over complementary inventories of con-
straints and functions regardless (i) of the type and tightness of their lexical re-
lation, and (ii) of telicity.

The same holds true for the second “complication”: multiple prefixation. Cer-
tain prefixes can be used “on top” of already prefixed, or even secondarily suf-
fixed, stems. They do not modify the lexical concept, but add a pluractional6 or
some other quantifying feature, such as repetition (Russ. pere-za-pisa-t’pfv lek-
ciju ‘again record the lesson’), cumulativity (Russ. na-so-bira-t’pfv ruxljadi ‘col-
lect a certain/larger amount of lumber’) or distributivity (Russ. po-ot-davat’pfv

kvartiry bezdomnym ‘give apartments (one after the other) to homeless people’).
Prefixes with such functions are called outer or supralexical prefixes;7 they can
also attach to IPFV1 stems (e.g., Russ. pere-čitat’pfv ‘reread’, na-rvat’pfv (cvetov)

6For a classification of pluractionality types cf. Šluinskij (2006) and Wood (2007).
7Cf. Tatevosov (2009) for a comprehensive analysis on Russian and further references.

76



4 No paradigms without classification

‘pick some amount (of flowers)’), also the numerous “delimitative” pfv. atelic
stems prefixed with po- belong here (e.g., Russ. po-sporit’pfv ‘quarrel (over some
time)’). The combination of (inner and outer) prefixes, possibly with an “inter-
spersed” suffix, creates chains of derivation, which in an IA-fashion can be ana-
lyzed like the successive addition of morphemes; see (5). Importantly, the aspect
of the stem depends on whether the last morpheme added is a prefix or the suffix.
Thus, the entire stem po-do-za-pis-yva- in (5) is pfv., but without po- it would be
ipfv., since -yva- is the last one added before po- in the derivational history (cf.
Tatevosov 2009: 94, from where this example is cited).

(5) Russian
pfv[po-[pfv[dо-pfv[zа- [pis]ipfv]] -yva]ipfv] -t’ ≈ ‘record a little bit

∣ ∣ ∣ ∣ ∣ ∣ additionally’ (infinitive)
pfx3 pfx2 pfx1 ‘write’ sfx inf
supralexical lexical

[ ‘record’ ]

Such chains resemble increasing scope relations as in syntactic constituency
with recursive insertions. In fact, this kind of analysis is useful in showing analo-
gies between syntactic and morphological structure; above all, the order of ap-
peareance of affixes in a derivational chain is important. This kind of analysis has
been favored by linguists who emphasize the derivational character of word form
structure and explainmorphology in terms of syntax. Such “constructivist” think-
ing (see Section 4.2) largely disregards, or ignores, paradigmatic structure. This
approach works reasonably well when morphological structure is concatenative.
It is also sensible in view of the fact that the productive derivation of stems ren-
ders hard if not impossible any attempt at “catalogizing” stems into lexical units:
given the productivity of affixes attaching to stems one can hardly determine the
number of complex stems that are “part of the language”. This number may by
far exceed the inventory of verbal lexemes registered in even the most compre-
hensive dictionaries (Tatevosov 2015: 247).8 Even more, it appears futile to try to
establish which stems are related as representatives of identical lexical units (see
Section 3).

The issue of lexical identity may be unimportant (or even unintelligible) for
thosewho are just interested in the derivational possibilities of a language, but do
not inquire how stems might be organized in a paradigmatic way. However, even

8Slavic languages differ in their liability for multiple prefixation and for secondary imperfec-
tivization. Although these parameters have remained investigated insufficiently, Russian and
even more so Bulgarian can be regarded as the “leaders” in both respects.
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if the question of what is a lexeme, or what counts as its representative, cannot
be answered exhaustively, this does not disprove the existence of paradigmatic
relations. In the first place, there is an issue of how paradigmatic relations arise.
This question is intimately connected to the issue of how the productive and
diachronically stable stem-derivational properties of Slavic languages came to
establish a grammatical aspect opposition. We now turn to this question.

2.2 Grammatical classification in the choice of stems

However the association between morphological derivation and the meaning re-
lation of the involved stems may be characterized, one crucial point needs to
be answered: why are those stems members of different aspects and opposed to
each other in grammatical terms?

The answer lies in the fact that morphologically and lexically related stems do
not distribute randomly over grammatical forms and contexts, but underlie con-
straints (of different strength) which either block certain combinations of stems
with verbal morphology or their combination with other word forms, or which
restrict the interpretation of such combinations. The sums of what is called pfv.
and ipfv. stems constitute classes whose grammatical distribution can be cap-
tured via their distribution over complementary sets of functions and restrictions
on different levels of constituency. Thus, regardless of howmorphologically com-
plex (or simple) a verb stem is, and regardless of whether the involved stems are
closely related lexically, every stem (with few exceptions) belongs to the class of
either pfv. or of ipfv. stems by virtue of restrictions of functions and combinatorial
possibilities.

The function sets and restrictions are not arbitrary, but constitute a complex
network in which more peripheral (or specific) functions can to a large extent be
motivated from basic functions associated with pfv. and ipfv. aspect. The choice
is always binary (pfv. or ipfv.), and it cannot be avoided, since aspect is a property
of the stem and thus determined for any form and every discourse token of a verb
(see Section 2.1). These properties have led to more or less rigid restrictions in
the interaction with other verbal categories, on clause level (complex predicates)
and in clause combining. Thus, the grammatical behavior of stems depends on
their membership in one of two opposed classes which are, in turn, defined via
inventories of functions and restrictions of syn- or paradigmatic combinations;
this includes the interpretation of combinations when pfv. and ipfv. stems “com-
pete” with each other. After all, these distributional properties condition the clas-
sification of stems based on sum totals of properties which stretch from the core
grammar (e.g., tense andmood) via clausal semantics (e.g., modality) to discourse
functions (e.g., illocutions, presupposition management).
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Many (if not most) of these properties do not depend on the identity of the
lexical concept which may unite morphologically related stems, but these prop-
erties can be best illustrated with stems which, being connected via morphologi-
cal derivation, preserve extreme closeness, or identity, of lexical meaning. These
are usually called “aspect pairs”. Contrary to “ordinary” synonyms, the use of
these derivationally related stems is constrained by complementary functions,
and they can (or must) replace each other under predictable conditions, up to
the point that even actionality properties (central for the definition of aspect)
are “sacrificed”. The most famous example of such replacements (at least in East
Slavic, Polish and Bulgarian) is the requirement to employ ipfv. verbs in narra-
tive uses of the present tense. See examples from Polish, which denote the same
narrative sequence:

(6) a. Narrative past
W 1832 roku Mickiewicz przyjechałpfv do Paryża, a dwa lata później
ożeniłpfv się z Celiną Szymanowską. Żona urodziłapfv mu sześcioro
dzieci.
‘In 1832 Mickiewicz arrived in Paris, two years later he married
Celina Szymanowska. His wife gave birth to six children.’

b. Narrative present
W 1832 roku Mickiewicz przyjeżdżaipfv do Paryża, a dwa lata później
żeniipfv się z Celiną Szymanowską. Żona rodziipfv mu sześcioro
dzieci.
‘In 1832 Mickiewicz arrives in Paris, two years later he marries Celina
Szymanowska. His wife gives birth to six children.’

In (6b) ipfv. verbs are chosen, because in Polish (as in Russian) the default asso-
ciation of present tense forms of pfv. verbs with the future has become too strong;
therefore pfv. verbs are excluded, although the context is about a sequence of sin-
gular events. Simultaneously, ipfv. verbs just “copy” the actionality property of
their pfv. counterparts: they denote the same events as do the latter in the past
tense (see 6a) and, thus serve as placeholders of their pfv. lexical counterparts.
For this reason, this contrast, and corresponding tests, are considered trivial, and
the respective relation between the pfv. and ipfv. stem is a trivial one. This is
but an extreme manifestation of lexical identity (with complementary grammat-
ical distribution), and this is why replacements between narrative pfv. past and
ipfv. present tense are used as a test of aspectual pairings (at least for Polish and
Russian). Other such “trivial” tests (with varying reliability, depending on the
language) are
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1. the use of the ipfv. instead of the pfv. verb in the past tense for the deno-
tation of an unlimited repetition of events; compare (7a–7b) and (8a–8b);

(7) Russian

a. Segodnja Vanja vyšelpfv uže v 5 časov.
‘Today Vanja went out already at 5 o’clock.’

b. Obyčno Vanja vyxodilipfv tol’ko v 8 časov.
‘Usually Vanja went out only at 8 o’clock.’

2. the use of the ipfv. stem in the negated imperative (8b) as an equivalent of
the unnegated imperative with a pfv. stem (8a).

(8) Russian

a. Rasskažipfv emu, čto ty videl.
‘Tell him what you saw.’

b. Ne rasskazyvajipfv emu, čto ty videl.
‘Don’t tell him what you saw.’

(8a) expresses a command (or request), (8b) is prohibitive. Again, both stems
mark the same type of event, but (in combination with negation) their illocution
differs. Remarkably, in North (= East+West) Slavic the pfv. stem can be used in
the negated imperative (9a), but only in another illocution, namely a warning
(preventive meaning). The ipfv. stem, in turn, can be used in unnegated imper-
atives as well (9b), but it then contrasts with the pfv. stem (see 8a) in that it
indicates the speaker’s assumption that the intended action is presupposed:

(9) Russian

a. Ne rasskažipfv emu (slučajno), čto ty videl.
‘Don’t tell him (inadvertently), what you have seen.’

b. Nu, čto ty tam videl? (Ty obeščal mne rasskazat’pfv.) Rasskazyvaj!ipfv

‘Well, what have you seen there? (You promised to tell me.) Tell me.’

That is, choice of aspect in the unnegated imperative is indicative of speaker’s
assumptions about absence (pfv.) vs presence (ipfv.) of knowledge and expecta-
tions shared with the interlocutor (cf. Padučeva 1996: 71–80 for Russian). This
kind of presupposition management also works for contrasts of aspect choice in
the future tense, e.g. in Polish (cf. Błaszczak et al. 2014: 193–199), and with modal
auxiliaries (for instance, (10a) may be used if such a presupposition is implied).

Aspect choice can also differentiate modal functions, e.g. in minimal pair con-
ditions under the scope of modal auxiliaries as in (10a–10b).
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(10) Russian, cf. Padučeva (2008)
a. Zdes’ možna perexodit’IPFV ulicu.

‘You are allowed to cross the street here.’ deontic, IPFV
b. Zdes’ možna perejtiPFV ulicu.

‘It is possible to cross the street here.’ circumstantial, PFV

Relevance of aspect choice for modal functions requires two interrelated
caveats. First, as pointed out above, (10a) can also be read with the implicature
that the speaker considers the action (crossing the street) to be presupposed. This
implicature need not contradict the modal interpretation, quite the contrary: per-
mission given by the speaker is fairly compatible with the assumption that the
interlocutor is waiting for allowance. Obviously, implicatures triggered by as-
pect choice under particular grammatical and communicative conditions may
“overlap”. Second, the differentiation of modal functions might be a side effect
of other factors which prove stronger than the distinction between subdomains
of modality. For instance, from her study of Russian, Polish and Croatian based
on a parallel corpus Divjak (2011: 81) concluded: “Although type of modality re-
mains a significant contributor to aspectual choice, the fact whether the option,
permission, order etc. has been given in a generic or specific way outperforms
the type of modality in predicting the choice of aspect for the infinitive.”

Implicatures can be strengthened and eventually conventionalize. The latter
happened to pfv. present tense in North Slavic, which by default has been reana-
lyzed as pfv. future. Such an implicature has not been entrenched in South Slavic,
where pfv. present and pfv. future exist side by side; however, pfv. present tense
forms are severely restricted to contexts of suspended assertiveness (otherwise
subsumed under “irrealis” meanings). In addition, in Balkan Slavic present tense
forms of pfv. stems in main clauses are dependent on the verbal proclitic da (an
ubiquitous irrealis marker); cf. Ivanova (2014), Wiemer (2014), Todorović (2015).
In turn, in North Slavic the default reanalysis [pfv. present > pfv. future] has
been accompanied by the restriction of the inflected future auxiliary (bǫd-, with
different phonological realizations) to ipfv. stems (infinitives). Another restric-
tion on the syntagmatic axis applies to almost all contemporary Slavic varieties
(except colloquial Upper Sorbian): phasal verbs (‘begin’, ‘continue’, ‘finish, stop’)
can combine only with ipfv. stems.

Already these few examples demonstrate manifold functional cross-relations
between forms that belong to core sections of the standard paradigm of the Slavic
verb (e.g., the imperative, the future), and these cross-relations constitute a larger
network of functional choices and constraints for which aspect choice is a suffi-
ciently reliable indicator. The degree of reliability differs, and many of the con-
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texts triggering these choices are not directly related to aspectuality or tempo-
rality, but they can usually be motivated by features like the limiting function
of pfv. stems and the potential of ipfv. stems to defocus limits. In many environ-
ments relevant for aspect choice telicity does not play a role; also atelic stems
(or readings of stems) require a distinction by aspect (and therefore, correlated
patterns of stem derivation) under predictable conditions. For instance, the triv-
ial conditions for the imperative illustrated in (8a–8b) hold true also for atelic
stems (see 11a–11b), and the same effect of presupposed actions (“overlapping”
with allowance) applies with atelic ipfv. stems (vis-à-vis their pfv. counterparts),
as in (12a–12b):

(11) Russian

a. Ja sovetuju tebe. PoguljajPFV na svežem vozduxe.
‘I give you an advice: Walk (a bit) in fresh air.’

b. Ja sovetuju tebe. Ne guljajIPFV v takuju stužu.
‘I give you an advice: Don’t walk in this cold weather.’

(12) Russian (RNC; N. Mordjukova: Kazačka. 2005)

a. V lesočke ostanavlivaet mašinu, žestom priglašaet vyjti. – Poguljajpfv

nemnogo, jablok narvipfv. – A možno? – Konečno, možno.
‘In the woods, he stops the car, with a gesture invites him to leave.
Walk a little bit, pick some some apples. – May I? – Of course, you
may.’

b. A čto, nel’zja? – Guljaj, guljajipfv, tol’ko učti, sjuda podxodit’
zapreščeno.
‘So what, can’t I? – Walk, walk, but remember, it is forbidden to come
here.’

Moreover, atelic activities can be integrated into sequences narrated in the past
tense by using corresponding pfv. stems. Compare atelic pfv. pomieszkał ‘lived’
in a sequence with telic pfv. schował się ‘hid’ and zadomowił się ‘settled’:

(13) Polish (PNC; Polityka, 15.04.2006)
Czarny Kot najpierw pomieszkałPFV w Zielonym Baloniku, potem się
schowałPFV (...), a w końcu na dobre zadomowiłPFV się w Piwnicy.
‘The Black Cat first lived (a while) in the Green Balloon, then he hid (…),
and finally settled in the Piwnica for good.’
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In a sense, this looks like the opposite of the first of the “trivial” tests discussed
above with telic verbs (see example 6a–6b): the pfv. stem is used instead of the
ipfv. one, since the narrative context forces a sequential reading. The consistency
with which ipfv. stems denoting atelic activities undergo phase modification by
prefixes varies across Slavic,9 but the point here is that, regardless of (a)telicity,
lexical concepts are adapted to functions to fit a particular type of context or con-
struction. This adaptation considerably enhances the amount of stems, however
one determines their relation to a lexicon, or a “constructicon” (in Goldberg’s
terms; see Section 4.1), of the given language. In this sense, we can say with V.
Lehmann (1999: 229, 2004: 174) that “the grammaticality of aspect is based on the
maximal extension of derivational affixation”, i.e. on the degree of approxima-
tion toward this maximal extension. However, we cannot (and need not!) assume
that each lexical meaning is represented by a pfv. and an ipfv. stem (i.e. by aspect
pairs). There are plenty of stems which are to be considered tantum-stems.10 The
amount of stems furthermore increases by multitudes if we consider all possibil-
ities of multiple prefixation (see (5) in Section 2.1). Most of these derivatives will
never make it into dictionaries (for what sake?), as their derivation is arguably
rule-based and many (most?) of them are ephemeral.

Now, all these intricacies of stem derivation, their lexical relatedness and lex-
icographic status are of secondary concern if the perspective is reversed, i.e. if
this is to be looked at from the sets of functions and constraints (some of which
have been discussed above) and their distribution over pfv. and ipfv. stems in
toto. That is, instead of asking how lexical meanings (or concepts) are adapted
to contexts by derivational means, let the question be which functions and con-
straints are assigned to (or characteristic of) which aspect. Under this angle, pfv.
and ipfv. stems, respectively, are understood as classes whose members underlie
specific sets of grammatical restrictions and which have a restricted amount of
functions from which to choose. Sets of functions and restrictions are defined
for each class, not for lexical concepts, and the grammatical classes as such arise
from, and are strengthened with, these sets of distributional properties. Thus, the
formation of opposite (pfv. vs ipfv.) classes, on the one hand, and sets of comple-
mentary functions and restrictions, on the other, are mutually dependent. One
cannot think the one without the other.11

9In this respect, the languages in the east are more consistent than in the west; cf. Petruxina
(2000: 141–230), among others.

10This applies even if we admit telic and atelic triplets (as in 3 and 4) as well as pairs of atelic
activities (as in 11a–12b), not accepted by traditional Slavic aspectology.

11Notably, also the notion of grammatical recategorization, by which a lexical concept is trans-
ferred from one class into an opposite one (Lehmann 1999, Mende 1999), presupposes that such
classes exist, in the first place.
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The system properties of the pfv.:ipfv. opposition cannot be explained from
derivational patterns alone, although these patterns provide the morphological
basis for the recognition of stable form-function mappings and collocational re-
strictions. We may assume that form-function mappings of morphologically fre-
quent and transparent patterns have been extended to stems with less frequent
and/or productive morphological relations (e.g., Russ. liš-i-t’pfv – liš-a-t’ ipfv ‘de-
prive’, Pol. kup-i-ć pfv – kup-owa-ćipfv ‘buy’) and to stems with lexically specific
affixes (as with a nasal suffix applied only to multiplicatives to yield semelfac-
tives; see Section 2.1). These peculiarities, as either obsolete and unproductive
or semantically too specific, have been “absorbed” in more abstract classes. An
extreme manifestation of analogical expansion is the rise of suppletive aspect
pairs, i.e. the inclusion of etymologically unrelated stems denoting identical lex-
ical concepts, but with complementary distribution over the function sets dis-
cussed above; compare Russ. lovit’ipfv – pojmat’pfv ‘catch’, brat’ipfv – vzjat’pfv

‘take’, klast’ipfv – položit’pfv ‘put’, Pol. widziećipfv – zobaczyćpfv ‘see’, mówićipfv

– powiedziećpfv ‘say, tell’. The suppletive behavior of stems does not differ in
principle from suppletion as described for inflection (cf. Veselinova 2006). Af-
ter all, debates about inflection and derivation turn out to be unrevealing, if not
misleading (cf. Wiemer 2020b for a discussion).

Figure 2 summarizes the insights discussed above (with the two most produc-
tive patterns of stem derivation). The function inventories (at the bottom) mean
to include all sorts of restrictions applying to pfv. and ipfv. stems, respectively;
part of such restrictions were illustrated above.

Members of aspect pairs (or partners, or stems united in actionality groups; see
Section 3) belong to opposite sets, but are lexically most closely related. Tech-
nically, stems forming one aspect pair, including suppletive pairs, may be co-
indexed between their sets (= pfv. vs ipfv. class) for the respective lexical mean-
ing. A certain amount of pfv.:ipfv.-pairs united by morphologically transparent
and/or productive patterns is necessary, but these patterns only supply the back-
bone of the system to guarantee it some regularity in form. Probably, most stems
do not allow for co-indexation, because their lexical relatedness is weaker or ab-
sent, but they nonetheless belong to either the pfv. or the ipfv. class; this includes
perfectiva and imperfectiva tantum stems. Thus, crucially, the tendency toward
complementary distribution over opposite sets of heterogeneous functions ap-
plies to pfv. vs ipfv. stems as two generalized and abstract classes, not to par-
ticular stems (or their pairs, triplets, groups). The distributional properties apply
irrespective of aspect pairs or other considerations concerning lexical relatedness
between stems.
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a. simplex ⇒ prefix+simplex

b. prefixed stem ⇒ [prefixed stem]+suffix

c. simplexipfv — prefixed stempfv

(e.g., Pol. gotowa-ć ⇒ u-gotowa-ć ‘cook’)

d. prefixed stempfv — [[prefixed stem]+suffix]ipfv

(e.g., Pol.prze-kaza-ć ⇒ prze-kaz-ywa-ć ‘convey’;
s-praw-i-ć ⇒ s-prawi-a-ć ‘cause’)

+ formation of two classes (= ipfv. vs pfv. stems) acquir-
ing increasingly complementary distribution over
function sets, regardless of lexical (non-)identity of
concepts, of derivational patterns, and of (a)telicity:

reinterpretation: (c) identical lexical concept
(d) different gram. distribution

analogical expansion

IPFV: {F1, F2, … F𝑛}

function inventory IPFV

PFV: {F1, F2, … F𝑛}

function inventory PFV

IPFV STEMS PFV STEMS

Figure 2: Productive patterns of stem derivation and complementary
inventories of functions and constraints
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This, in turn, does not imply that every stem belonging to either the pfv. or the
ipfv. class occurs with every single function associated to this class; it only entails
that all those functions that are realized belong to the respective inventory, not to
the opposite one. In other words: many stems realize only subsets of the function
inventory (and constraints) that are characteristic of their class (pfv. vs ipfv.) in
their respective entirety; a function may not be compatible with the lexical mean-
ing of the stem or be inappropriate for communicative reasons.12 Concomitantly,
the strength of the restrictions (and the degree at which invited implicatures have
conventionalized) varies, from obligatory choices to more probabilistic distribu-
tions.

All these considerations emerge from a thorough re-assessment of diverse ob-
servations made about the Slavic aspect system, which are in need of a synthe-
sis in order to adequately describe its architecture. At its core, this synthetic
re-assessment testifies to Slavic aspect as a grammatical system which can best
be captured as a classificatory category, in line with Plungjan’s definition cited
in [1] at the beginning. However, strictly speaking, it should be applied to stems,
not to words. Moreover, pointing out that the stem-derivational basis of this cat-
egory leads to an assembly of word-formation patterns, is as unrevealing as are
debates about the derivational, inflectional or mixed character of the pfv.:ipfv.
opposition.

How do these considerations fit in with standard assumptions about the re-
lation between paradigms and lexemes, and how would they modify them? We
now turn to these issues.

3 Lexemes and paradigms for pairs, partnerships, groups
and networks

According to Plungjan’s definition of grammatical classification adduced in [1], it
is not forms of one lexeme that distinguish ipfv. and pfv. aspect in Slavic, but dif-
ferent lexemes, each of them having its own paradigm of forms. This corresponds
to another well-known definition given by Zaliznjak (1967), who contrasts clas-
sificatory and inflectional categories as follows:

[2] “grammemes [= values of grammatical categories; BW] of inflectional
categories characterize particular word forms of a paradigm by opposing

12For instance, many ipfv. stems are unable to express progressive meaning (Lehmann 1998), and
many of the functional oppositions discussed above are “available” only for telic or punctual
stems (see Section 2.1). Or stems with multiple prefixes (as in 5) are usually hardly imaginable
in the imperative (for communicative reasons).
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them to other word forms of the same paradigm. By contrast, a grammeme
of a classificatory category characterizes the entire paradigm by opposing
it to other paradigms.” (Zaliznjak 1967: 31–32; my translation)

Plungjan and Zaliznjak assume a “classical” notion of “paradigm”, which im-
plies (i) that, on the one hand, there is a practically open set of lexical units (Russ.
leksemy ‘lexemes’), (ii) these units are represented by stems (or roots, if this is
a justifiable unit); on the other hand, (iii) there is a restricted and closed set of
morphological changes on these stems and/or by auxiliaries (iv) which map onto
a set of homogeneous (Russ. odnorodnye) functions, (v) but leave unaffected the
lexical integrity of the manipulated units. What lexical integrity means is never
really specified and rather taken for granted, often as intuitively clear. Regardless
of this, the paradigm of a word in one particular meaning (= lexeme) describes
a set of matches between forms of that word and their functions as well as their
combinatorial restrictions. “Forms of a word” in practice refers to changes of
word forms that apply to its stem.

This said, it may be generalized that for those who want to characterize the
pfv.:ipfv. opposition as an inflectional category, stems which form aspect pairs
share into one paradigm, though a complex one, because they represent the same
lexeme. By contrast, those who prefer to describe this opposition in terms of
grammatical classification, would say that each stem of an aspect pair corre-
sponds to a lexeme. These stems are synonymous, but they behave differently
with respect to grammatical conditions; and since they represent different lex-
emes, they also have different paradigms. Although this is not said explicitly,
different paradigms may intersect (e.g., for their past tense or forms of mood),
but the same lexical concept can also be expressed in different grammatically
relevant contexts (namely, in those parts for which the two paradigms do not
intersect). These two viewpoints are shown in Figure 3.

Crucially, both treatments are a necessary consequence of the tight connection
between lexeme and paradigm. These notions are assumed to be in a 1:1-relation,
in fact they are correlative in that they entail each other.13 Consequently, if one
wants to say that pfv. and ipfv. stems have different paradigms, even provided
they represent the same lexical meaning (however captured) and are morpho-
logically related, it must be said that they are different lexemes. An alternative
position is argued for in Breu (1984a,b), who assumes that an aspect pair repre-
sents one lexemewhose paradigm is composed of the (finite and non-finite) forms
of two verbs (stems) which differ only in aspect (1984b: 128–129). Here a complex

13This makes them similar to converses (‘left’ vs ‘right’, ‘parent’ vs ‘child’, ‘give’ vs ‘take’).
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inventory of word forms
(finite, non-finite)set of combinational restrictions

function inventory

One (complex) paradigm

“Inflectionalist” viewpoint
PFV–IPFV pair
One lexeme
(=verb in one meaning)

Two (intersecting) paradigms

“Classificationalist” viewpoint
PFV–IPFV pair
Two (synonymous) lexemes
(tending toward complemen-
tary distribution)

Figure 3: Contrasting views on the grammatical status of aspect pairs

set of forms for one lexeme is assumed, and it does not matter whether this set is
conceived of as one complex paradigm or the intersection of two paradigms. At
any rate, no strict 1:1-relation between lexeme and paradigm is required. After
all, it can be seen that the connection between lexical relatedness, morphologi-
cal relatedness and membership in one of two grammatically defined classes is
completely opaque.

Furthermore, in Figure 3 the inventory of word forms is shown to comprise
both finite and non-finite forms. For the present concern, the question whether
to include non-finite forms into the paradigm or not would be off the point, be-
cause this decision does not hinge on the difference of aspect which is ascribed
to stems (i.e. each of the stems, regardless of aspect, has finite and non-finite
forms). Thus, the issue of whether transpositional categories (participles, con-
verbs, action nouns and, notabene, the infinitive) are to be considered parts of
the verb’s paradigm, or whether this extension of the paradigm is to be consid-
ered inflectional or derivational (as discussed in Haspelmath 1996), is irrelevant
for the relation between pfv. and ipfv. stems. This shows that, however one may
want to capture the relation between inflection and derivation, it is an entirely
different matter than the distinction between inflectional and classificatory cat-
egories. Nonetheless, it is justified to assume non-lexicalized non-finite forms as
part of an extended paradigm (see Section 5), since they are formed regularly, do
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not affect lexical integrity and are often part and parcel of grammatical construc-
tions considered to be parts of the grammar (e.g., participles suffixed with -n/t-
employed in the passive and other actor-demoting constructions, or the infinitive
as a component of the ipfv. future in North Slavic).

Now, Plungjan (2000, 2011) emphasizes that the Slavic PFV:IPFV. opposition
is a very suitable example of a classificatory category, based on the assumptions
expressed in [1] and [2]. Recently, Tatevosov (2016) has adopted this view and
very consistently showed that aspect systems regarded as inflectional (includ-
ing “analytic inflection”, as in English) are functionally equivalent to classifica-
tory systems (as in Russian). While such equivalence had been pinpointed earlier
(without however considering properties of classificatory systems), Tatevosov’s
equivalence relations are based on a rigid procedure of determining actionality
classes for which verbs unite into groups with an identical lexical meaning (cf. al-
ready Tatevosov 2002). Tatevosov claims to be agnostic as forwhether productive
derivational patterns may be considered inflectional, and his procedure does not
rely on lexical identity defined by metalinguistic periphrases (Tatevosov 2016).
Instead, his analysis is based entirely on model-theoretic considerations and ex-
tensional (formal) semantics, combined with a generative, morpheme-centric ap-
proach which relies on assumptions typical of IA-models (Tatevosov 2015) or,
more broadly, on “constructivist” reasoning (see Section 4.2). This is why no con-
sequences follow from his recognition of the Russian (Slavic) aspect system as a
classificatory category: grammatical classification simply remains a label, but no
account is given of its properties and consequences for the analysis of such an
aspect system.

In turn, representatives of Cognitive Grammar have advocated networks of
Russian verb stems as adequate representations of units which are very closely
related as lexical concepts (Janda 2007). Here lexical identity is relativized and
consciously regarded as fuzzy. Similarly, there have been attempts in which the
notion of aspect pairs is relativized as just one (although very salient) type of
derivationally marked relation between stems with some shared lexical concept.
Such an approach has been developed, first of all, by V. Lehmann (1988 and sub-
sequent publications). These relations are captured as partnerships between pfv.
and ipfv. stems, so that aspect pairs can be redefined as the tightest and grammat-
ically most rigid kind of partnership. In general, aspect partners are divided into
core, peripheral and only contextually determined ones (for themost comprehen-
sive account based on Russian cf. Mende et al. 2013). Furthermore, an account is
given of semantic motivation, which conditions actionality types and explains
the direction of semantic derivation.
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After all, regardless of whether one deals with aspect pairs, with aspect part-
nerships (à la Lehmann), with actionality groups (à la Tatevosov) or with net-
works (à la Janda), what is missing in all these approaches is an account of the
behavior of pfv. and ipfv. stems beyond the domain of actionality and event-
external pluractionality. Also missing is an explanation of how categorial syn-
cretisms (like the present > future shift of pfv. stems in North Slavic) and par-
tially very rigid replacement conditions arising from such syncretisms are to be
treated in a network of functions and restrictions which themselves can be con-
ceived of as paradigms (on a more abstract level) and which, nota bene, underlie
a reasoning like V. Lehmann’s (1999) “grammatical recategorization” (see fn. 11)
or Breu’s (1984b) “grammatical homonymy”.

As the sketchy analysis in Section 2.2 should have shown, whatever the pat-
tern of stem derivation looks like, its “output” (= ipfv. or pfv. stems) only provides
the “input” for further operations with other units on a syntagmatic (morpho-
logical or, mostly, syntactic) level for which the choice of ipfv. vs pfv. stem is
constrained, either by blocking one of the two or by yielding different interpre-
tations. In other words: ipfv. and pfv. stems (and their paradigmatic opposition)
enter into constructions, i.e. units of a larger format than stems, but aspect choice
(or the PFV:IPFV. opposition) as such is not itself a construction; it is simply
a central factor (or component) within possible templates for those larger con-
structions. The question to pursue now is whether templates that describe aspect
choice can themselves be integrated into paradigms, albeit in an unorthodox and
complex way. Does this make sense? And to what extent is work in Construction
Grammar and Word-and-Paradigm models helpful?

4 Word-and-Paradigm and Construction Grammar

In order to assess the possibilities, but also the limits, of Construction Gram-
mar and Word-and-Paradigm morphology to capture the grammatical character
of the Slavic aspect opposition, the basic tenets of both families of approaches
to grammar and lexicon will be summarized in this section. This includes high-
lighting their intersection. I concentrate on those claims which allow me to take
stance if there are “aspects of Slavic aspect” that cannot be integrated into these
approaches, or that can only be integrated if certain issues are amended or mod-
ified.

4.1 Construction Grammar

Construction Grammar (CG) implies a theory of linguistic knowledge: “a con-
struction is a generalisation that speakers make across a number of encounters
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with linguistic forms” (Hilpert 2014: 9). This knowledge “includes both items
and generalizations, at varying levels of specificity”, which pertain to “conven-
tional, learned form-function pairings at varying levels of complexity and ab-
straction”. The latter means to “highlight the commonality between words and
larger phrasal units” (Goldberg 2013: 16–17). Words differ from grammatical con-
structions only in terms of their internal complexity (Michaelis & Lambrecht
1996: 216). By the same token, there is no strict divide between grammar (mor-
phosyntax) and the lexicon, or between rules and an inventory of ready-made
units to which the rules apply to yield more complex units. Instead, grammar
and lexicon condition each other in that linguistic knowledge is organized in
hierarchies of schemas. These, in turn, result from abstractions that are gener-
alized from experience on the basis of already acquired exemplars. For instance,
“the coinage of new words depends on abstractions over sets of existing words
and word forms in the lexicon of a language” (Booij 2010: 3). Analogical propor-
tions are crucial, but it is not necessary that complex forms are “broken down”
into smallest meaningful units (a.k.a. morphemes); rules are a subsidiary notion,
while schemas are primary.

Constructions, in general, are defined as any linguistic pattern forwhich “some
aspect of its form or of function is not strictly predictable from its component
parts or from other constructions recognized to exist. In addition, patterns are
stored as constructions if they are fully predictable as long as they occur with
sufficient frequency” (Goldberg 2006: 5). The last sentence is important, since –
contrary to an earlier definition in Goldberg (1995: 4) – even entirely predictable
(and semantically transparent) patterns of form-function pairings can count as
constructions. This holds true in particular for morphology, i.e. for units recog-
nized as words: conventionalized complex words are listed in the lexicon even
if they result from very productive patterns, but they are linked by inheritance
relations (so that their idiomatic part can be calculated by subtracting the recur-
rent, inherited properties); cf. Booij (2013: 257–264). Inheritance relations reach
down to morphemes, i.e. parts of word forms. However, although it is recognized
that words can consist of smaller parts (= morphemes), morphemes are not given
an independent theoretical status outside sets of word forms;14 they are rather
considered fillers of positions, or slots, within word forms: “A constructional
idiom is a (syntactic or morphological) schema in which at least one position

14Goldberg (2013: 15) regards morphemes as “partially filled words”. Booij (2010: 15) emphasizes
that “the minimal linguistic sign is the word”, and “bound morphemes form part of morpho-
logical schemas, and their meaning contribution is only accessible through the meaning of the
morphological construction of which they form a part”. Furthermore: “surface forms are re-
garded as basic morphotactic units of a grammatical system, with roots, stems, and exponents
treated as abstractions over a lexicon of word forms” (Booij 2010: 256).

91



Björn Wiemer

is lexically fixed, and at least one position is variable” (Booij 2013: 258). This
again underpins parallels between morphological structure and syntactic con-
stituency (cf. also Booij 2010), but the crucial point is that this structure is not
composed bottom-up from smaller building blocks; instead, parts are defined, or
inferred, from wholes. This holds true not only for the syntagmatic, but also for
the paradigmatic level: any units contained in constructions (of word format or
larger units) are interpreted with respect to larger units in which they are a part
of (syntagmatic axis) and with respect to other units of the same format with
which they stand in a replacement relation for a slot in a construction (paradig-
matic axis). Both dimensions support the recognition of patterns which provide
cues for analogical transfer between morphologically related word forms (whose
segmentability may differ and whose semantic relation may also be opaque in
form, e.g. because of diverse morphonological processes).

This top-down approach has several advantages, among others it allows for
unified accounts of concatenative and non-concatenative morphology (e.g., redu-
plication, apophony) and of paradigmatic relations between word forms. Here a
distinction between inflection and derivation becomes irrelevant. For either type
of morphology, correspondences between schemas can spell out analogies even
if form-function matches display irregularities, e.g. if the common parts of cor-
related word forms show a good deal of variation (otherwise called allomorphy),
if there are “gaps” between particular instantiations of patterns, or if base forms
are lacking. This can be illustrated with words formed by Engl. -ism vs -ist, as in
(14):

(14) altru-ism altru-ist
pacif-ism pacif-ist
marx-ism marx-ist
social-ism social-ist

It is easy to generalize the meaning relation between the words on the right
and on the left by the formalization in (15):

(15) 〈[x-ism]Ni ↔ SEMi〉 ≈ 〈[x-ist]Nj ↔ [person with property Y related to
SEMi]j〉

The parts in 〈...〉 represent constructions, ↔ indicates a form-meaning cor-
respondence, SEM stands for a semantic representation, or paraphrase. Impor-
tantly, ≈ points out the paradigmatic relation between the words to the left and
the right, but since these words have a common part (x), their alternating parts
(-ism vs -ist) also stand in a paradigmatic relation to each other; simultaneously,
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they can be interpreted as devices that mark some kind of semantic, or functional,
change, regardless of whether x exists in isolation or not (see below). Moreover,
this change can be quite concrete and palpable (e.g., agent of an action, or mem-
ber of a group) or very abstract and unrelated to the lexical content of the entire
unit. The examples in (14), and their generalization in (15), are closer to the con-
crete pole.

The list in (14) could be made considerably longer by the productive applica-
tion of (15), but even the few instantiations given in (14) demonstrate that not only
-ism and -ist do not exist in isolation, but also the “bases” of these word forma-
tion devices are often lacking. These two parts are thus mutually dependent, al-
though each of them can be combined with other instantiations of the respective
other part. It is this productive combinatorics, based on analogy, which makes
these words segmentable (or: which make speakers infer about their parts). In
particular cases, e.g. social-ist or marx-ism, a base exists, but the complex word
does not derive from it semantically, since social and Marx, respectively, mean
something different. Thus, the meaning of these complex nouns “is not simply a
compositional function of their constituent parts but contains the meaning of a
related wordwith the same degree of complexity” (Booij 2010: 33, emphasis added).
In general, models based on bidirectional correspondences of word forms yield
more satisfactory results on non-concatenative patterns (including suppletion);
in addition, they are often even more convincing for concatenative patterns like,
e.g., cross-formations and back formation (Haspelmath & Sims 2010: 47–51). In
Section 5 I will come back to this kind of reasoning and the formalization in (15),
but here parallels with patterns of stem derivation characteristic of Slavic aspect
become obvious. The crucial difference compared to “usual” cross-formation and
back formation is that, with Slavic aspect, stem derivation can lead both to syn-
onyms (a) without a change of syntactic class, but different grammatical distribu-
tion, and to synonyms (b) with a change of syntactic class (“word class changing
inflection” in Haspelmath 1996), so that the same lexical concept is made avail-
able for different syntactic contexts. Thus, the functional change between the
paradigmatically related word forms is considerably more abstract than in the
word form pairs in (14) and the schema in (15).

CG has also been employed in studies on grammaticalization. Representatives
of CG have emphasized that grammaticalization often starts with the convention-
alization of constructions (mostly in a narrower, discourse-to-syntax oriented un-
derstanding). Here it is, among other things, prefabs in the sense of Bybee (2010:
55), i.e. “[l]exically filled, instance-based constructional patterns occurring with
sufficient frequency” (Nikiforidou 2009: 26–27), which lead to conventionalized
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constructions. A related issue has been elaborated on by Diewald (2009): con-
structional frames supply the loci for critical contexts in which either particular
elements (words, phrases) or abstract constructions as such (e.g., some clausal
frame with a specific word order) gain significance and strengthen pragmatic im-
plicatures (first of all, by resolving erstwhile meaning conflicts between different
components of the constructional frame), so that eventually these implicatures
become conventionalized meanings of the given construction. Diewald partic-
ularly focuses on paradigmatic contrasts between constructions. These consist
either in the presence/absence of particular elements, which yields a binary oppo-
sition, or in the choice of one of the members from among a relatively closed set
(e.g., modal auxiliaries, propositional modifiers like epistemic particles), which
renders the opposition multiple. These two types of paradigmatic choices cor-
respond to “transparadigmatic” and “intraparadigmatic” variability, respectively
(cf. Chr. Lehmann 1995: 138–139). Diewald also emphasizes the role of obligatori-
ness (cf. also Diewald & Smirnova 2010); this, in fact, is but a concomitant of
paradigmatic tightening and a loss of transparadigmatic variability.

While, for the present purpose, grammaticalization is of secondary concern, it
is worth consideringwhether and how the relationwhich Diewald establishes be-
tween paradigm structure and obligatoriness, on the one hand, and between the
conventionalization of constructions and pragmatic strengthening, on the other,
might be applied to the paradigm structure of stem-derivational and classifica-
tory aspect. Below it will become obvious that such a transfer is not feasible
unless one considerably modifies the notion of paradigms (or of paradigmatic
structure) and, above that, does justice to the particular conditions which make
the choice of aspect obligatory and strengthen its function inventory in Slavic
languages (see Section 5).

4.2 Word-and-Paradigm morphology

The area of intersection between CG and Word-and-Paradigm (WP) approaches
in morphology is large. This already becomes evident from the fact that WP “es-
tablishes correspondences between different sets of grammatical properties and
the different forms of a word that realize each one of these sets of properties”
(Fábregas & Scalise 2012: 31). That is, “words match a schema, and a schema sub-
sumes words”; this schema is based on “morphological correspondence” between
the phonological realizations and the functions of the word forms (Haspelmath
& Sims 2010: 46–47). Thus, for English nouns the schema in (18) is a generaliza-
tion over (17), and (19) represents a correspondence rule referring to (18) (cited
from Haspelmath & Sims 2010: 46–47):
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(16) Words: bags, keys, gods, ribs …

(17) Lexical entries for words

[ /bægz/n
‘bags’ ] [ /𝑘

h𝑖𝑗𝑧/n
‘keys’

] [ /ɡɑdz/n
‘gods’ ] [ /rɪbz/n

‘ribs’ ]

(18) Word-Schema

[ /𝑋𝑧/n
‘plurality of xs’ ]

(19) generalized

[ /𝑋/n
‘x’ ] [ /𝑋𝑧/n

‘plurality of xs’ ]

What is called “words” here might better be labelled “word forms”. While
WP-approaches do not deny that words (or word forms) are often composed
of smaller units, and that these units usually have meanings of their own, their
endeavor is not to decompose word forms into morphemes in order to construct
from them the meanings of whole word forms (in a more or less compositional
manner). WP approaches do not pursue a bottom-up procedure of this kind, but,
conversely, they abstract away from particular phonological realizations (and
concomitant alternations in the form of purported units on a subword level) of
word forms and rather analyse in a top-down manner by comparing the shape
of particular word forms with their variation according to some homogeneous
functional parameter(s). This principled difference – constructing larger units
from smaller ones vs abstracting away from particular forms and asking for
functions due to which these forms enter into replacement relations – is the rea-
son why Blevins (2016) distinguishes between “constructive” and “abstractive”
models of morphology. WP approaches are clearly abstractive, while Item-and-
Arrangement (IA) and Item-and-Process (IP) approaches are “constructive” be-
cause they rest on the basic assumption that larger units (words, phrases) are
constructed from smaller ones according to certain rules.

From a “constructivist” viewpoint, paradigmatic relations are of no primary
concern, often they are neglected or even denied altogether. In turn, “abstrac-
tivists” may not feel forced to assume any such units like stems (or, even more
so, roots), although word schemas and correspondence rules suggest that word
forms can be analyzed into smaller parts. Constructivist reasoning accepts mor-
phemes as basic units of analysis, it has introduced allomorphs as a concept (and
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morphonology as an intermediate structural level) by which different phonolog-
ical realizations of meaningful distinctions in word forms correlate with their
phonological environment on morphological conditions. IA-models may be suf-
ficient for purely concatenative morphology, but morphonological alternations
leading to a lack of perceptual transparency already require an IP-model (Plung-
jan 2000: 72–73). Up to here, no paradigmatic relationship between (the variation
among) the involved units need be assumed, but no later than with suppletion a
notion enters the scene which forces us to assume paradigmatic relations.

WP models have usually been called “realizational”, since their primary inter-
est lies in the discovery of patterns of replacement (given some sufficiently de-
fined contextual conditions) from among a set of forms which share some lexical
meaning, but also match variation with regard to certain function(s). In order to
disclose such correspondences the match between word form variation and func-
tion variation must be predictable (to some minimal degree), and the more regu-
lar the pattern is in formal expression, the easier it is to discern. More traditional
WP-varieties have discovered such matches on a descriptive level, while more re-
cent WP-varieties move further by demonstrating that members of a paradigm
have different weight, since some of them betray a higher degree of reliability,
so that on their basis one may predict other members. That is, paradigms are of-
ten asymmetric, and parts of them are interdependent in that they provide cues
for implications concerning the structure of the entire paradigm. WP-varieties
which focus on these relations can be called “implicational”. They show that par-
adigms supply structures which should be investigated from the point of view of
information theory (and discriminative learning); cf. Blevins (2016).

Remarkably, neither the mainstream of “constructive” models nor the many
varieties of “abstractive” models are very explicit about what they take to be a
lexical unit, and how such units are to be identified (irrespective of form). Simul-
taneously, discussions about adequate models of morphology, or morphosyntax,
have circled around inflection (or what is considered to be inflection), and the
application of the proposed models is usually considered to be problematic for
(whatever is considered) derivation.15 The reason appears to be that derivation
traditionally denies the lexical identity of the involvedword forms (see Section 6).
Regardless of this, apart from the attention paid (or not paid) to paradigmatic re-
lations, a main difference between abstractivist and constructivist thinking is the
format of the units that are assumed to be basic (words or, maybe, also stems vs

15Spencer (2013) seems to be an exception. Characteristically, Spencer (2020, forthcoming) ar-
gues for a tight mutual connection between the notions of “paradigm” and “lexeme” without
“bothering” too much about an inflection-derivation divide.
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morphemes, including roots) and the direction of analysis (“fromwholes to parts”
or “from smaller to larger units”). As for these basic assumptions, WP sides with
CG.

After all, IA-, IP- and WP-models (differentiated for realizational and implica-
tional varieties) can be ordered on a gradient (Blevins 2016: 14–17, also Plungjan
2000: 71–78), and probably none of them is able to lay claim to an adequate pic-
ture of linguistic reality covering all types of form-function variation in the mor-
phosyntax of all languages. Consequently, there is per se nothing bad combining
theoretical premises and analyses, provided the following alternatives are equili-
brated: are grammatical oppositions (or: categorial oppositions in morphosyntax
and/or on discourse level) better inferred from the combination of distinct units
and rules of their combination? Or are they captured more adequately by a hi-
erarchy of schemas and patterns for which units of lower formats are inferred
via analogical proportions and replacement conditions for slots (see Section 6)?
This includes the question whether the “output” of combinations is transparent
(= compositional) or not, but even more so two other things: first, one must de-
fine the format of the units that may be combined and, second, one needs to
understand what triggers the grammatical (or, more broadly: categorial) opposi-
tion, i.e. which syntagmatic and/or paradigmatic cues are responsible as reliable
indicators (or even predictors) of matches between oppositions in form and func-
tional distinctions. Such considerations provide the background for the following
subsection.

4.3 Units, choices, and conditions of replacement

To resume, the derivational patterns relevant for Slavic aspect (Section 2.1) yield
stems belonging either to pfv. or to ipfv. aspect by virtue of opposite sets of
functions and constraints with complementary distribution (Section 2.2). On the
“morphological surface” the patterns look very heterogeneous. This is not a prob-
lem for WP- or CG-models, since they focus on schemas and correspondences.
However, as was concluded in Section 3, stem derivation only provides the “in-
put” for templates of larger constructions in which aspect assignment is not “vis-
ible” as such, since it depends on the morphological and lexical relatedness of
the given stem to other stems, and it is only this relation and the membership
in one of two classes (defined via opposite sets of constraints and functions) by
which a binary contrast arises. This contrast is highly abstract, both in form and
function. Lets therefore have a closer look at schemas and correspondence rules
used in CG and WP and ask whether they can implement this contrast. See first
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the word-schema in (18) above and the related correspondence rule in (19), the
latter replicated here for convenience:

(20)
[ /𝑋/n
‘x’ ] [ /𝑋𝑧/n

‘plurality of xs’ ]

Here two segments are assumed: a unit bearing some lexical meaning (=X ),
and a unit indicating a value from some grammatical category (= z). The latter
notion may be extended to any kind of categorial distinction (or opposition). In
this example, the complex expression Xz is classified as a form of a noun; X may
be considered a stem. Now, regardless of whether z indicates some value of an-
other categorial opposition as well (i.e. whether it is a portmanteau morpheme)
or not, it acquires some paradigmatic value if it stands in a replacement rela-
tion with another segment (say, y) marking, for instance, that a word form Xy
denotes a duality of Xs. Lack of either z or y in a word form based on X can
then be interpreted as the denotation of a single entity, provided either z or y
otherwise always appear if a plurality or duality of Xs is referred to. This is how
the standard analysis of a simple paradigm of number of nouns goes, in a sim-
plified manner and abstracting away from possible differences in phonological
realization (alias allomorphy), but implying obligatoriness.

Note that in the last example the “identifier” of the grammatical function (x, y
or zero) belongs to a subword level. But nothing changes in principle if a corre-
spondence rule as in (19) is applied to units of other formats, for instance to words
as possible parts of clause frames, e.g. German modal particles in declarative or
interrogative sentences, as in the following made-up example (21b):

(21) a. Ich habe schon abgewaschen.
‘I have already done the dishes.’

b. Ich habe ja schon abgewaschen.
‘I have {ja} already done the dishes.’

By using the particle ja the speaker reminds the interlocutor(s) that the infor-
mation (‘I have already done the dishes’) should be known to them. The particle
thus functions as a signal that the speaker assumes the content of their message
to be presupposed in the communicative space shared with the interlocutor(s).
Diewald (2006) and Diewald & Ferraresi (2008) show that this function is a gen-
eral property of German modal particles16. In addition, these particles mark the

16Recently, Panov (2020) has demonstrated that such particles (“enimitives”) are better character-
ized as means to frame a proposition as uncontroversial. However, this slight shift in functional
definition has no impact on the argument pursued here.
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utterance as non-initial in a discourse, which seems to follow by implication from
the presupposition assumption. On this basis, it is easy to create a correspon-
dence rule in which a modal particle (mp) contributes this kind of meaning to a
very general type of construction, namely to sentences (s) which denote propo-
sitions (prop) or actions (act),17 and marks them as non-initial. The form of such
a correspondence rule would be analogous to (19); see (22), ⊃ means ‘implies’:

(22) /X/S ↔ /Xja/S, or generalized: /XMP/S
‘prop/act’ ‘proposition or action presupposed and shared with

interlocutor’
⊃ ‘non-initial in current discourse’

Analogous correspondence rules could be created for the meaning contribu-
tion of modal auxiliaries or of any other modifiers on the level of predication,
clause or sentence. Especially if their set is small, they may enter into replace-
ment relations and, thus, form a paradigm, at least in a loose sense.

There is, of course, a difference between the “morphological” example towhich
the schema in (19) applies, on the one hand, and modifiers on higher levels of
constituency, on the other. On the morphological, i.e. word level, those parts
which indicate some grammatical value (x, y, z in the example above) often be-
come obligatory in a strict sense. For instance, in German, English or Russian
nouns cannot remain unspecified for number (in contrast to other languages, e.g.
Turkish), even if arithmetic count proves insensible (e.g., with mass nouns). As a
consequence, lack or change of some phonological segment in the word form is
indicative of some value in the relevant functional domain (here: ‘1’ vs ‘>1’ or, if
there is a dual, ‘1’, ‘2’, ‘>2’) or reinterpreted in accordance with whatever number
markingmeans in non-trivial (i.e. non-arithmetic) usage contexts. In structuralist
terms, this reasoning implies an equipollent contrast, while privative contrasts
would not yield such effects, i.e. the functional value (trivial or non-trivial one)
remains just unspecified. In “constructivist” approaches this reasoning leads to
the postulation of zero morphemes. However, as a rule of thumb, the larger the
format of constituents above word level, the worse the conditions get for postu-
lating zero marking, and this mirrors the decrease in strictness with which one
can speak of paradigmatic tightening and with which slots (within units of larger
format) can be discerned. Considermodal auxiliaries (as Engl. can,may,must): in-
traparadigmatic replacement conditions between them may become tighter, but
nonetheless it is difficult to impossible to pinpoint syntactic conditions which

17Some modal particles are also used in directives, e.g. doch:Mach (doch)! ≈ ‘Just do it, will you!’.
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make their use compulsory. One may possibly formulate communicative condi-
tions under which modal auxiliaries are more likely to appear,18 but this does not
lead to the same level of predictability which can be observedwith for the explicit
distinction of many of the categories that are marked on words. So-called analyt-
ical inflections (e.g., periphrastic tense or mood forms) are no counterexample to
this consideration, they rather confirm it, because their “auxiliary words” fill out
positions in paradigms for functions that are expected beyond some communica-
tive needs.19 Expectability drawn simply from communicative needs would still
leave some freedom of choosing the categorial distinction as such to the speaker.

Thus, even if transparadigmatic tightening for clause- or utterance-level mod-
ifiers may occur it normally still leaves the speaker some leeway,20 including the
possibility to mark the categorial distinction by some other means. For instance,
Diewald argues that German modal particles are compulsory for the function
described above and that, consequently, the contrast between (21a) and (21b) im-
plies that (21a) does not convey this function (since it is, as it were, zero-marked).
However, although modal particles are a very convenient, frequent and, thus, ex-
pectable way of expressing the speaker’s presupposition in German, it seems too
categorical to deny utterances without modal particles the possibility to induce
such presuppositions, e.g. just by intonation, i.e. to deny that utterances without
modal particles can be used if the speaker wants to express such a presupposi-
tion.21

After all, regardless of how this issue may be further settled, “morphological
examples” like number marking on nouns and modifiers of higher levels of con-
stituency have one thing in common despite all other differences: they can be
spelt out by pointing to distinct elements (traditionally called morphemes, words,
etc.) or at least to constructions (with different complexity of constituency). This
sets them apart from obligatoriness conditioned by the choice of verb stems,
which in Slavic languages is inevitably connected to aspect; this choice is binary
and, apart from a limited amount of biaspectual (or anaspectual) stems, one can-
not circumvent it. The latter property, namely: lack of transparadigmatic variabil-

18Compare the distinction between language-internal and communicative obligatoriness made
by Diewald & Smirnova (2010: 5).

19Moreover, slots filled by periphrasis usually build on already established paradigmatic relations
between “synthetic” word forms (Haspelmath 2000, Plungjan 2011: 61–66, Popova & Spencer
2015).

20To continue reasoning in structuralist terms, one may say that a privative opposition (marking
vs not-marking) has not yet turned into an equipollent contrast.

21Modal particles are a bad example also for the reason that, at least in German, they can be
combined in the same utterance; they are thus not even organized in stricter paradigmatic
replacement conditions.
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ity, is similar to number on nouns (in Slavic, Germanic, and Romance languages),
but different from what can be found with, for instance, modal auxiliaries and ar-
guably with modal particles as well. Concomitantly, it is not bound morphology
as such that triggers the distinction between aspect, but derivational patterns (i.e.
the relation between two or more stems) correlated with sets of functions and
restrictions.

Moreover, the affixes which relate verb stems to each other attach prior to any
tense or person/number marking (or suffixes deriving non-finite forms). That is,
although the patterns work on a subword level, it is not the simple concatenation
of morphemes that is crucial but the relation between stems, which is interme-
diary between word and morpheme. In addition, one has to account, first, for
the degree of lexical closeness between the involved stems and, second, often
also for the step at which the respective affixes attach in a derivational chain
(see Section 2.1). That is, what is implied by these patterns cannot be captured
simply as constructions or by correspondence rules of the type illustrated above.
Rather, templates are needed which, to a certain extent, include rule-based infor-
mation about, first, the procedure of how to “get” one stem from another and,
second, about alternations in phonological form (which are frequent and pre-
dictable, for instance, at the border between stem and imperfectivizing suffix).
However, regardless of whether one allows for rules (operating on stems, not on
words) or relies only on schemas, it has to be admitted that, in analogy to (19),
what corresponds to Xz cannot be subdivided into a part which specifies the as-
pect value (pfv. vs ipfv.) and a part which bears the lexical meaning.22 That is,
neither an abstractive (WP, CG) nor a constructive (IA or IP) approach brings
us to the ultimate goal; one seems better advised to combine elements of both
(see Section 4.2). What the Xz corresponds to is most often only infinitive or
present/non-past tense stems (“allostems”), e.g. Russ. pisa- or piš- ‘write.ipfv’ or
Pol. przepis-ywa- or przepis-uj- ‘write anew.ipfv’. The same applies if something
precedes X, i.e. a prefix, as in na-pisa- vs na-piš-.pfv (see 1–2). Moreover, even
if the notion of allomorphy is acknowledged in one’s analysis, it is appropriate
for morphonological changes that distinguish the present (or non-past) from the
infinitive stem, but entirely inappropriate for variability in the choice from 15+
verbal prefixes, which in most cases change lexical meaning, but also may serve
to simply indicate that the unit is a pfv. verb (see Section 2.1). That is, a corre-
spondence rule like /X/ (‘x’) ↔ /pfxX/ (‘pfv. of x’) would apply only to a limited
number of aspect pairs and triplets; it does not reflect the dual character of verbal
prefixes as changes of (partial) word-forms that indicate pfv. aspect, but in most

22Or, in analogy to (22), into a part denoting propositional content and its modifier.
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cases also modify the lexical meaning (which jeopardizes the relation between
X and pfxX out of a paradigm of forms which realize the same lexical unit). Nor
does it help to understand in which cases, nonetheless, pfxX just means ‘pfv. of
x’ (as with Natural Perfectives), among a couple of other issues.

Nothing changes for all these considerations if, instead, a more complex cor-
respondence rule is applied, e.g. a schema as in (15). That the applicability of cor-
respondence rules (or schemas) may depend on the format of the units which, in
some way or another, have to be assumed on a subword level. They cannot sim-
ply be transferred from a morpheme level to stems in particular if the change of
the stem itself carries information about the value of the grammatical opposition
(pfv. vs ipfv.), i.e. subtractive of tense and agreement or non-finiteness markers,
which are only added to these stems.23 In addition, the aspect value hinges on
patterns of stem changes that are not unified: not only are there two predominant
patterns with different directions of derivation (see Figure 1), but many idiosyn-
cratic ones (mostly obsolete remnants of earlier layers of stem derivation); there
is even one pattern which is based on amonofunctional suffix creating pfv. stems,
but only in the confines of a specific semantic class of atelic stems (or lexemes,
for that matter), namely semelfactive {nǫ} (see Section 2.1 and Section 3).

Even from a strict “constructivist” point of view it would be totally off themark
to try to subsume such a variation of patterns on the “morphological surface” un-
der allomorphy (and presumably nobody has tried to do so). For “abstractivists”
the problem differs, namely: can a common paradigm for some pfv. and ipfv. stem
be imagined, provided there is reason to assume that they share an identical lex-
ical concept or are even close synonyms? This problem cannot be tackled with
correspondence rules. Therefore, it seems reasonable to consider whether para-
digms may be based not so much on the form of particular stems (and of how
they are composed from morphemes) and not too much tied to specific patterns
of stem derivation, but, instead, primarily built on categorial restrictions on dif-
ferent levels of morphosyntax and discourse which yield a sufficiently reliable
distribution, or patterns, of oppositions tied to the choice between pfv. and ipfv.
stems. These patterns may be described with templates, but in a form which at
present hardly anybody would want to call “constructions”.

How can these insights be exploited for modeling the architecture of Slavic as-
pect? And, conversely, what can be gained for morphological theory, or a theory
of grammatical categories? The last two sections explore these questions.

23Even from a constructivist perspective, one would not say that an unprefixed ipfv. stem has
a “zero prefix” by which imperfectivity is marked, or conversely that prefixed pfv. stems have
a “zero suffix” since their ipfv. counterparts are often marked by an extra suffix (at least, I am
ignorant of any such attempt).
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5 Extended notion of paradigms: A proposal

The proposal rests on two pillars. First, aspect choice is obligatory, and since
this choice amounts to making a decision between verb stems it is these stems
which are in paradigmatic opposition for an abstract feature, namely PFV:IPFV.
Then, second, the question is what determines this choice in the first place. As
explained above (mainly in Section 2.2), verb stems are ascribed pfv. or ipfv. as-
pect according to sets of functions and grammatical constraints over which they
distribute in a (more or less) complementary manner. By virtue of these sets
verb stems belong into one of two opposite classes, so that a binary opposition
is established. These conditions justify considering Slavic aspect as a classifica-
tory category. By the same token, issues like how many aspect pairs (or triplets)
there are, and how regular the morphological relations between lexically close
stems are, are important only to the extent that there must be some backbone
of the system in order to (i) supply regular patterns of derivation to be applied
productively, and in order to (ii) establish paradigmatic replacement conditions
between stems denoting identical (or very close) lexical concepts, i.e. to create
minimal pair conditions (as exemplified throughout this paper). This backbone
in terms of formal patterns and of lexical relatedness provides the basis for ana-
logical transfer, both for the productive application of rules (or schemas) and for
relating stems of opposite aspect with obsolete or less frequent patterns, briefly:
for the integration of new and old stems into a system which distributes them
over two classes defined via sets of constraints and functions.

Consequently, there is a maximally simple paradigm to start with, which is
conditioned by an inevitable binary choice: either a member of the ipfv. class
or a member of the pfv. class, whatever other grammatical categories might be
expressed by a verb, and in whatever discourse context. Whenever a verb is in-
volved in a categorial (grammatical or pragmatic) contrast, this influences aspect
choice – since speakers cannot avoid it. The associations between aspect choice
and the value of the contrast are reliable (and predictable) to different degrees,
so core and peripheral (or stronger and weaker) conditions (or factors) may be
distinguished. Concomitantly, there is no general rule saying that a particular
morpheme indicates pfv. or ipfv. aspect as such. Thus, the aspect value is a fac-
tor that should be accounted for not only as a distinct element of constructions,
but as something that can be visualized with templates, which I take to be sets of
properties ordered by levels, or components. This distinguishes templates from
constructions, or schemas, which are primarily characterized by their syntag-
matic “outfit” and which normally lack a complex structure of levels (see the
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representation in (15) and the correspondence rules above). By contrast, the tem-
plates require up to five components:

(i) aspect (pfv. vs ipfv. stem),

(ii) grammatical form of the stem (i.e. whatever may be added on the stem:
markers of tense and agreement, or non-finiteness),

(iii) other markers (e.g., negation, auxiliaries, temporal adverbials),

(iv) actionality and reference (i.e. functions constituting the core of any aspect
opposition, incl. event-external pluractionality and temporal definiteness
a.k.a. episodicity),

(v) pragmatic function (e.g., illocutionary purpose, presupposition manage-
ment).

Components (i) and (ii) are indispensable, since they are always specified mor-
phologically (as any verb form in Slavic). Components (iv) and (v) are also indis-
pensable, but only in the sense that these properties are inherent to any utterance,
even without explicit specification. Elements of component (iii), in turn, are op-
tional. Simultaneously, (ii) and (iii) represent distinct linguistic material (as units
on a word and subword level) which interfere with aspect (as inherent to the
stem) on a syntagmatic axis; (ii) and (iii) can specify parts of larger constructions
(on predication or clause level) accessible for a description in CG terms or for cor-
respondence rules in a WP fashion. The other components are non-distinct and,
in this respect, abstract. After all, each of the components itself implies paradig-
matic contrasts (between forms or functions), but the assignment of aspect, i.e. (i),
provides the basic binary paradigmatic distinction.24 In this sense, aspect choice
is like a pivot, since in combination with the other components it participates
in the formation of minimal pair contexts (part of which was illustrated in Sec-
tion 2).

A template can be created for each categorial distinction for which aspect
choice is a sufficiently reliable indicator, or by which it is restricted; the other
factors which also contribute to this distinction (or condition the restriction) are
listed as components (ii-v). The “nature” of the categorial distinction is used as a
label of the template (maybe together with the language or subdivision of Slavic

24For this reason no additional level has to be assumed (contrary to what one of the reviewers
suggested): by the choice of ipfv. or pfv. aspect the opposition to the other aspect (= grammat-
ical class) is determined ipso facto (tertium non datur). See also the peg-metaphor below.
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to which it applies); it is, as it were, the minimal common denominator for the
contrast conditioning aspect choice. The symbol “—” means that no specifica-
tion is required, properties in parentheses are optional, additional information is
given in brackets.

An illustration of a relatively simple template would be the formation of the
future tense of ipfv. and pfv. stems in North Slavic; see Table 1.

Table 1: Future in North Slavic

(i) IPFV (i) PFV
(ii) infinitive [or l-form in Polish] (ii) non-past stem+non-past endings
(iii) bǫd- [auxiliary] (iii) — [auxiliaries excluded]
(iv) — (iv) —
(v) — (v) —

Here, aspect choice bears on the choice of grammatical forms and their in-
terpretation, regardless of which functions might be associated to pfv. and ipfv.
future; that is why (iv) and (v) are left unspecified.

For South Slavic the situation changes insofar as non-past pfv. stems do not
yield a default future reading. Instead, a distinct future marker (Bulg. šte, Mac.
ќe, inflected Srb.-Cr. ću and Sln. bom) combines with either aspect and the non-
past of pfv. stems is tightly associated with irrealis functions (first of all habitual,
modal, conditional); it must be combined with distinct irrealis markers, among
which for most of these languages da is the predominant one.25 Thus, for South
Slavic non-past pfv. stems the template is as in Table 2.

Another minimal pair contrast, widespread all over Slavic, is aspect in the
imperative +/− negation. See (8a–8b), adduced in Section 2.2 and replicated here
as (23), and the corresponding template in Table 3.

(23) Russian

a. Ne rasskažipfv emu (slučajno), čto ty videl.
‘Don’t tell him (inadvertently), what you have seen.’

b. Nu, čto ty tam videl? (Ty obeščal mne rasskazat’pfv.) Rasskazyvaj!ipfv

‘Well, what have you seen there? (You promised to tell me.) Tell me.’

25Alternatively, one might say that future belongs to the irrealis domain and that, correspond-
ingly, the future morpheme itself marks irrealis. The consequence would be that South Slavic
does not have future marking, or that future is but a standard (or generalized) implicature of
non-past + the respective irrealis marker. This, however, would not change anything essential
in the template (see Table 2).
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Table 2: Non-Past in South Slavic

(i) IPFV (i) PFV
(ii) non-past stem+non-past endings (ii) non-past stem+non-past

endings
(iii) — (iii) irrealis [e.g., da]
(iv) — (iv) suspension of assertivity

[‘non-actual present’]
(v) — (v) —

Table 3: Directive speech acts

(i) IPFV (i) PFV
(ii) imperative (ii) imperative
(iii) negation (iii) no negation
(iv) (single instance) (iv) single instance
(v) directive and deontic:

prohibition [addressee is
assumed to have control over
event denoted by the verb]

(v) directive and deontic: order,
command, request, etc.
[addressee is assumed to have
control over event denoted by
the verb]

For the ipfv. imperative (with negation) the referential condition is given in
brackets because prohibitives do not imply the exertion of social force for sin-
gle occasions; they can be (and often are) uttered as a general command (e.g.,
Don’t eat with your fingers). However, provided the directive speech act refers to
a single situation (with a concrete illocutionary concern), pfv. and ipfv. stems are
in an ideal paradigmatic replacement condition, and this applies to virtually all
Slavic languages: the illocutionary background (a deontically, i.e. socially moti-
vated directive speech act) does not change, only negation makes the difference
and “switches” the aspect.

A complication arises inasmuch as the negated ipfv. imperative is used for
other purposes as well (see Section 2.2). A similar point holds for unnegated ipfv.
imperatives which, among other grammatical forms of unnegated ipfv. stems,
are employed to signal that the speaker assumes the relevant action to be pre-
supposed (also by the interlocutor). Other grammatical contexts without nega-
tion in which ipfv. stems are associated with this discourse function are modals
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(compare ex. 10a–10b) or the future tense. Slavic languages obviously differ as for
the prominence of this function, but it anyway often interferes with other func-
tions associated with ipfv. aspect. An analogous point concerns event-external
pluractionality, in particular the denotation of unrestricted repetition, which sys-
tematically conflicts with actional defaults and the limiting function of the pfv.
aspect.26

Furthermore, as templates like Table 2 show, one of the two aspects may not
require any further specification, i.e. its use is rather unrestricted, while the other
aspect is subject to quite severe restrictions. Such an asymmetry also holds true
for more complex cases, as with negated imperatives in which the employment
of pfv. stems requires very specific conditions (which, in addition, may be more
salient only for a particular subarea of Slavic) that are not visible just “on the
surface” (see Wiemer forthcoming). In other clear cases of asymmetry one of the
aspects is altogether blocked, not because of some specific (and shaky) context
conditions, but for a more straightforward reason. This is the case with aspect
in the scope of phasal verbs27 which, as mentioned in Section 2.2, allow only
for ipfv. stems in any Slavic language (except colloquial Upper Sorbian). The
template looks, therefore, like Table 4; * symbolizes blocking.

Table 4: Aspect in the scope of phasal verbs

(i) IPFV (i) *PFV
(ii) infinitive [North Slavic and

Slovene]/da + non-past stem +
non-past endings [South Slavic]

(ii) infinitive [North Slavic and
Slovene]/da + non-past stem +
non-past endings [South Slavic]

(iii) phasal verb (iii) phasal verb
(iv) — (iv) —
(v) — (v) —

Of course, the blocking of pfv. aspect by phasal verbs is motivated, as the gen-
eral meaning of pfv. aspect consists in setting limits, and this meaning conflicts
with the semantics of phasal verbs. In fact, there is reason to argue that most
(if not all) of the functional contrasts and constraints on aspect choice are mo-
tivated from the basic categorial distinction between setting (or foregrounding)

26This conditions an inner-Slavic differentiation of the factor hierarchy relevant for aspect choice
(cf. Dickey 2000: Ch. 2, Wiemer 2008: 399–403, among others).

27Note that phasal verbs themselves distinguish aspect, i.e. most of them come in pairs, so that
their own aspect is indicative of the same functions and constraints as for other verbs.
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limits of situations (→ PFV) and backgrounding them (→ IPFV), and only part of
the contrasts and constraints can additionally be motivated by telicity.28

There is no place (or need) to continue with illustrations of what templates
might look like if one wants to capture not only the formal properties of con-
structions and involved verb forms, but also their functional interpretation for
different types of utterances. Hopefully, the general idea has become clear. The
crucial point is that every template is based on a choice between pfv. and ipfv.
stem; this choice cannot be avoided once verbs are involved, and all properties
from (ii) to (v) are “linked” to a pfv. or ipfv. stem (= (i)) like pieces of clothing
hanging on pegs, either as unequivocal decisions or as salient tendencies. These
pegs (= ipfv. vs pfv. stems) provide the basic paradigmatic contrast, regardless of
whether the function (or constraint) concerns (plur)actionality features or bears
relevance to temporal deixis (as with the default present > future shift for pfv.
stems in North Slavic), or the functional contrast is at best remotely related to
these core domains of aspect oppositions.

Conflicts between these factors are unavoidable since the pfv.:ipfv. opposition
supplies only a binary choice, and since sense has to be made out of this choice
even if actionality or pluractionality features are irrelevant or remain in the back-
ground. However, analogous conflicts arise with other binary oppositions and
obligatory choices (i.e. if transparadigmatic variability is minimized or lost), such
as singular-plural distinctions for nouns in most European languages or a defi-
nite article, e.g. in Balkan Slavic. The difference, again, is that these categories
(and the corresponding paradigmatic contrasts) are not marked by stems (as is
Slavic aspect).

The templates are able to integrate correspondence rules (or schemas), if as-
pect choice reliably hinges on some syntagmatic condition, for instance on some
contextual element like bud- for the ipfv. future in Russian or Czech, or on an
irrealis marker (like da) for pfv. present in Balkan Slavic. However, since simple
constructional approaches are unable to capture the classificatory properties of
Slavic aspect arising from sets of functions and constraints, and since this opposi-
tion is morphologically based on different derivational patterns, only templates
can do the job of relating the paradigmatic opposition of pfv. vs ipfv. stems to the
functional contrasts and grammatical constraints which have been discussed in
the literature on Slavic aspect and in a flashlight manner throughout this article.

This said, a further step can be taken by reinterpreting sets of such templates
as members of paradigms of aspect choice. That is, each template, regardless of
how complex its internal structure, equals a paradigm cell, but elements of its
internal structure are linked to other layers of the overall paradigm. The entire

28In other words, telicity provides a condition for subsets of the inventories of functions and
constraints associated to ipfv. vs pfv. aspect.

108



4 No paradigms without classification

paradigm would then consist of two layers (see Figure 4).29 Stems (each with its
aspect) distinguish gamuts of finite and non-finite forms which make up para-
digms in the traditional sense, and these constitute the first layer. Whether one
wants to deal only with the set of finite forms, or whether one includes also non-
finite forms (and which ones) into the paradigm, is of secondary concern. The
smaller set of finite forms may be called “narrow” or “classical paradigm”, the
larger set which includes non-finite forms “extended paradigm”, and the latter
is still needed. The issue of periphrastic forms which fill out cells of traditional
paradigms (“analytical inflection”), such as, e.g., the future of ipfv. verbs in North
Slavic (person-number inflected auxiliary bud- plus infinitive of ipfv. stem), is of
secondary concern, too. The reasons were discussed in Section 4.3.

The templates of the type illustrated above provide the second, more abstract
layer. Component (i) of each template is the paradigmatic opposition between
ipfv. and pfv. stem itself, i.e. the pegs on which everything hinges. As inherent to
stems, it ties together all templates from the same column (= vertical axis). Com-
ponent (ii) cross-references forms from the extended paradigm (= first layer), it
thereby specifies which of these forms are relevant for the given template and,
together with component (i), supplies a connection between first and second
layer.30 The basic structure of such a complex, two-layer paradigm is shown in
Figure 4. As shown above, the relation between the pfv. and ipfv. halves of the
templates may be asymmetric, either in form-related conditions or in the func-
tional conditions applying to one of the stems in the paradigmatic relation.

Each column in toto is opposed to the respective other column, just as, for
instance, in a traditional paradigm of inflected nouns singular and plural are op-
posed for the category number “across” morphological cases and for stems of
different gender. Admittedly, this analogy is not perfect since a traditional para-
digm of inflected nouns (or verbs) has a closed set of cells, while the number of
templates specifying the conditions of aspect choice can be less easily limited;
it increases with every grammatically or pragmatically definable contrast for
which aspect choice proves relevant. However, the amount of templates hardly
constitutes an open class, either, since these contexts cannot increase ad libitum;
otherwise aspect choice would not be salient and reliable enough. Apart from
this, there are other paradigms in “hard core” grammar whose closedness is de-
batable; consider, for instance, voice-related distinctions, paradigmatic relations

29This proposal remotely resembles Leino’s “metaconstructions” (Leino 2022 [this volume]), as
far as analogy is at play. However, whereas metaconstructions are conceived of as generaliza-
tions of constructions, two-layer paradigms as developed here are muchmore characterized by
internal relations between particular components which depend on the binary choice between
pfv. and ipfv. stems.

30How this might be done technically should be considered separately.
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traditional paradigm IPFV stem PFV stem

narrow paradigm finite forms finite forms

extended paradigm +non-finite forms +non-finite forms

IPFV PFV
component (i) ipfv component (i) pfv

template 1 component (ii) component (ii)

component (iii–v) component (iii–v)

component (i) ipfv component (i) pfv

template 2 component (ii) component (ii)

component (iii–v) component (iii–v)

component (i) ipfv component (i) pfv

⋮ component (ii) component (ii)

component (iii–v) component (iii–v)

component (i) ipfv component (i) pfv

template 𝑛 component (ii) component (ii)

component (iii–v) component (iii–v)

Firstlayer
Second

layer

Figure 4: Complex, two-layered paradigms of Slavic verb stems. Broken
line/arrow = cross-references with element(s) in a component (ii) of
templates
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between preverbs (e.g., in Germanic or Latvian), or German modal particles (see
Section 4.3).

Another objection might be that the templates are not mutually exclusive,
as many of them are either interrelated (by common motivation), or they can
conflict with one another (see examples above). This makes the inventories of
opposed templates dissimilar to cells in traditional paradigms. However, recent
work in WP-morphology on traditional paradigms has shown that paradigms
are often asymmetric in that their members betray an unequal status, in partic-
ular. Because some of them are better predictors for others but not vice versa.
In general, paradigm members are better characterized as a network (see Sec-
tion 6). Such network relations can as well be found in the sets of templates and
the complex two-layer paradigms of Figure 4. Therefore, the architecture of tra-
ditional paradigms and the principles organizing complex two-layer paradigms
do not seem that different. After all, it is an unavoidable binary choice between
pfv. and ipfv. aspect which makes this network arise and stabilize.

Now, if such complex, two-layered paradigms can be acknowledged, what fol-
lows from this for (morphologically related) stems of opposite aspect which are
so closely related in their lexical meaning that they can be considered synonyms?
This question arises regardless whether one speaks about pairs, triplets or larger
groups of stems. Why not assume that stems united in this way under one lexical
meaning actually share into one (though more complex) paradigm? And if the
answer is positive, does this entail that these stems are to be considered repre-
sentatives of the same lexical unit (= lexeme)? The last question arises because
synonyms are usually treated as distinct lexemes, however, the synonyms under
consideration here are morphologically related and show complementary distri-
bution over grammatically and/or pragmatically defined contexts.

As pointed out in Section 3, the assumed 1:1-relation between lexeme and par-
adigm has forced many to interpret the different stems as inflection, with diverse
artificial and ad hoc “solutions”. Alternatively, if treated as a classificatory sys-
tem, each stem can be ascribed its own paradigm, but this alternative is based
on the same 1:1-assumption between lexeme and paradigm. Notably, nothing
changes with suppletion, since suppletion itself presupposes tight paradigmatic
relations and extreme closeness of lexical relatedness. Actually, suppletive aspect
pairs force us to acknowledge that the grammatical value (pfv. vs ipfv.) is a prop-
erty of the stem31 (cf. Wiemer 2020b: 149–150). Therefore, as concerns stems that

31As a reviewer remarked, since bothWP and CG treat word forms as wholes, they can deal with
suppletion, syncretic and analytic forms in the same way. While this is correct, it should be
remembered that both syncretic and analytic forms, as well as suppletive aspect pairs, presup-
pose stems. Thus, as far as aspect in Slavic is concerned, stems are more basic than anything
else.
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are morphologically related and can be considered lexical synonyms, but show
complementary grammatical behavior, I do not see any inherent reason why one
should not admit for complex, two-layered paradigms composed of the extended
traditional paradigms and sets of templates assigned to two related stems. These
stems can each be considered separate lexemes which complement each other.
Thus, instead of either of the representations given in Figure 3 (see Section 3),
consider the one in Figure 5.

set of combinatorial restric-
tions

inventory of word forms
(finite, non-finite)

function inventory

“Paradigmaticist” viewpoint
PFV–IPFV pair
Two (synonymous) lexemes

One (complex) paradigm

Figure 5: Alternative view on the grammatical status of aspect pairs

As for aspect triplets (of either kind discussed in Section 2.1), the only thing
to be admitted further is to include a third stem. For the competing pfv. or ipfv.
stems one may observe different biases for subsets within combinatorial restric-
tions and/or the function inventory, i.e. for properties specified in templates.32

The same reasoning can be extended to actionality groups consisting of stems of
either aspect, as argued for by Tatevosov (2016); see Section 3.

The assumptions underlying Figure 5 also do justice to the classificatory char-
acter of the PFV:IPFV opposition. Simply those verbs for which no morpholog-
ically related stem with a close enough lexical meaning exists (perfectiva and
imperfectiva tantum), certain parts of the paradigm, defined via word forms (= tra-
ditional paradigms), constraints and functions are absent. This can be compared
to analogous cases, for instance to pluralia and singularia tantum (or nouns with
a strong bias to either singular or plural in non-arithmetic contexts) in relation

32Compare, for instance, the usage-based case study in Wiemer et al. (2020), which shows that
Pol. dzielićipfv1 and rozdzielaćipfv2 (pfv. rozdzielić) and their Czech cognates dělit ipfv1 and rozdělo-
vat ipfv2 (pfv. rozdělit) ‘divide, separate’ have different preferences for stative (IPFV1) vs habitual
(IPFV2) contexts.
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to the values of number in nouns, or with the paradigms of verbs that do not pas-
sivize in a language with an otherwise fully developed distinction between active
and passive voice. Like inventories of word forms, function inventories and sets
of combinatorial restrictions (i.e. the “ingredients” of templates) are defined for
a maximum range of pfv. and ipfv. stems, but they do not (and cannot) apply
to every single representative of these classes; rather they are like repositories
supplying admissible functions for these representatives.

One final question, alluded to above, remains. The templates which constitute
the second layer of the complex paradigms can be listed; but is there some inter-
nal order between them? In particular, can some templates be regarded as more
important inasmuch as they serve as predictors for other templates? Similar key
functions of members in paradigms have attracted attention particularly in most
recent implicational varieties of WP (see Section 4.2). It would be instructive to
learn whether there exist implicational relations between templates relevant for
aspect choice that parallel (or are analogous to) such asymmetries in traditional
paradigms, or between constructions that are organized more tightly in paradig-
matic terms.33

In fact, some templates relevant for aspect choice are certainly more impor-
tant, either because the functions and/or constraints which they capture aremore
frequently encountered and less restricted by lexical meaning (e.g., most plurac-
tional meanings are rather insensitive to actionality properties, including telic-
ity), or because they are more firmly associated with their context conditions
(e.g., with communicative intentions) or more difficult to suppress by conflicting
conditions than constraints and/or functions specified by other templates. These
constraints and functions would play a more central role in the grammar. How-
ever, relations between them are often hard to pin down, let alone to quantify.
Of course, we may start with certain “hard core” constraints like, for instance,
the compulsory use of ipfv. stems instead of pfv. counterparts in the narrative
present tense in East Slavic and Polish, in contrast to, e.g., Czech or Slovene (see
Section 2.2). But then the problem is whether such factors of aspect choice corre-
late with others like, for instance, the restriction of the “inchoative” future (with
bǫd-) to ipfv. stems (typical of all North Slavic languages), or functional contrasts
of aspect choice in the scope of modals (which show an overlay of different con-
trasts that can easily conflict with each other). Finally, even if sufficiently robust
correlations can be disclosed, the question arises in which direction the implica-
tion goes (or whether it is bidirectional).

33I am unaware of any attempt in CG to disclose implicational hierarchies, or asymmetries,
among constructions (apart from standard assumptions about inheritance relations; see Sec-
tion 4.1).
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These questions are intriguing also for the reason that implicational relations
between members of traditional paradigms seem to be arbitrary in the sense that
no semantic motivation can be found; they usually just serve as an internal prin-
ciple of the organization of paradigms,34 possibly conditioned by the reduction
of conditional entropy (Milin et al. 2009, Blevins 2016: 7). Conditional entropy
is connected to expectability which ensues from the relation between frequency
patterns of paradigm members. Even if some day it might be possible to describe
conditional entropy for factors that influence aspect choice and can be captured
by templates, one would certainly expect these factors to be related by semantic
motivation (including communicative purposes). Therefore, contrary to asym-
metries between cells of traditional paradigms, asymmetric relations between
templates describing conditions of aspect choice are obviously of a different na-
ture.

This brings us to the conclusions.

6 Conclusions and outlook

The proposal made in Section 5 amounts to extending recent reasoning in impli-
cational WP models to the properties of a stem-derivational aspect system. As
shown in Section 2, productive stem derivation is only the morphological pre-
requisite for the formation of the Slavic PFV:IPFV opposition as a classificatory
category. Basically, extendingWP-reasoning to this case amounts to a transfer of
paradigmatic order from the word level to the level of templates for constraints
and functional oppositions connected to the choice of morphologically related
stems. Blevins (2016: 75) states:

Treating paradigms as fundamental units of grammatical organization con-
veys the same kinds of advantages as treating words as the basic grammati-
cal signs. Just as words may have properties that cannot be assigned to their
parts, sets of words may express information that cannot be associated with
individual words.

The analogy with Slavic aspect becomes clear if, in this quote, one replaces
words by stems and adds that sets of templates may express information that
cannot be associated with individual stems as well. This is obvious particularly
for stems of opposite aspect that can be organized in pairs, triplets or actionality
groups, since they are able to function as synonyms for different grammatical and

34Cf. Haspelmath & Sims (2010: 172–174) on Priscianic formations.
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communicative purposes, and the patterns of their morphological relatedness are
regular to an extent that they can serve as a basis for analogical transfer between
stems with less transparent and/or obsolete morphological ties.

The analogy with WP-models becomes even more straightforward with the
next quote from Blevins (2016: 80) about the formation of conjugations and de-
clinations conceived of as classes:

In the same way that stems are not basic units in a classical WP model,
but are instead abstracted from a set of forms, classes [of conjugations or
declinations; BW] are not “properties” of items but are abstractions over
sets of paradigms that exhibit congruent patterns of form variation. The
class of an item is exhibited via characteristic patterns of form alternation.

Here it suffices to admit that stems may be the basic units conveying grammat-
ical information (i.e. pfv. vs ipfv. aspect) and to rephrase as follows: classes of pfv.
and ipfv. stems are not properties of particular stems but are abstractions over
sets of templates that exhibit congruent (i.e. consistent and predictable) patterns
of mutual replacement for stems of the opposite aspect. The class to which a
stem belongs is exhibited via characteristic patterns (or: sets) of templates which
capture constraints and functions.

This amounts to saying that classes which constitute pfv. and ipfv. aspect in
Slavic are more abstract, but also more important, than conjugational or declen-
sional classes. Although the latter are of a rather formal nature, their interfer-
ence with various levels of grammar and pragmatically motivated distinctions
on utterance level is considerably lower (or even absent) in comparison to the
far-reaching consequences that follow from the choice of a pfv. or ipfv. stem in
Slavic languages. Inflectional paradigms represent an extreme case of predictive
patterns, but they also represent a simple (probably the simplest) case of such
patterns. Paradigms provide speakers with a “maximally reliable analogical base
for deducing new forms based on previously encountered forms” (Blevins 2016:
12). While this applies to productive derivational morphology as well, this kind
of analogical base would concern only the morphological prerequisite, so to say:
the stem-derivational mechanism which is necessary, but not sufficient to ex-
plain the architecture of Slavic aspect. The analogy supplied in this case relates
not simply to new forms, but to a fundamental paradigmatic contrast based on
the class membership of verb stems to pfv. or ipfv. aspect, as argued for through-
out this article.

Furthermore, Blevins doubts that WP approaches are suitable to deal with
derivational morphology. He argues that at least more traditional realizational
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models “are less applicable to the variable structure exhibited by ‘families’ of
derivational forms” (Blevins 2016: 159). His argument primarily relates to word-
class changing derivation (e.g., verb ⇒ agent noun), which usually does not al-
low for the delimitation of “a finite set of forms within a uniform feature space”.
Moreover:

Given a list of derivational processes active in a language, it is of course pos-
sible to assign a uniform family of “potential” forms to all of the members of
a word class. Yet the uniformity achieved is deceptive, because it collapses
a critical distinction between those forms that are established in a language
and those that are merely possible in principle. (Blevins 2016: 159, emphasis
added)

First of all, the caveat expressed here would be justified equally well for many
complex inflectional systems, especially if periphrastic forms (“analytic inflec-
tion”) are accounted for. Consider, for instance, the complex verbal paradigms
of Bulgarian, the Kartvelian languages, French, or even English. So there is no
real difference between productive inflection and productive derivation (how-
ever one may wish to draw the line), and this can be maintained all the more
for derivation which does not change the syntactic class, as is the case for Slavic
aspect.

More importantly, implicit to Blevins’ point, highlighted in the last quote, is
a main bone of contention between word-based (“abstractive”) and morpheme-
based (“constructive”) morphology, namely the rule-versus-list fallacy: “the un-
warranted assumption that linguistic constructs are either generated by rule or
listed” (Booij 2010: 4, with reference to Langacker 1987). Why shouldn’t human
beings be capable of doing both: to store some ready-made units in their memory
and to apply rules by which more complex units are composed “on the fly” from
less complex ones? CG attempts to integrate regular and transparent constructs
into a “constructicon” of a given language, on condition that they are sufficiently
frequent (see Section 4.1). In general, researchers unanimously agree that, on the
one hand, units (of different formats, i.e. onword, sub-word andmulti-word level)
are probably stored because they are more frequently encountered and easy to
isolate from their immediate syntagmatic environment. On the other hand, with-
out the productive, ad hoc-application of rules it would be difficult to understand
how new complex forms (among them many hapax formations) can arise, apart
from the fact that postulating myriads of complex linguistic constructs to be
stored in memory (= lexicon) is not only uneconomic in linguistic description,
but seems to be inadequate from a psychological perspective.
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Therefore, the problem pointed out by Blevins is justified, but it rather begs
the question of how to achieve an adequate equilibrium between potential and
ready-made forms in one’s model of linguistic activity. This includes the ques-
tion whether a lexicon may consist of both words and morphemes. Haspelmath
& Sims (2010: 70–74) give convincing arguments in favor of a “moderate word-
based model”, which combines words and morphemes, although the former are
given primacy over the latter. In practice, a similar consequence follows from
Goldberg’s (2006) definition of constructions (see Section 4.1), according towhich
a “mixture” of idiomatic (non-compositional) forms and of some (frequent) com-
plex forms is regarded to be stored in the lexicon. Experience with Slavic aspect
may add crucial insights to this discussion. First, the basic unit on which Slavic
aspect operates is verb stems,35 i.e. units of a format intermediate between words
andmorphemes. However, by far not all stems occurring in real discourse are reg-
istered in dictionaries, instead many are certainly not stored as ready-made units
in speakers’ memories, but construed on the spot, often remaining ephemeral.
Thus, a “moderate stem-based model” is called for, which basically follows the
assumptions of WP approaches, but constructivist elements are to be included
inasmuch as sufficiently transparent morphology (e.g., with productive suffixes
employed to derive ipfv. stems) and sufficiently obvious rules of concatenation
are an issue. However, since systematic morphonological alternations can be ob-
served not only in the relation between non-past and infinitive stems, but also
between related pfv. and ipfv. stems, the rule-based part of the model should be
rather of an IP- than of an IA-type (see Section 2).

Second, the backbone in the architecture of Slavic aspect nevertheless resides
in the relations between well-established (and frequent) stems (pairs, triplets, ac-
tionality groups) which can be regarded as units entrenched in an active lexicon,
notably both as ready-made units and as products of the application of rules or
schemas. The derivational patterns and functional distribution between stems
united around lexical meanings can be best described as schemas, however of
a very irregular type. We thus have to abstract away from particular patterns
on the surface and recognize the paradigmatic relations which hold for stems
by virtue of their membership in one of two opposed classes (pfv. vs ipfv.). This
property cannot be captured by usual schemas, or correspondence rules, and this
is where CG and WP come to their limits (see Section 3). Instead, templates are
called for, and this brings the WP-based approach advocaSection 2).

Therefore, following Blevins (2016), paradigms can be conceived of as limit-
ing cases of network relations in which certain members show some predictive

35Rather infrequently, stems may coincide with roots.
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value for other members of the network. In Slavic aspect the morphological form
of these members can be predicted only to some extent, and one always has to
consider patterns of derivation against lexical closeness (this concerns partic-
ularly the role of prefixes added to ipfv. simplex stems). However, the sets of
constraints and functions characteristic of each aspect lead to paradigmatically
tight oppositions with regard to classes, hard constraints are predictable from
the interaction with other grammatical categories (e.g., tense), and the selection
of functions by specific representatives of a class can be predicted with a cer-
tain reliability on the basis of the actionality class of the stem and an account of
(sometimes complex) conditions of the current discourse.

To conclude, it is one issue whether CG- orWP-approaches become interested
in pursuing the path proposed here, and thereby try to integrate the lesson told
by the architecture of Slavic grammatical aspect. This would demand an applica-
tion of paradigmatic structure on a more abstract and complex level than even
in recent implicational WP-models, which basically have remained restricted to
inflectional paradigms. This understanding of abstract paradigm structure also
reaches beyond CG-approaches to paradigmatic structure, mainly defined via in-
heritance relations between different levels of complexity that is measurable in
terms of elements belonging to a schema. Moreover, obligatoriness – as the oppo-
site of high transparadigmatic variability – for Slavic aspect arises on a different
basis than it does in word-based or construction-based descriptions.

Regardless of whether such an extension of paradigm structure will be ac-
cepted in the mentioned theoretical frameworks, a complementary issue should
be pursued. Namely, more should be learned about internal implications between
(templates describing) constraints and functions relevant for aspect choice. Such
an examination would greatly increase our understanding of the architecture of
this category in Slavic, and probably of classificatory categories in general. For
this purpose, it is worth considering whether and how conditional entropy be-
tween different factors relevant for choice aspect might be determined.
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Abbreviations and symbols

In glosses and other examples

⇒, ⇐ direction of morphological
derivation

1, 2, 3 first, second, third person
f feminine
fut future
inf infinitive
ipfv imperfective
m masculine
pfv perfective

pfx prefix
pl plural
prs present
pst past
sg singular
sfx suffix
thv thematic vowel
vir virile

For languages and corpora

Bel. Belarusian
Bulg. Bulgarian
Cr. Croatian
Pol. Polish
Russ. Russian
Srb. Serbian
PNC Polish National Corpus (http://nkjp.pl/)
RNC Russian National Corpus (https://ruscorpora.ru/new/)

References

Andersen, Henning. 2022. Paradigms of paradigms. In Gabriele Diewald & Katja
Politt (eds.), Paradigms regained: Theoretical and empirical arguments for the
reassessment of the notion of paradigm, 11–36. Berlin: Language Science Press.
DOI: 10.5281/zenodo.5675841.

Blevins, James P. 2016. Word and paradigm morphology. Oxford: Oxford Univer-
sity Press.

Booij, Geert. 2010. Construction Morphology. Oxford: Oxford University Press.
Booij, Geert. 2013.Morphology in construction grammar. In ThomasHoffmann&

Graeme Trousdale (eds.), The Oxford handbook of construction grammar, 255–
273. Oxford: Oxford University Press.

119

http://nkjp.pl/
https://ruscorpora.ru/new/
https://doi.org/10.5281/zenodo.5675841


Björn Wiemer

Breu,Walter. 1984a. Grammatische Aspektkategorie und verbale Einheit. InWolf-
gang Girke & Helmut Jachnow (eds.), Aspekte der Slavistik (Festschrift für Josef
Schrenk), 7–25. München: Sagner.

Breu, Walter. 1984b. Zur Rolle der Lexik in der Aspektologie. Die Welt der Slaven
29. 123–148.

Breu, Walter. 2000. Zur Position des Slavischen in einer Typologie des Verbal-
aspekts (Form, Funktion, Ebenenhierarchie und lexikalische Interaktion). In
Walter Breu (ed.), Probleme der Interaktion von Lexik und Aspekt (ILA), 21–54.
Tübingen: Niemeyer.

Brown, Dunstan. 1998. Stem indexing and morphonological selection in the Rus-
sian verb: A network morphology account. In F. Ray, A. Ortmann & T. Parodi
(eds.), Models of inflection, 196–224. Tübingen: Niemeyer.

Bybee, Joan L. 2010. Language, usage, and cognition. Cambridge etc.: Cambridge
University Press.

Dickey, Stephen M. 2000. Parameters of Slavic aspect (a cognitive approach). Stan-
ford, CA: CSLI Publ.

Diewald, Gabriele. 2006. Discourse particles and modal particles as grammatical
elements. In Kerstin Fischer (ed.), Approaches to discourse particles (Studies in
Pragmatics 1), 403–425. Leiden: Brill.

Diewald, Gabriele. 2009. Konstruktionen und Paradigmen. Zeitschrift für german-
istische Linguistik 37(3). 445–468.

Diewald, Gabriele & Gisella Ferraresi. 2008. Semantic, syntactic and construc-
tional restrictions in the diachronic rise of modal particles in German: A
corpus-based study on the formation of a grammaticalization channel. In Elena
Seoane, María José López-Couso & Teresa Fanego (eds.), Theoretical and empir-
ical issues in grammaticalization, 77–110. Amsterdam, Philadelphia: John Ben-
jamins.

Diewald, Gabriele & Elena Smirnova. 2010. Introduction: Paradigmaticity and
obligatoriness of grammatical categories. Acta Linguistica Hafniensia (42). 1–
10. DOI: 10.1080/03740463.2010.486911.

Divjak, Dagmar. 2011. Predicting aspectual choice in modal constructions: A
quest for the holy grail? In Marcin Grygiel & Laura A. Janda (eds.), Slavic lin-
guistics in a cognitive framework, 67–85. Frankfurt/Main: Lang.

Fábregas, Antonio & Sergio Scalise. 2012. Morphology (from data to theories). Ed-
inburgh: Edinburgh University Press.

Goldberg, Adele E. 1995. Constructions: A construction grammar approach to argu-
ment structure. Chicago: University of Chicago Press.

Goldberg, Adele E. 2006. Constructions at work: The nature on generalization in
language. New York: University of Chicago Press.

120

https://doi.org/10.1080/03740463.2010.486911


4 No paradigms without classification

Goldberg, Adele E. 2013. Constructionist approaches. In Thomas Hoffmann &
Graeme Trousdale (eds.), The Oxford handbook of Construction Grammar, 15–
31. Oxford: Oxford University Press.

Gorbova, Elena V. 2015. Vidoobrazovanie russkogo glagola: Prefiksacija i/ili suf-
fiksacija? Voprosy jazykoznanija 1. 7–38.

Haspelmath, Martin. 1996. Word-class-changing inflection and morphological
theory. In Geert. E. Booij & Jaap van Marle (eds.), Yearbook of morphology 1995,
43–66. Dordrecht: Kluwer.

Haspelmath, Martin. 2000. Periphrasis. In Geert Booij, Christian Lehmann &
Joachim Mugdan (eds.), Morphologie: Ein internationales Handbuch zur flexion
und Wortbildung (Handbücher zur Sprach- und Kommunikationswissenschaft
17.1), 654–664. Berlin, New York: de Gruyter.

Haspelmath, Martin &Andrea D. Sims. 2010.Understanding morphology. 2nd edn.
London, New York: Routledge.

Heine, Bernd & Tania Kuteva. 2002. World lexicon of grammaticalization. Cam-
bridge: Cambridge University Press.

Hilpert, Martin. 2014. Construction grammar and its application to English. Edin-
burgh: Edinburgh University Press.

Himmelmann, Nikolaus P. 2004. Lexicalisation and grammaticalization: Oppo-
site or orthogonal? In Walter Bisang, Nikolaus P. Himmelmann & Björn
Wiemer (eds.), What makes grammaticalization? (Trends in Linguistics. Stud-
ies and Monographs [TiLSM]), 21–44. Berlin & Boston: De Gruyter Mouton.

Ivanova, Elena Ju. 2014. Russkie paralleli bolgarskoj da-konstrukcii. In Zuzana
Topolinjska (ed.), Subjunktiv so poseben osvrt na makedonskite da-konstrukcii,
106–161. Skopje: MANU.

Janda, Laura A. 2007. Aspectual clusters of Russian verbs. Studies in Language
31-3. 607–648.

Janda, Laura A., Anna Endresen, Julia Kuznetsova, Olga Lyashevskaya, Anasta-
sia Makarova, Tore Nesset & Svetlana Sokolova. 2013. Why Russian aspectual
prefixes aren’t empty: Prefixes as verb classifiers. Bloomington, IN: Slavica.

Błaszczak, Joanna, Patrycja Jabłońska, Dorota Klimek-Jankowska & Krzysztof
Migdalski. 2014. The riddle of ‘future tense’ in Polish. In Philippe De Brabanter,
Mikhail Kissine & Saghie Sharifzadeh (eds.), Future times, future tenses, 165–
204. Oxford: Oxford University Press.

Langacker, Ronald W. 1987. Foundations of cognitive grammar: Theoretical prereq-
uisites. Vol. I. Stanford: Stanford University Press.

Łaziński, Marek. 2020.Wykłady o aspekcie polskiego czasownika. Warszawa:Wyd-
wo UW.

Lehmann, Christian. 1995. Thoughts on grammaticalization. München: Lincom.

121



Björn Wiemer

Lehmann, Volkmar. 1988. Der Aspekt und die lexikalische Bedeutung des Verbs.
Zeitschrift für slavische Philologie 1(48). 170–181.

Lehmann, Volkmar. 1998. Eine Kritik der progressiven Funktion als Kriterium
aspektueller Verbkategorisierung. Welt der Slaven 43. 295–306.

Lehmann, Volkmar. 1999. Sprachliche Entwicklung als Expansion und Reduk-
tion. In Tanja Anstatt (ed.), Entwicklungen in slavischen Sprachen, 169–254.
München: Sagner.

Lehmann, Volkmar. 2004. Grammaticalization via extending derivation. In Wal-
ter Bisang, Nikolaus P. Himmelmann & Björn Wiemer (eds.), What makes
grammaticalization? A look from its fringes and its components, 169–186. Berlin,
New York: Mouton de Gruyter.

Leino, Jaakko. 2022. Formalizing paradigms in Construction Grammar. In
Gabriele Diewald & Katja Politt (eds.), Paradigms regained: Theoretical and em-
pirical arguments for the reassessment of the notion of paradigm, 37–65. Berlin:
Language Science Press. DOI: 10.5281/zenodo.5675843.

Mende, Julia. 1999. Derivation und Reinterpretation: Die Grammatikalisierung
des russischen Aspekts. In Tanja Anstatt (ed.), Entwicklungen in slavischen
Sprachen, 285–332. München: Sagner.

Mende, Julia, Eva Born-Rauchenecker, Natalia Brüggemann, Horst Dippong, Ju-
lia Kukla & Volkmar Lehmann. 2013. Vid i akcional’nost’ russkogo glagola: Opyt
slovarja. München: Sagner.

Michaelis, Laura & Knud Lambrecht. 1996. Toward a construction-based theory
of language function: The case of nominal extraposition. Language 72. 215–
247.

Milin, Petar, Victor Kuperman, Akesandar Kostić & Harald R. Baayen. 2009.
Words and paradigms bit by bit: An information-theoretic approach to the
processing of inflection and derivation. In James P. Blevins & Juliette Blevins
(eds.),Analogy in grammar: Form and acquisition, 214–252. Oxford: Oxford Uni-
versity Press.

Nikiforidou, Kiki. 2009. Constructional analysis. In Frank Brisard, Jan-Ola Öst-
man & Jef Verschueren (eds.), Grammar, meaning and pragmatics, 16–32. Am-
sterdam, Philadelphia: John Benjamins.

Padučeva, Elena V. 1996. Semantičeskie issledovanija (semantika vremeni i vida
v russkom jazyke. Semantika narrativa). Moscow: Škola «Jazyki russkoj
kul’tury».

Padučeva, Elena V. 2008. Russianmodalsmožet “can” and dolžen “must” selecting
the imperfective in negative contexts. In Werner Abraham & Elisabeth Leiss
(eds.), Modality-aspect interfaces (implications and typological solutions), 197–
211. Amsterdam, Philadelphia: John Benjamins.

122

https://doi.org/10.5281/zenodo.5675843


4 No paradigms without classification

Panov, Vladimir. 2020. The marking of uncontroversial information in Europe:
Presenting the enimitive. Acta Linguistica Hafniensia 52(1). 1–44.

Petruxina, Elena V. 2000. Aspektual’nye kategorii glagola v russkom jazyke (v so-
postavlenii s češskim, slovackim, pol’skim i bolgarskim jazykami). Moscow: Izd-
vo MGU.

Plungjan, Vladimir A. 2000. Obščaja morfologija: Vvedenie v problematiku.
Moscow: URSS.

Plungjan, Vladimir A. 2011. Vvedenie v grammatičeskuju semantiku: Gram-
matičeskie značenija i grammatičeskie sistemy v jazykax mira. Moscow: Izda-
tel’stvo RGGU.

Popova, Gergana&Andrew Spencer. 2015. Periphrasis and inflection. InMatthew
Baerman (ed.), The Oxford handbook of inflection, 197–230. Oxford: Oxford Uni-
versity Press.

Šluinskij, Andrej B. 2006. K tipologii predikatnoj množestvennosti: Organizacija
semantičeskoj zony. Voprosy jazykoznanija 1. 46–75.

Spencer, Andrew. 2013. Lexical relatedness (a paradigm-based model). Cambridge:
Cambridge University Press.

Spencer, Andrew. 2020. Theoretical approaches to morphology. Bas Aarts, Jill
Bowie & Gergana Popova (eds.). Oxford: Oxford University Press. 222–239.

Spencer, Andrew. Forthcoming. Inflectional systems. In Marc Greenberg &
Lenore Grenoble (eds.), Encyclopedia of Slavic languages and linguistics. Lei-
den: Brill.

Tatevosov, Sergej G. 2002. The parameter of actionality. Linguistic Typology 6-3.
317–401.

Tatevosov, Sergej G. 2009. Množestvennaja prefiksacija i anatomija russkogo
glagola. In Ksenija L. Kiseleva, Vladimir A. Plungjan, Ekaterina V. Raxilina
& Sergej G. Tatevosov (eds.), Korpusnye issledovanija po russkoj grammatike
(sbornik statej), 92–156. Moscow: Probel-2000.

Tatevosov, Sergej G. 2015.Akcional’nost’ v leksike i grammatike (glagol i struktura
sobytija). Moscow: JaSK.

Tatevosov, Sergej G. 2016. Glagol’nye klassy i tipologija akcional’nosti. Moscow:
JaSK.

Todorović, Nataša. 2015. The indicative and subjunctive. Frankfurt etc.: Lang.
Veselinova, Ljuba N. 2006. Suppletion in verb paradigms. Amsterdam, Philadel-

phia: John Benjamins.
Wiemer, Björn. 2002. Grammatikalisierungstheorie, Derivation und Konstruktio-

nen: Am Beispiel des klassifizierenden Aspekts, des Passivs und des Subjektimper-
sonals im slavisch-baltischen Areal. Unpublished postdoctoral thesis. Konstanz.

123



Björn Wiemer

Wiemer, Björn. 2006. O razgraničenii grammatičeskix i leksičeskix protivo-
postavlenij v glagol’nom slovoobrazovanii, ili: čemu mogut naučit’sja aspek-
tologi na primere sja-glagolov? In V. Lehmann (ed.), Semantika i struktura slav-
janskogo vida IV, 97–123. München: Sagner.

Wiemer, Björn. 2008. Zur innerslavischen Variation bei der Aspektwahl und der
Gewichtung ihrer Faktoren. In K. Gutschmidt, U. Jekutsch, S. Kempgen &
L. Udolph (eds.), Deutsche Beiträge zum 14. Internationalen Slavistenkongreß,
Ohrid 2008, 383–409. München: Sagner.

Wiemer, Björn. 2014.Mora da as a marker of modal meanings in Macedonian: On
correlations between categorial restrictions and morphosyntactic behaviour.
In Werner Abraham & Elisabeth Leiss (eds.), Modes of modality: Modality, ty-
pology, and universal grammar, 127–166. Amsterdam, Philadelphia: John Ben-
jamins.

Wiemer, Björn. 2019. O semantičeski invariantnom i grammatičeski trivial’nom
v russkom vide. In Dmitrij V. Gerasimov, Sergej Ju. Dmitrenko & Natal’ja M.
Zaika (eds.), Sbornik statej k 85-letiju V.S. Xrakovskogo, 43–66. Moscow: JaSK.

Wiemer, Björn. 2020a. Grammaticalization in Slavic. In Walter Bisang & Andrej
Malchukov (eds.), Grammaticalization scenarios: Cross-linguistic variation and
universal tendencies. Vol. 1: Grammaticalization scenarios from Europe and Asia,
249–307. Berlin, Boston: De Gruyter Mouton.

Wiemer, Björn. 2020b. O sinonimax i suppletivizme neskol’ko inače, to est’ s točki
zrenija osnov. In Leonid L. Iomdin & Igor M. Boguslavskij (eds.), Ot seman-
tičeskix kvarkov do vselennoj v alfavitnom porjadke (sbornik statej k 90-letiju
Jurija Derenikoviča Apresjana). / From semantic quarks to the universe in alpha-
betical order (a Festschrift to commemorate the 90th anniversary of academician
Yuri Derenikovich Apresjan) (Trudy Instituta russkogo jazyka im. V.V. Vino-
gradova XXIV), 146–169. Moscow: Institut russkogo jazyka.

Wiemer, Björn. Forthcoming. Two major apprehensional strategies in Slavic:
a survey of their areal and grammatical distribution. In Martina Faller, Eva
Schultze-Bernd & Marine Vuillermet (eds.), Apprehensional constructions (in a
cross-linguistic perspective). Berlin: Language Science Press.

Wiemer, Björn & Ilja A. Seržant. 2017. Diachrony and typology of Slavic aspect:
What does morphology tell us? In Walter Bisang & Andrej Malchukov (eds.),
Unity and diversity in grammaticalization scenarios, 230–307. Berlin: Language
Science Press. DOI: 10.5281/zenodo.823246.

Wiemer, Björn, Joanna Wrzesień-Kwiatkowska & Piotr Wyroślak. 2020. How
morphologically related synonyms come to make up a paradigm. Russian Lin-
guistics 44. 231–266. DOI: 10.1007/s11185-020-09231-0.

124

https://doi.org/10.5281/zenodo.823246
https://doi.org/10.1007/s11185-020-09231-0


4 No paradigms without classification

Wood, Esther Jane. 2007. The semantic typology of pluractionality. Berkeley: Uni-
versity of California.

Zaliznjak, Andrej A. 1967. Russkoe imennoe slovoizmenenie. Moscow: Nauka.

125




