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Abstract 

Looking for frequent patterns from the large database in Data Mining (DM) is a difficult task and researchers are working 
extensively to develop novel algorithms. In recent years, a number of scalable and effective algorithms for frequent itemsets 
mining (for big data analytics) have been proposed by many researchers. The two most efficient algorithms used for this 
purpose are FP-Growth and Apriori. Apriori algorithm candidate itemsets and tests if they are frequent. FP-Growth 
technique generates a tree dynamically and uses pattern fragment growth to unearth the frequent itemsets from the dataset. 
The purpose of this work is to discover the best among these two algorithms, while using the widely used big data platform 
“Apache Spark”. The paper has employed Istacart open-source data available on the Kaggle website, having approximately 3 
millions transactions. The performance has been evaluated on the basis of execution time, cost, and number of scans. It is 
found that FP-Growth is many times faster and less resource consuming than apriori algorithm. 
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Introduction 

Association rules mining algorithm has been extensively used by online websites to recommend potential products to 
customers. It is based on market basket analysis and works on the assumption that shopping habits of persons are 
common. Itemsets can be used to recommend products to customers. There are many algorithms available for market 
basket analysis, in which FP growth and Apriori are the most common and efficient ones. The objective of this study is 
the comparative analysis between them by using the Apache spark. Apache spark a data processing framework that can 
quickly perform processing tasks on very large data sets and can also distribute data processing tasks across multiple 
computers, either on its own or in order with other distributed computing tools [13]. The Resilient Distributed Datasets 
(RDDs) are used for outcomes storage in memory. The fragment growth pattern is utilized in FP-Growth in order to 
extract frequent patterns from a large dataset. On the other hand, frequent itemsets are generated in the Apriori algorithm 
and all of its subgroups must also be frequent. Apriori algorithm generates candidate itemsets and tests if they are 
frequent. This paper analyzes the performance of both FP-Growth and Apriori algorithms on the basis of execution time, 
accuracy, number of scans, and the cost of computation.  

Literature review 

A number of studies have employed association rules mining in various studies. In [1], FP-Growth algorithm was 
developed for big data platforms. In another work, Guided FP-Growth algorithm was proposed for big data platform [2]. 
An improvement of FP-Growth algorithm was proposed in [3]. In several studies comparative studies have been 
provided. For instance, a comparison of FP-Growth and apriori was performed for big data platforms in [4]. A 
comparative analysis of FP-Growth and apriori for big data platforms have been performed in [6]. A comparison of free 
python libraries for data mining and big data analytics was provided in [7]. 

Besides, several implementation for FP-Growth and apriori algorithms have been provided. An improved FP-Growth 
algorithm for apache spark has been proposed in [5]. A map-reduce based FP-Growth mining algorithm was presented in 
[8]. In [9], a parallel version of FP-Growth called S-FPG was proposed for spark. A caching based FP-Growth 
implementation for spark as proposed in [10]. 

 

FP-Growth and apriori have been used in several studies for miscellaneous case studies. In one study, FP-Growth was 
employed for cache replacement in ad hoc networks [11]. In another study [12], FP-Growth algorithm was employed for 
service discovery in mobile ad hoc network. 



 

The objective of this study is to perform a comparative analysis of Apriori and FP growth algorithm using PySpark on 
python programing. It has been seen that there are studies performed on the evaluation of both algorithm using many 
platforms like python, C++, R programing and hadoop (HDFS) etc., but the authors couldn’t find the analysis on big data 
analytics platform apache spark. Therefore, this study performed comparison of both algorithms using PySpark. 

It has been observed that most pattern mining algorithms are usually implemented on hadoop or undistributed systems. 
Considering the limitations in map reduce, the authors were encouraged to use spark for comparison of pattern mining 
algorithms. Rest of the sections of this paper is organized as follows. The methodology is presented next  which is 
followed by results. The paper concludes with summarizing the research and avenues for future research. 

Methodology  

This section presents the methodology of the proposed work. It comprises a number of phases such as data collection, 
preprocessing and implementation. 
 
Data Collection  
The data for this study was collected from kaggle.com, as no market or departmental store would allow to use 
proprietary data. The data is about Instacart market (of size 197mb) having 32,434,489 rows. The data was available in 
the form of excel files as shown below. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Preprocessing 
There were some pre-processing required before using the data for association rules mining. There were two main files. 
One file contains the order id and product id. In this file there were multiple rows having same order id but different 
product ids. While, the second file contains product names along with their ids. There are 49689 unique products while 
there are 11720 different orders. To apply the algorithms, one needs the data in a text file and with all products of a 
distinct order arranged in a single row separated by “,”. So,this work first preprocess the dataand then merged both the 
files on the basis of product id. Table 2 shows the result. 
 
 
 
 
 
 
 
 
 
 
 
 

Table1: Raw Data 

Table2: Processed Data 



Then, python pandas library was used to apply “group by” function to group the data by distinct orders and then 
appended the product_name column. Table 3 shows the pre-processed data. 
 
 
 
 
 
 
 
 
 
 
 
 
The data was exported with the product_name column into a text file to have in the desired format. i.e. all the products in 
each order appended in a single row.   

 
 
 
 
Multiple sheets were there, but one has to preprocess the data to make it useable for desired task. We take two tables 
(order_product and product). In order_product table, we had the order_id, and product_id. But there were number of item 
rows for single order. And in product table we had the product_id and product_name columns. We first took join 
between these two tables with respect to product id, so we get the product name with order id, then we used group by to 
take single order in singe row, having multiple item names (which the customer bought) in front of order_id. Then the 
data is written in the text file having single order in a row and all the fields were separated by “,”. 
 
e.g: Order_Id, Product1, Product2, Product3 
 
Implementation 
We performed the testing using pySpark and a windows server. The spark version is 3.0.2. the machine has 6 cores and 
16Gb of ram. Pyspark has a built-in library function to evaluate FP-Growth on an algorithm, so we used that and applied 
it on various subsets of our dataset. For Apriori Algorithm, there is no built-in function in the Pyspark library, so we 
created the algorithm ourselves and tested it on the same dataset as FP-Growth.  
 
 
Results 
In our experiments we found that Frequent Pattern Growth is exponentially faster than Apriori method when deployed on 
a windows machine using Pyspark. On a subset of complete dataset, the time taken by both algorithms is illustrated in 
Fig 2 and Fig 3. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table3: Data after goupring 

Fig1: Data Alignment 

Fig 2:Algo. Comparison chart on time execution 



We can clearly see that FP-Growth generates the frequent itemsets and association rules much faster than the Apriori 
which scans the dataset multiple times to find the rules while FP-Growth just scans once i.e. saving the execution time. 
Below is the illustration of time taken by Apriori Algorithm to generate association rules in data of different itemsets. 
We can see that the time taken increases more with increase in no. of rows of data. 
 

 
 
 
 
Below is the illustration of how FP-Growth works with datasets of various sizes (Fig 4). We can see that the time taken 
to process a greater number of rows increase but in comparison to Apriori the time taken and increase in time both are 
almost negligible. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Conclusion 
 
This study was performed to compare the two most used methods for market basket analysis i.e. Apriori Algorithm and 
Frequent Pattern Growth Algorithm using one of the most popular data processing Framework called ‘Spark’. We used 
the Python variant of spark known as ‘Pyspark’. The Performance of FP-Growth was found to be significantly higher 
than the Apriori algorithm. The execution time for FP-Growth was very low while Apriori took a lot of time to generate 
results. Also, the computational cost using Apriori is quite higher as we can we it takes enough time to deliver. The main 
reason high time consumption was Apriori scans the data multiple times to generate candidate itemsets.so if the data is 
very large and complex, the execution time increases exponentially. While FP-Growth works on the concept of ‘Divide 
& Conquer’. And it scans the whole database only twice. Which decreases the execution time required in the ‘Apriori 
Algorithm’. So, we can conclude by this study that FP-Growth outperforms Apriori when using ‘Spark’. 

Fig 3:Apriori Execution time Vs. # of rows 

Fig 4: FP-Growth Execution time Vs. # of rows 
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