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Enhanced sampling of high dimensional free energy surfaces through molecular dynamics (MD) methods is crucial for its ap-
plication in studying complex chemical reactions and conformational changes in condensed matter. Recently, we have intro-
duced a technique called Temperature Accelerated Sliced Sampling (TASS) (J. Chem. Phys., 2017, 146, 94108) for comput-
ing high dimensional free energy surfaces in a computationally efficient manner. In this article, we demonstrate the applica-
tion of this method in calculating free energy surface as a function of Ramachandran angles of alanine tripeptide in explicit
water. We show that the method out-performs other conventional sampling methods like metadynamics and temperature ac-
celerated molecular dynamics/driven-adiabatic free energy dynamics. Further, we discuss the differences between free en-
ergy surfaces in vacuo and in solution, and characterize different conformational states. The results of this work is of great
importance as alanine tripeptide in solution is an ideal benchmark system for the methods to sample high dimensional free
energy landscapes.
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1. Introduction

Computational modelling of chemical reactions has be-
come inevitable to obtain molecular level details of reaction
mechanism and kinetics. Computational tools permit us to
not only understand the chemical reactions taking place in
an experimental setup, but also to design new molecules
(such as drugs and inhibitors), catalysts, and materials with
tailored properties. A commonly employed computational
strategy to study chemical reactions or conformational
changes in molecules is by using total energy calculations
and structure optimizations using quantum mechanical or
molecular mechanical force fields. Finite temperature effects
and zero-point energy corrections are then added posterior
by computing quantum mechanical partition functions under
the harmonic assumption. Such an approach is straightfor-
ward for studying small molecules in gas phase or in con-
tinuum solvent. When reactions in condensed matter envi-
ronment (like reactions in explicit water or other solvents)
are studied, the aforementioned strategies cannot give reli-
able results. This is due to the presence of plethora of con-
formations of the solute-solvent system in the reactant/prod-

uct states that have to be accounted for the correct estima-
tion of conformational entropy and free energy. On the other
hand, molecular dynamics (MD) techniques can be used to
address this problem in an efficient manner. Here, all the
relevant conformational states are sampled within a classi-
cal trajectory of atoms at a finite temperature.

MD is widely used in studying chemical reactions and
conformational changes in soft-matter systems and have
been successfully applied to large number of problems across
the disciplines in science and technology. Despite of this,
MD methods face severe limitation in directly applying it for
studying conformational changes and chemical reactions.
This drawback originates due to the infrequent transitions
between the minima on a potential energy landscape, which
are separated with barriers much higher than kT, where kg
is the Boltzmann constant and T is the temperature of the
system. The time step used in MD simulations is orders of
magnitude less than the mean passage time of barrier cross-
ing events. As a result, trajectories are often trapped in a
potential energy minimum, while the transition between
minima is a ‘rare event”!~’.
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A number of methods have been proposed to overcome
this limitation in MD by accelerating otherwise infrequent tran-
sitions; for more details see Refs. 1-7. One of the popular
classes of such methods rely on coarse graining the under-
lying dynamics in collective variable (CV) space. If {S(R), } is
the set of CVs which are functions of nuclear coordinates,
then free energy hypersurface in CV space can be computed
as

F(s) =—kgTIn P(s) 1
where the probability distribution

P(s) = <H8(SQ(R)— s(x)> 2)

which is calculated by binning the CV values from a canoni-
cal ensemble trajectory. In biased sampling methods?, bar-
rier crossing is accelerated by applying a bias potential V2(s).
In such cases®,

P(s) = P(s) eBV"s)

where P(s) is the historgram of CVs computed as in eq. (2)
from a biased trajectory and 3 = (kT )=1. One of the com-
mon methods in this family of methods is the Umbrella Sam-
pling (US)82, where a harmonic bias potential W, (s) is ap-
plied and

1

0 2
Wi (s) = EKh(s—sh) h=1, - M. (3)

Here x, is the curvature of the umbrella potential centered
at the CV value s?, and M such umbrella biases are placed
at different CV values. The biased distributions {P}(s)} are
then combined and reweighted using the Weighted Histo-
gram Analysis Method (WHAM)'%11_ In WHAM, the follow-
ing equation is self-consistently solved

M
24Py 8)

P(s) = —5
D hih exp [Bfy] exp [-BWj ()]

where

exp(-Ppfy) = [ ds exp [-BW, (S)IP(s)

Here nj, is the number of frames in the trajectory for the h-th
umbrella window. The advantage of the US method is that
free energy along a specific coordinate or a part of a high
dimensional surface can be computed in a controlled fash-
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ion. However, the efficiency of the approach decreases with
increasing dimensionality of the CV space. Most of the US
simulations are done along one CV only. As a result, the
convergence of F(s) with respect to simulation time is poor.
Several transverse coordinates need to be enhanced sampled
to obtain quick and correct convergence of F(s)’.

Metadynamics (MTD)'213 is an alternative biased sam-
pling approach for exploring and computing F(s). In MTD, a
time dependent bias V/°(s, f) is applied to the system, which
depends on the history of the CVs, s({), where

(5_51)2
Vil = 2, (0o { 2697 } (5)
with
w(t) =wgex _Vb(s,t)
WS AT )

Here w(t) is the height of the Gaussian function at time t, ds
is the parameter determines the width of the Gaussian func-
tion, and the AT parameter affects the tempering of the
Gaussian height as a function of ime'. For the limit AT — oo,
the Gaussian height w(t) = w;, and becomes independent
of the bias added at a time <. Free energy surface F(s) can
be computed from the bias potentials directly (without di-
rectly computing P (s)), given by

F (s) = —yVP(s, t — oo) + constant (7)

where y = (T + AT)/AT. MTD has been successfully applied
to various problems in chemistry, biology and material sci-
ences; see reviews'5-22 for more details. MTD explores the
CV space s in a chemically-unbiased manner and the sys-
tem is driven in a self-guided way. The method is widely em-
ployed to sample free energy surface spanned in two or three
CVs. In spite of these benefits, there are several limitations
in applying MTD for complex problems. These pertain to its
inefficiency in sampling broad and unbound free energy ba-
sins, uncontrolled sampling, and poor convergence due to
insufficient sampling of hidden transverse coordinates.

Temperature Accelerated Molecular Dynamics or driven-
Adibatic Free Energy Dynamics (TAMD/d-AFED)?23.24 pe-
longs to a different class of methods?®26, where tempera-
ture is used to steer the accelerated sampling. In this method,
the Lagrangian of the system is augmented by introducing
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an auxiliary subsystem {s} as
Lrap (R R,s,8)= £, (R,R) +

1 ., &
E“asa_z
=1

o

Ls,R-s)?

1l M3

1

Q

where £, is the original Lagrangian of the system and i, is
the mass of an extended degrees of freedom. Here, s, is
coupled to the corresponding CV, S, (R), by a harmonic po-
tential where {k} is the related coupling constant. Most im-
portantly, s variables are kept at a much higher tempera-
ture (T) thanthe physical degrees of freedom (T) using sepa-
rate thermostats for the two subsystems. The parameters
k., and p, are chosen such that the dynamics of the auxil-
iary degrees of freedom is adiabatically decoupled from the
rest in order to prevent any heat flow between the two sub-
systems. Finally, the free energy surface can be reconstructed

from the probability distribution of s at high temperature (P(s))
as252.23

F (s) =k T4 In P(s) + constant 9)

where T, >> T. This method has the advantage that bias po-
tentials are not used and the sampling of a high dimensional
space is nearly parallel. In MTD, the bias is built along the
dynamics of s in a serial manner, which becomes increas-
ingly inefficient with the increasing the dimensionality of the
space. Thus, TAMD/d-AFED allows one to sample large num-
ber of CVs; see the recent review’. As F(s) has to be recon-
structed directly from probability distribution, accurate com-
putation of F(s) requires converged A(s), which in turn re-
quires multiple recrossings between the basins of our inter-
est. Further, in TAMD/d-AFED, a controlled sampling of CV
space (unlike US) is difficult and the efficiency of exploration
becomes an issue when the basin is broad and unbound.

To alleviate the problems of these three methods (i.e.
US, MTD and TAMD/d-AFED) while making use of their ad-
vantages, we have recently proposed a new sampling method
called Temperature Accelerated Sliced Sampling (TASS)?7.7.
In this method, we combine these three methods in a spe-
cific way. TASS permits one to reconstruct a high dimen-
sional free energy surface in an efficient manner. The method
has the flexibility to sample large and different numbers of
transverse coordinates along the extent of the reaction. Tech-
nical details of this method are discussed in the next sec-
tion. TASS has been applied to study conformational changes

JICS-20

of small peptides?’, chemical reactions in enzymes?, ligand
dissociation in proteins??, and catalytic reactions in zeolites®.

In this work, we will first discuss the protocols for the
appropriate choice of TASS parameters. Then we apply the
method in exploring the five-dimensional free energy sur-
face of alanine tripeptide in explicit water. We chose solvated
alanine tripeptide for a detailed study as this is a suitable
system to benchmark sampling techniques. We report here
the well converged free energy surface of the molecule and
carry out detailed analysis.

2. Methods and models

2.1. TASS

In TASS?""7, we use the extended Lagrangian Lyass,
where

Lrassh (R R, 8,8) = Lrap R R, s, ) -
W5 (s) = VP (55 t), h =1, M, (10)

where s = {sy, S,,..., S,} and Lyayp is given by eq. (8). The
biases,WP(s,) and V2(s,, f) along the CVs s, and s, are given
by eqgs.(3) and (5), respectively. Thus in TASS, all the n CVs
are sampled by high temperature as in TAMD, while along s,
US is carried out and along s, one-dimensional MTD sam-
pling is performed. The biased probability distribution is then
computed from the histogram of CVs. The unbiased distribu-
tion and the free energy hypersurface is then obtained by a
series of reweighting and WHAM. First, for every umbrella
window, MTD bias potential is reweighted by Tiwary-
Parrinello®! scheme to obtain,

Py(s’) = <H8(sa— s’(x)exp{[?,S |:Vb(32, t)—c(t)}}> (1)

[dsaexp (BsysV°(sa.t)
o(t) = Bs"In| [dspexp {Bsly s~V (52, 1)}

with B = (ky T, )™ and v = (T + AT)IAT. As next, the set of
probability distributions {PY(s)} is combined using WHAM in
the usual manner (eq. (4)) to get the distribution A(s). Free
energy surface F(s) at temperature T can be obtained from
P(s) using eq. (9).

The advantage of TASS is that large number of CVs can
be sampled in a parallel manner, similar to TAMD/d-AFED.
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Further, a controlled sampling along s, is possible because
of the US bias. This also aids in quick convergence of free
energies compared to conventional TAMD/d-AFED. MTD bias
along s, permits to overcome free energy barriers in the di-
rection of this transverse coordinate in an efficient manner.

2.2, Collective variables to sample conformations of
alanine tripeptide in explicit water

Here we study the free energy landscape of alanine trip-
eptide in explicit water. Different conformational states (Fig.
1) of alanine tripeptide are expected to be sampled by TASS.
These conformational states can be characterized with the
Ramachandran-map of the system, and therefore we choose
the Ramanchandran-angles, ¢4, ¢, y4, and y, as CVs for
enhance sampling. Free energy surface along four CVs is
practically difficult to sample by MTD or US.

Choice of CVs are usually done based on chemical intui-
tions about the chemical reaction of our interest. Ideally, such
CVs should be able to distinguish reactants, products and
transition state. Since TASS allows large number of CVs, we
have the flexibility to use large number of transverse coordi-
nates to accelerate the convergence in free energies and to
prevent the system getting trapped in conformational states
along the orthogonal directions; see Ref. 7 and references
therein.

[~
R E
s
i o,

Fig. 1. In the top panel, CVs used for the TASS simualtions are la-
belled. Different conformational states of alanine tripeptide are
shown in the lower panels, where only a part of the peptide is
displayed for clarity. Atom colors: O (red), C (black), N (blue),
H (white).

US coordinate is mainly chosen along the coordinate
which describes the progress of the reaction or along which
a controlled sampling is required. For e.g. while studying A+B
type reaction, distance between two atoms along which a
bond is formed is taken as the US coordinate. MTD bias is
applied along any other coordinate that chiefly defines the
reaction and large barrier is expected along that CV. All other
transverse coordinates, that are vital to enhance the conver-
gence in free energy are sampled by high temperature (as in
TAMD/d-AFED).

In the case of alanine tripeptide we are expecting large
free energy barriers along ¢4 and ¢,. Here, the choice of
biases along ¢4 and 0, is irrelevant, since both the coordi-
nates have identical behavior by symmetry and free energy
basins are bound along these coordinates (due to the intrin-
sic periodicity of torsions). We arbitrarily chose ¢, for US
bias, and ¢, for metadynamics bias. All the four angles are
enhanced sampled by high temperature.

2.3. Simulation setup

MD calculations of alanine tripeptide were performed
using GROMACS-5.1.432 interfaced with PLUMED-2.433. We
employed AMBER99 force field3* for the peptide and water
molecules were treated by TIP3P (rigid)®°. A periodic box of
size 34x35x30 A3 was taken and it contained 785 water
molecules and one tripeptide molecule. The initial structure
for the solvated peptide for TASS calculations was obtained
after 100 ps of NPT ensemble simulation at 300 K and 1 bar.
After 2 ns of equilibration in NVT, TASS simulations were
launched independently for each umbrella window. A total of
33 umbrella windows were considered along ¢4 from —r to
7, with an interval of 0.2 radians.

Time step of 1 fs was used for the integration of the equa-
tions of motion. Particle Mesh Ewald technique3® was used
for the long-range electrostatics, with a radial cutoff of 10 A
was considered. Non-bonded cutoff of 10 A was used and
the neighbor list was updated every 10 MD steps. Tempera-
ture of the physical system was controlled using the stochastic
thermostat by Bussi et al.3”. The target temperature of the
physical system was 300 K. The coupling constant for the
Bussi et al.%” thermostat was taken as 100 fs to maintain the
system temperature close to 300 K.

Our test calculations showed that the choice of the kj, =
1.2x102 kcal mol~! rad=2 ensures good overlap of biased
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distributions (see Fig. 2). Moreover, the distributions are cen-
tered at the equilibrium position of the umbrella windows.

IJH ((._}1')

Fig. 2. Biased probability distribution along ¢, (in radians) obtained
from US simulations of alanine tripeptide in water. Probability
distributions from different umbrella windows are colored dif-
ferently.

The auxiliary variables were coupled to overdamped
Langevin thermostat (as available in PLUMED) with its fric-
tional coefficient set to 0.1 fs~! and target temperature of
900 K. We find that the parameters i, = 50 amu A? rad=2,
K¢ = 1.2x10% keal mot" rad=2 and the time constant corre-
sponding to the thermostat by Bussi et al.3” equals 100 fs
were essential to maintain the temperature of the extended
and the physical systems close to the corresponding target
temperatures during the TASS runs. Further, the physical
CVs are oscillating about the slow auxiliary variable, which
is ideally required for adiabatic dynamics of the auxiliary vari-
ables; see Fig. 3. The well-tempered version of MTD'# was
applied along ¢, with a bias update pace of 500 fs. The ini-
tial Gaussian height parameter w;, = 0.6 kcal mol~, the width
ds =0.05 radian and AT =900 K were chosen.

For demonstrating the performance of TASS, we per-
formed independent well-tempered MTD and TAMD/d-
AFEDZ3.24 simulations of the system for 10 ns. In the well-
tempered simulations, ¢, and ¢, were chosen as the CVs,
while the rest of the parameters were the same as in the
TASS calculations. In the TAMD/d-AFED simulations, we
chose ¢4, w4, §,, and y, as CVs. The temperature of the
auxiliary system, T, = 900 K was chosen and the frictional

0.5 . | ; . |

0.5 ]

cv
(radians)

Y, T
|, \i '

L L | L L
0 0.25 05 0.75 1
Time (ps)

Fig. 3. Plots of ¢, and ¢, (thick blue and red lines) together with the
corresponding auxiliary variables (thin green and magenta
lines) as the function of time are shown. Here x,, = 1.2x103
keal mol~" rad=2, i, = 50 amu A? rad= were used.

coefficient of the Langevin thermostat connected to the aux-
iliary system was taken as 0.1 fs~1. All other parameters were
the same as in the TASS simulation.

3. Results and discussion

From the TASS trajectories of 10 ns long (per umbrella
window), we performed reweighting using egs. (11), (4), and
(9). Convergence of free energy is tested by comparing the
free energy surfaces obtained for various simulation lengths.
In Fig. 4, projections of F (¢4, 09, Wy, W5) 0N to ¢4 and ¢,
are plotted for 6, 8 and 10 ns long TASS trajectories. Projec-
tions to lower dimensions are obtained, for instance along
04 as,

Floq)=
~(Bs)™ |n{f dho dyqdyoexp [-BsF(91. 92, \M\Vz} :

Clearly, Fig. 4 shows that the free energies are converged to
much less than 1 kcal mol~" within 6 ns of the TASS simula-
tion. We would like to particularly mention in passing that

14

12 6ns 6ns
5 8ns 8ns
=101 10ne 10 ns
Q
& -\
[0]
o 4 »
wo, B )

0

-3 -2 -1 0 1 2 3 -3 -2 -1 0 1 2 3

¢'1 ¢'2

Fig.4. F(d4)and F(¢o,) are plotted for different lengths of TASS simu-
lations to demonstrate the convergence with simulation time.
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sufficient convergence is achieved even in the domain
¢ €[1.5,3] of high free energies within 6 ns.

Several projections of the free energy surface are shown
in Fig. 5. The important conformational states (as in Fig. 1)
can be characterized on these free energy landscapes. Our
results are in good agreement with the F(¢,y) surface re-
ported for the alanine dipeptide in explicit water®8. Overall,
our results agree with the previous report by Tuckerman and
co-workers?0. As expected, the F(d4, 1) and F(db,, ,) sur-
faces are nearly identical.

The minima P and P” on the F(¢4, ¢,) (Fig. 5a) corre-

spond to a combination of oz and B conformations for one
of the ALA residue, when the other ALA residue takes the oy

In Vacuo

Explicit Water

keal/mol

30
25
20

15

- \ -3

-3-2-1 0 1 2 3 -3-2-1 01 2 3
0 oy
(c) (d)
v @ ' =8 y
— I | -/_- :2
3210123 -3-2-101 2 3
¢ 2
(e) (f

Fig. 5. Several projections of the free energy surface of alanine trip-
eptide in water are shown in (a), (c), and (e). The same for the
peptide in vacuo are shown in (b), (d), and (f). The results of
alanine tripeptide in vacuo are taken from our earlier work??.
The contours are drawn for every 1 kcal mol~".
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conformation. The minima Q corresponds to oz and 3 con-
formations taken by both the ALA residues. Free energy bar-
rier in going from Q—P is 5 kcal mol~" in explicit water, while
itis 3 kcal mol~" higher in vacuo. @—P” is 1 kcal mol~" higher
than Q—P, both in explicit water and in vacuo. Lowering of
free energy barriers in solution compared to in vacuo was
also noticed in the earlier studies38-26,

We now compare the efficiency of TASS in exploring the
F (04, &y, w4, Wy,) hypersurface, in comparison to well-tem-
pered MTD simulations and TAMD/d-AFED. Free energy
surface, Fig. 6a, obtained from the MTD simulations (which
sampled ¢4 and ¢, as CVs) shows that only a small part of
the surface is explored within 10 ns . Moreover, the surface
is noisy and not converged. The performance of TAMD/d-
AFED seems to be better than MTD in exploring the surface
(Fig. 6b). In both these simulations, the domains with high
free energies are not well sampled within 10 ns of the simu-
lation. On the other hand, TASS could explore the whole
surface within 6 ns. In particular, TASS is able to explore the
high free energy regions, thanks to the restraining potentials
along ¢4. Convergence of free energy slices along ¢, is
thereby accelerated due to the restraining potential. Itis how-
ever noted that the net computational cost of one TASS simu-
lation is M = 33 times higher, as we used 33 independent
calculations (corresponding to 33 umbrella restraints). In a
parallel computing environment, all the 33 umbrella windows
within the TASS calculation can be executed parallel, thereby
the overall wall clock computing time for obtaining 10 ns tra-
jectory is the same.

kcal/mol

Fig. 6. Free energy surfaces along ¢4 and ¢, for alanine tripeptide in
explicit water, computed using well-tempered MTD (a), and
TAMD/d-AFED (b) from 10 ns simulation are shown. Here,
contours are drawn for every 1 kcal mol~".
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4. Conclusions

In this paper, we report the high dimensional free energy
surface of alanine tripeptide in explicit water using the TASS
technique. Alanine tripeptide is a benchmark system, where
the high dimensional space encompassed by the four
Ramachandran angle is practically difficult explore fully us-
ing the conventional sampling approaches like US and MTD.
We demonstrate that, like in the case of alanine tripeptide in
vacuo reported earlier by us?’, the whole free energy sur-
face can be explored efficiently using TASS. Finally, com-
parison between the free energy surfaces in vacuo and in
solution shows some interesting differences, in particular,
stable conformations differ and free energy barriers are low-
ered in the latter case. We hope by reporting the converged
free energy surfaces and analyzing the conformational states,
this study establishes solvated alanine tripeptide as a bench-
mark system for methods to explore high dimensional free
energy landscapes. The converged high dimensional free
energy data will be made available on request.
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