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High Performance Payload Processing Requirements 

 

 

 

 

 High demand for flexibility in High Performance Payload Processing 

- ASIC < FPGA < Processors (General Purpose Processors) 

- Many future processing devices are multi or many cores 

 parallel processing on-board on multi/many cores  for image, new sensors, radar, telecom, robotic, 

Vision Based Navigation use cases 

 

 Airbus DS is working on future high performance space computer (multi-core), both 

radiation hard and radiation tolerant (New Space approach) 

- Software parallelization needs methodologic and tooling support for more efficiency 

and this can get some momentum from the innovation and academic works in this area 

 

 Need for the parallelization to be rather independent w.r.t. the specific characteristic of 

the target device 

- Portability: The application may be developed without a deep knowledge of the platform. 

It is the runtime which is adapting the parallelization to the target device. 

- Can be used both on Rad-Hard and Rad-Soft (COTS) devices 
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General Purpose Processors Trend 
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Why OpenMP ? 

• A parallelism-centric programming model 

– Hardware-centric models aim to replace the native platform programming with higher-level, user-friendly solutions, e.g. Intel 

TBB, NVIDIA CUDA. 

– These models focus on performance by tuning an application to match a chosen platform, which makes their use a neither 

scalable nor portable solution.  

 

– Application-centric models deal with the application parallelization from design to implementation, e.g. OpenCL. 

– Although portable, these models may require a full rewriting process to accomplish productivity, and so impacting on 

programmability. 

 

– Parallelism-centric models allow users to express typical parallelism constructs in a simple and effective way, and at various 

levels of abstraction, e.g. POSIX threads (Pthreads), MPI and OpenMP. 

– This approach allows flexibility and expressiveness, while decoupling design from implementation. 

 

  OpenMP provides a good compromise between portability, performance and programmability 
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OpenMP Insights 

• Mature language constantly reviewed (last release Nov 2018, v5.0), since 1997 ! 

– Defacto industrial standard in HPC shared memory (and heterogeneous) processor architectures 

– Active research community 

• Productivity in parallel programming 

– Performance 

– Fine-grain data/task-parallelism and an advanced accelerator model for heterogeneous computing 

– Portability  

– Supported by many chip vendors (Intel, IBM, ARM, NVIDIA, TI, Gaisler, Kalray) 

– Programmability  

– Interoperability with other programming models (e.g., MPI, CUDA) 

– Currently available for C, C++, Fortran and Ada (under evaluation) 

– Allows incremental parallelization (#pragma omp) that can be easily compiled sequentially 

• Increasing interest on the embedded computing domain 

 

June 2021 OBDP 2021 



Main Objectives 

 HP4S study defined two strategic end goals: 

 

– G1. Improve overall system performance.  

Effectively master and exploit the most advanced parallel embedded architectures targeting the space domain. 

 

– G2. Improve the parallel programming productivity.  

Reduce the development efforts of systems based on parallel architectures, while fulfilling system's functional and non-

functional (time predictability) requirements. 
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HP4S Project organization 

The study was structured around four technical steps: 

1) A Preparatory phase dedicated to the inventory of possible application use cases that would make sense for being evaluated 

during this study as well as an in-depth analysis of the available many/multi-cores processing targets an associated resources 

w.r.t. their suitability for the use cases and for supporting an OpenMP framework. This phase results in the selection of  

• 2 representative use cases  

• 2 hardware targets (one rad-hard, one rad-tolerant COTS) 
 

2) A Development phase dedicated to the preparation of the OpenMP framework on the selected targets and to the parallelisation 

work on the two selected use cases. 
 

3) An Evaluation phase dedicated to the actual porting of the parallelised use cases and benchmarks on the targets and 

evaluation according to the criteria’s defined during the preparatory phase. 
 

4) A Synthesis phase dedicated to the analysis of all collected evaluation results and a synthesis for all the study outcomes as well 

as recommendations for the way forward with respect to parallel processing and multi/many cores targets. 
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PREPARATORY PHASE 
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Software Use Case N°1 - HRGEO 
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• Goal is to improve the S/N ratio on a static image by merging multiple images from a stream captured by a 

more or less steady camera (translation / rotation ) 

 

• The algorithm includes image registration, resampling and fusion 

 

• The algorithm creates and manages a geometric model fitting image displacement, then accumulates 

successive images into a single reference image after compensating for the displacement with a sub-pixel 

accuracy 

 

Correlation ResamplingImage sensor Output image

Estimated shift

Fusion Stabilisation

Reference image



Software Use Case N°2 – Adaptive Mirror 
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• Adaptive optics allows fixing thermoelastic deformations  thanks to a myriad of piezo 

actuators. The wave front defaults are measured on board by a Shack-Hartmann 

analyzer with its image sensor 
 

• By comparing the locations of the spots in the measured spot field with those in the 

reference spot field, the shape of the wavefront can be calculated, and this is the aim 

of the image processing algorithm of this use case 

 

 

 

• Selected algorithm handles a 12x12 matrix of lenses 

for 3 detectors that are independent. Not all lenses 

must be processed, only the ones with a light 

intensity above a certain threshold. The light intensity 

is a constant, thus the number of lenses to be 

processed can be defined beforehand. 104 lenses 

have to be processed in our current implementation 

 

• A Coarse phase computes a first rough estimate of 

the shifts and interpolates the image with this shift 

 

• A final Fine phase uses the interpolated image to 

compute a very precise shift.  

 

 

 

https://www.thorlabs.com/images/tabimages/Shack_Hartmann_Wavefront_Planar_D2-780.gif
https://www.thorlabs.com/images/TabImages/Shack_Hartmann_Wavefront_Distorted_D2-780.gif


Hardware Targets 
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IMPLEMENTATION PHASE 
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Use Cases Ported to Open MP 

Identifying hotspots  
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Use Cases Ported to Open MP  

Choosing an appropriate parallelization strategy for each hotspot 

• OMP schedule is set to static for determinism and predictability across runs 
 

• collapse clauses are used as fine grain optimization for load balancing 
 

• OMP parallel loops are declared ordered so as to allow Extrae observability, and force instrumented runtime calls, with 

no overhead as the parallel sections do not contain any actual ordered statements 
 

• Functional legacy C code remained untouched, and parallelization of actual algorithmic parts only consisted in #pragma 

omp annotations 
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Extrae1: an HPC tracing tool 

• A dynamic instrumentation package to trace parallel programs 

• Capable of automatically capturing the activity of the parallel runtimes 

–  No need to access the source code, recompiling, relinking, or having prior knowledge of 

application internals structure 

• Allows reasoning about the execution behaviour of the parallel programing model 

–  OpenMP support (other supported programming models are MPI, pthread, etc.) 

• … But not supported in the GR740 and MPPA… 

• BSC has ported Extrae on these two targets 

 

1 Extrae means Extract in spanish 
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Process Overview  
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EVALUATION PHASE 
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GR740 Lab Setup 
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GR740Linux Development Host

(Ethernet 1 Gbps)

 (ftdi 25 Mhz for UART and GRMON)

data
Development

PC (X64) GR740 Processing Board

Ethernet/IP/TCP NFS CLient

RTEMS5 SMP OS  

OpenMP runtime

Ethernet Driver

NFS Ethernet client for I/Os

Use Case application

Extrae 3.7.1 instrumentation lib for observability

Cobham RCC 1.3-rc6

GRMON for upload/execution/serial
Linux NFS server for I/Os

Paraver traces visualization tool

OPENMP RUNTIME EXTRAE LIB

NFS Server HRGEO 
Processing



Kalray Lab Setup 
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JTAG OpenCL 



Speed Up 
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Speed Up 

MIRROR 
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Extrae benefits : Load balancing 
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CONCLUSION & FUTURE WORK 
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Conclusion 

Facilitate the development, timing analysis and execution of parallel real-time space applications using 

the OpenMP parallel programming model.  

 

 Evaluate the interest and porting effort of a list of homogeneous and heterogeneous foreseen COTS 

and RadHard hardware targets in the space domain with OpenMP programming model and framework.  

 

 

Demonstrate the portability benefits of the OpenMP parallel programming model.  
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Future Work 

• OpenMP Qualification strategy & development process impacts 

 

• OpenMP Time Predictability and WCET estimation for parallelized software 

 

• OpenMP Offloading features and SIMD support exploration 

 

• Extension of the study to ARM MP SoCs, and heterogeneous targets 

 

• Continue exploring the Kalray MPPA potential as we only scratched the surface during this study 
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Thank you ! 
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1. Intercepting calls in a static environment 

2. POSIX dependence 

3. Retrieving function names 

4. Trace generation 

5. Supporting hardware counters 

6. Statically defining the environment 

Adapting Extrae to the GR740 



Adapting Extrae to the Kalray MPPA Board 
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• Intercepting calls in a static environment  and POSIX dependence is 

solved the same way GR740. However sampling is not supported yet. 

• Trace generation is only available with the JTAG interface. Important 

system calls regarding writing files are not available through PCIE. 

• Hardware Counters are straightforward, since PAPI is supported. No 

extra work needed. 

• Retrieving function names is not available yet. 

 


