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Introduction

Bilingual speakers often describe language mixing, which is notorious for its
variability, as “messy”, but we know at the latest since Shana Poplack’s seminal
(1980b) work that variation in this inherently manifold phenomenon is largely
orderly. Further, as pointed out first by Bokamba (1989) and summed up later by
Muysken et al. (1996: 487), variation in code-mixing results from an intricate in-
terplay of structural, psycholinguistic and sociolinguistic factors. Looking back
on more than three decades of rigorous research into code-mixing, we can state
with certainty that despite the intense research activity in the field, many ques-
tions about the structure of this variation and the driving forces behind it have
remained unanswered. The main question still open concerns the nature of the
motivations underlying code-mixing patterns in bilingual speech. This overar-
ching question can be broken down to more specific questions, such as “What
are the explanations for the code-mixing patterns we observe?”, “How psycho-
logically plausible are they?” and “How can various motivations be adequately
examined in a testable multilevel fashion?”. In search of answers to these ques-
tions, I will investigate code-mixing between two inflecting-fusional languages,
Russian and German.

My research draws on a corpus of Russian-German bilingual speech that I
recorded in some of Germany’s communities of repatriates from the former So-
viet Union and its successor states. The speakers sampled in the corpus include,
for the most part, immigrants of the intermediate generation. Code-mixing in
their speech is mainly of the insertional type. This means that stems or longer
constituents from German are regularly inserted into otherwise Russian sen-
tences. Crucially, German multiword and multimorphemic constituents system-
atically alternate with mixed constituents, consisting of German stems and Rus-
sian inflectional suffixes. The bulk of the insertions appearing in the corpus is
constituted by German nouns and their combinations with German and Russian
adjectives and prepositions. This tendency accords with the observation reported
for other bilingual communities that nouns and nominal constituents are among
the most frequent insertions of in the discourse framed by the bilinguals’ other
language. The high rate of code-mixing observed in contexts involving nouns
determined the choice of the specific linguistic phenomena for the distributional
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and structural analysis. The grammatical contexts in which patterns of mixing
were scrutinised thus include the adjective-modified noun phrase, the preposi-
tional phrase and the marking of plural on noun insertions.

The purpose of this research is to describe variable code-mixing patterns and
account for them in terms of competition among several factors. These include
usage frequency, linguistic and discursive context as well as distinctive and over-
lapping properties of Russian and German. Although most of the foregoing moti-
vations have been discussed, or at least adumbrated, in the literature (e.g., Myers-
Scotton 1993, 2002, Backus 1996, 2003, Boumans 1998, Muysken 2000), they have
neither been subjected to systematic analysis, nor have they been studied in inter-
action with each other. In exploring the relationship between these factors and
the competing patterns, my approach builds on usage-based approaches to lan-
guage. These theories integrate the gradience and variability of linguistic struc-
tures and a psychologically plausible theory of mental representations and thus
provide an adequate framework to examine the structure of code-mixing and the
motivations behind it.

This book is organised into six chapters. Chapter 1 will set the scene for the
empirical chapters that follow. It will define the scope of the term “code-mixing”,
introduce Muysken’s (2000) code-mixing typology, outline social factors influ-
encing the patterning of bilingual speech and survey, albeit briefly, the key
approaches to insertional code-mixing, including Myers-Scotton’s Matrix Lan-
guage Frame model (2002, 1993) and Backus’s unit hypothesis (2003). By doing
so, it will emphasise empirical shortcomings in both approaches and suggest pos-
sible solution paths. The remainder of the chapter will discuss the code-mixing
versus borrowing controversy. Although from a synchronic view, code-mixing
and borrowing can theoretically be viewed as a continuum, I will argue that they
are different phenomena by virtue of their different distributions in bilingual
speech.

Chapter 2 will provide the theoretical backdrop for the conducted analyses. I
will begin by summarising usage-based exemplar models of language, a central
tenet of which is that linguistic structure is represented in the mind as memo-
ries of specific language experiences as well as in form of generalisations over
these memories. Special emphasis will be given to the role of recurrent multiword
sequences and multimorphemic words in language acquisition and language pro-
cessing because they stand at the centre of my analysis of code-mixing. The chap-
ter will close with a presentation of a usage-based perspective on language vari-
ation.

Chapter 3 will introduce the participants of my study, Russia German youths
and young adults of an intermediate-immigrant generation. I will demonstrate



that in regard to their bilingual abilities and linguistic backgrounds, they con-
stituted a sufficiently homogeneous group so that their speech was well-suited
to study insertional code-mixing. The chapter will open with a description of
German repatriates from the Soviet Union and its successor states as part of
Germany’s sizeable Russian-speaking community, and will proceed with an
overview of Russia Germans’ sociolinguistic history prior to emigration. After
outlining the selection criteria for participation and giving details of the partic-
ipant recruitment, the chapter will introduce the participants first as a group
and then individually. Finally, the chapter describes the methods underlying the
construction of the corpus and presents the speech situations in which the con-
versations were recorded.

Chapters 4, 5 and 6 will constitute the core of this book, they will present three
case studies tapping into variation in code-mixing patterns in specific morpho-
syntactic contexts. Chapters 4 and 5 will investigate code-mixing at the level of
syntax, and Chapter 6 will investigate a phenomenon pertaining to the morpho-
logical structure of bilingual speech. Specifically, Chapters 4 and 5 will analyse
code-mixing in the prepositional phrase and the adjective-modified noun phrase,
respectively. In these syntactic contexts, German constituents inserted into oth-
erwise Russian sentences, sometimes referred to as embedded-language islands,
alternate with mixed constituents. The alternating patterns studied in Chapter 6
will concern German noun insertions which either retain their German plural
marking and thus form the so-called internal embedded-language islands, or re-
ceive Russian inflectional suffixes and form mixed plurals.

Each of the three chapters capitalizes on the distributional properties of a spe-
cific structural template. A noun occurring in a given structural template com-
bines with the other part of the template — a plural-marker, a preposition, or an
adjective — with varying probabilities, depending on the number of forms partic-
ipating in the distribution. While the use of nouns in plural contexts is linked to
the competition between two forms: the German noun stem, coinciding with the
base form, and the German plural, the distribution of a noun’s collocates in the
prepositional phrase usually involves some ten prepositions, and in the adjective-
modified noun phrase, a noun may appear with a virtually unlimited number of
adjectives. Hence, the three structural contexts complement each other since the
different properties of the explored structural patterns have varying repercus-
sions for the effect of co-occurrence frequency on mixing patterns and are thus
worth comparing.

Taken together, the three case studies embrace a range of understudied phe-
nomena of bilingual speech, covering typical embedded-language islands (Chap-
ters 4 and 5) and internal embedded-language islands (Chapter 6). The chapters

xi
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have the following structure: The existing explanations for the scrutinised phe-
nomena will be reviewed, including structural non-equivalence and frequency of
co-occurrence, and complemented by further possible motivations, such as word
repetition in discourse and morphophonological regularities. Systematic analysis
and its results will be presented for each of the examined factors, their interplays
will be evaluated statistically. The remainders of the chapters will summarise and
discuss the results.

I will conclude this work by recapitulating its main findings, comparing pre-
dictors of the variation examined in each of the case studies and sketching some

promising avenues for future research.

xii



1 Previous research on the grammar of
code-mixing

This chapter presents an overview of current approaches to the grammar of
code-switching/mixing, which is defined as the juxtaposition of two or more
languages, or varieties, in discourse. After more than thirty-five years of thriv-
ing research, research in code-switching/mixing has developed itself into a well-
established branch of linguistics, which has found its way into introductory lin-
guistic textbooks. The study of code-switching/mixing has strong interdisciplin-
ary links to diverse disciplines, such as sociolinguistics, conversation analysis,
descriptive linguistics, language contact, language acquisition, linguistic anthro-
pology, psycholinguistics and neurolinguistics. Given the substantial increase in
the amount of literature devoted to code-switching/mixing, it is impossible to
provide a complete overview of the field. Most comprehensive surveys of recent
work are The Cambridge handbook of linguistic code-switching edited by Bullock
and Toribio (2009) and the volume Code-switching authored by Gardner-Chloros
(2009). An apposite review of the earlier literature on grammatical aspects of
code-mixing/switching is provided by Boumans (1998: Chapter 1). For this rea-
son, I will only outline key modern advances in the field, which are relevant for
the research presented in the following chapters.

Before delving into theoretical aspects of code-mixing, the chapter will ad-
dress an important terminological issue requiring disambiguation, the notorious
dichotomy code-mixing versus code-switching. The chapter will thus open with
a brief overview of the history of the terms and explain the division adopted in
the present work. On tackling this issue, the chapter will proceed with the ty-
pology of code-mixing proposed by Muysken (2000). Recognising the variability
inherent in code-mixing patterns, Muysken attempts an effective general classi-
fication and relates the identified types of code-mixing to structural, social, and
psychological factors. A separate section will be devoted to social factors, which
have been considered crucial to the emergence of code-mixing patterns and their
variability. As code-mixing in my Russian-German data is expected to be of the
insertional type, I will present and discuss one of the most elaborate approaches
to insertional code-mixing: the Matrix Language Frame (MLF) model, authored
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by Myers-Scotton (1993, 2002). Multimorphemic and multiword insertions, a dis-
tinct type of insertional code-mixing, will be covered in a separate section. I will
specifically look at these insertions from the perspective of the unit hypothesis
and the “conceptual unit” hypothesis, articulated by Backus (1999a, 2003). The
closing section of the chapter will focus on the ongoing controversy over the
status of code-mixing and borrowing as distinct processes, and the proposed di-
agnostic criteria to distinguish between them.

1.1 A preliminary remark on terminology

A juxtaposition of two or more languages in discourse has been studied from
various perspectives and been referred to by different terms: code-alternation
(Johanson 1993, Boeschoten & Broeder 1999, Thomason 2001, Migge & Léglise
2013), code-switching (Blom & Gumperz 1972, Poplack 1980b, Myers-Scotton
1993, Backus 1996), code-mixing (Muysken 2000, Muhamedowa 2006), language
alternation (Auer 1984, Maschler 1998) and language-mixing (Pfaff 1979, Backus
1992, Lanza 2004). Researchers often use more than one of these terms to re-
fer to different phenomena of bilingual speech. For example, Thomason (2001:
132) employs the term code-switching for “the use of material from two (or
more) languages by a single speaker in the same conversation”, whereas the
term code-alternation is reserved for the diglossic use of languages by the same
speaker (ibid.: 136). Among the aforementioned terms, language-mixing and code-
switching have the longest history.

The use of the word language-mixing in academic discourse goes back to Hau-
gen (1953a: 53). He adopts this layman’s term to refer to the “confusion of pat-
terns” observed in bilingual speech (ibid.: 53). Alongside language-mixing, Hau-
gen speaks of switching from one language to another. Although he does not
provide a definition of the term, he relates it to the notion of switch, which he
defines as “a clear break between the use of one language and the other” (Hau-
gen 1953a: 65). The term language-mixing, as employed in Haugen (1953a), can
be interpreted as the umbrella term for both switching languages and borrow-
ing. However, in the second volume of The Norwegian Language in America: A
Study in Bilingual Behavior (1953b) he abandons this term in favour of borrowing.
He explains his choice by the inadequacy of the term mixing when applied to
bilingual speech.!

"Haugen writes, “Mixture implies the creation of an entirely new entity and the disappearance
of both constituents, or a jumbling of a more or less haphazard nature. But speakers have not
been observed to draw freely from two languages at once, aside from abnormal cases. They
may switch rapidly from one to the other, but at any given moment they are speaking only
one, even if they resort to the other for assistance” (1953b: 362).



1.1 A preliminary remark on terminology

The first mention of the term code-switching in relation to the juxtaposition of
two or more languages is attributed to Vogt (1954). In his review of Weinreich’s
Languages in Contact, Vogt (1954: 81) refers by this word to the alternate use
of “languages as well integrated systems, as codes”. However, Alvarez-Caccamo
(1998) reports that the idea of “switching code” was previously articulated by
Jakobson et al. (1976 [1952]: 11), who adapted this notion from information theory
and related it to “coexistent phonemic systems” in a speaker’s mind. In the terrain
of morphosyntax, it was Haugen (1974 [1956]: 40), again, who explicitly defined
code-switching as “the alternate use of two languages” and contrasted it with
interference and integration (ibid.: 50). According to Alvarez-Céaccamo (1998), the
work of the 1950s and early 1960s is characterised by a lack of consistency in the
use of the terms code-switching and language-mixing. This situation is obviously
the source of the terminological discrepancy observed in the field to date (for
overviews, see Poplack 2004, Treffers-Daller 2005a).

In the present work, I will approach phenomena of bilingual speech using
the typology proposed by Auer (1999). Auer distinguishes between the cases of
code-switching and code-mixing, depending on the meaning participants ascribe
to these events. Participants may perceive and interpret the juxtaposition of two
codes, or languages, as locally meaningful, i.e., they may use this juxtaposition as
a conversational device contributing to the local management of conversation. In
this case we deal with code-switching. In the case of code-mixing, the alternate
use of two languages is meaningful only in a global sense, that is, “as a recurrent
pattern, but not in each individual case” (Auer 2011: 467). The traditional divi-
sion between these terms is based on whether switching occurs on the senten-
tial level or below, it thus distinguishes between inter-sentential code-switching
and intra-sentential code-mixing (cf. Auer 2011: 467, Clyne 2003: 70-73). The ex-
tent of the term code-switching, as defined by Auer, coincides with that of the
traditional definition in so far as code-switching in Auer’s sense indeed occurs
more often among full syntactic units. However, the meaning-based perspective
taken by Auer is more pervasive and therefore preferable than the traditional,
form-based dichotomy because the former can account for transitional cases of
code-switching, such as intra-sentential switching with local meaning attributed
to it. Below, I will build on the opposition code-switching versus code-mixing® to
describe linguistic data and to review relevant theoretical approaches. Following

?Margaret Deuchar (p.c.) has pointed me to the fact that the term “code-mixing” has a negative
connotation. This is probably one reason why this term is indeed infrequent and perhaps even
intentionally avoided in studies originating in the USA and the UK. Another reason may be
the tradition traced back to Haugen’s explicit rejection of the term “mixing”. Nevertheless, in
order to maintain consistency with the established typologies of bilingual speech, I will use
the term “code-mixing” without intending to evoke negative associations.
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Muysken (2000), I will occasionally use the term “switch” to refer to a particular
site where the juxtaposition of languages occurs.

1.2 Typology of code-mixing

Until recently researchers have not discriminated between different kinds of
code-mixing. In studies that originated in the late 1990s, however, we can ob-
serve an interest in greater differentiation of phenomena pertaining to bilingual
speech and their relation to each other (cf. Auer 1999). A most comprehensive ty-
pology of code-mixing, which draws on samples of bilingual speech encountered
in various bi- and multilingual communities worldwide and involving different
language constellations, has been proposed by Muysken (1997). He further elabo-
rates this model in the volume Bilingual speech: A typology of code-mixing (2000).
In this approach, the grammatical patterning in code-mixing yields three major
structural types, which are brought into relation with typological, psycholinguis-
tic and sociolinguistic factors. The latter circumstance makes this typology par-
ticularly appealing for analyses of bilingual speech and I will sketch it briefly
below.

According to Muysken, code-mixing covers “all cases where lexical items and
grammatical features from two languages appear in one sentence” (2000: 1). Al-
though this definition ignores the issue of meaning that participants can attribute
to each case of juxtaposing codes in conversation, the scopes of this definition
and the definition given by Auer (1999) seem to roughly overlap (cf. §1.1). Yet,
Muysken’s definition is broader than Auer’s in that the former includes cases of
juxtaposition of codes within one sentence which may be perceived and inter-
preted by conversation participants as meaningful.

The typology distinguishes between three basic code-mixing processes: inser-
tion of material from another language, alternation between structures of the
involved languages and congruent lexicalisation. In insertional code-mixing, a lex-
ical item, or an entire constituent, of language A is used in a structure of language
B, where language B, called base language, usually maintains the frame for the
overall clause. Insertions thus exhibit a nested B A B structure such that a single
constituent from language A is preceded and followed by entire constituents of
language B that are grammatically related (cf. Muysken 2000: 61-69). This type
subsumes lexical borrowing, which may be regarded as a special case of inser-
tion. Insertions are open-class words that function as complements rather than
adjuncts, and they are usually subject to morphological integration. It is useful
to distinguish between two kinds of insertion: minimal and maximal insertions.
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A minimal insertion occurs when a stem from another language combines with
grammatical formatives of the base language, a maximal insertion refers to the
case when both the inserted stem and the accompanying grammatical formatives
come from the same language (cf. Auer 2014), for instance:

(1) Swahili-English (Myers-Scotton 1993: 80)
Leo  si-ku-come na books z-angru [...]
today 1SG.NEG-PST.NEG-come with c110-my

‘Today I didn’t come with my books.

In (1), the English verb come, inserted into the Swahili matrix structure, receives
Swahili verbal prefixes, but the nominal insertion book brings in its English plural
suffix. Whilst the minimal insertion come undergoes morphological integration
here, the plural books, being a maximal insertion, is subject only to syntactic
integration.

The next type of code-mixing is alternation. As the name suggests, the two
languages alternate in a clause so that “there is a true switch from one language
to the other, involving both grammar and lexicon” (Muysken 2000: 5). Thus, the
speaker begins a sentence in one language and switches over to the other lan-
guage. Alternation can occur at any point in the clause provided that the syntac-
tic structures of the languages involved exhibit linear word order equivalence at
that point (cf. Muysken 2000: 114). For example, in (2) the alternation occurs after
the Moroccan Arabic relativiser Ili ‘who’; at this point the syntax of Moroccan
Arabic is equivalent to that of French.

(2) Moroccan Arabic-French (Bentahila & Davies 1983: 311)
kajn bzzaf djal nna: i ne font rien
there are  many people who NEG do.pRs3PL nothing

“There are many people who do nothing’

In (2), French is maintained throughout the switched fragment: from the switch
site to the end of the clause. In other words, there is no ‘return’ to the language
of the initial fragment after the switch. This case is one subtype of alternational
code-mixing, its structure can be represented as A ... B. In this case, the switched
sequence involves several immediate constituents (cf. Muysken 2000: 96). In
(2), for instance, the French fragment encompasses a verb phrase and a noun
phrase. The switched sequence may occasionally coincide with a whole subordi-
nate clause, as shown by Pfaff (1979: 312) and especially by Treffers-Daller (1994:
196-200). In the extreme case, it may exceed the clause boundary, as is observed
in the example below:
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(3) English-Kashmiri (Bhatt 1997: 228)
... and they also made gadi kyazyiki sanyi bil-as ~ chi bad k"of karan.
fish because our Bily-pDAaTis very happy does

‘And they also made fish because our Billo (son’s name) is very happy’

The beginning of the switched fragment in (3), the Kashmiri gadi ‘fish’, may re-
mind one of an insertion. We could assume that the Kashmiri noun may have
been inserted into the matrix of the English sentence produced so far. How-
ever, an insertion would be possible here only if the noun were not followed
by another syntactic unit in the same language, either a phrase or a subordinate
clause. This pattern, although not “clearly alternational” (Muysken 2000: 102),
still exhibits some of the characteristic features of alternation. Notably, the sen-
tence in (3) has a distinct point of alternation from English to Kashmiri, and the
switched sequence comprises a noun phrase and a subordinate clause. According
to Auer (2014: 303) instances like (3) are quite common in bilingual corpora. As
can be gleaned from examples (2) and (3), switched fragments pertaining to the
discussed subtype of alternation are long and complex.

Another subtype of alternational code-mixing exhibits a non-nested structure
A...B ... A(cf. Muysken 2000: 97-103). This means that a fragment of language B
is preceded and followed by fragments of language A, but these latter fragments
are not related grammatically. In this regard, the two Hungarian fragments in (4)
— szoval ‘well’ and hanem kottara ‘but with notes’ — are not in syntactic relation,
and we can thus analyse the example as an instance of alternational code-mixing.

(4) German (dialect)-Hungarian (Szab6 2010: 260)
széval net abgedreckt, hanem kotta-ra.
well not printed but  note.sG-sus

‘Well, not a printed [hymnbook], but one with notes’

Alternational code-mixing of this subtype commonly involves discourse mark-
ers, adverbs, adverbials, coordinated constituents, clefts and tags. Many of these
elements usually occur at the periphery of the clause (Muysken 2000: 97-99).
Both switching sites in (4) can be described as peripheral: First, the peripheral
position of the Hungarian discourse marker széval ‘well’ is unambiguous. Sec-
ond, the Hungarian sequence hanem kottara ‘but with notes’ is a coordinated
constituent, which means that the speaker could have finished her turn just be-
fore this sequence, i.e., after producing the participle abgedreckt ‘printed’. Thus,
the second Hungarian sequence is also located at the periphery.

At first sight, the two subtypes of alternational code-mixing, as exemplified in
(2) and (4), may appear to be at odds with each other. In (2), the switch is placed
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within a complementiser phrase and the switched fragment is long and complex,
whilst in (4), the switches are placed at the clause periphery and the switched
fragments are short. Nevertheless, the two subtypes can be conflated because
in both cases none of the involved languages is superimposed and the switched
fragments are autonomous of each other. Furthermore, the two subtypes are un-
derstood as abstractions, and, of course, they can combine in bilingual speech.
One aspect of the outlined approach has been identified as problematic. Ac-
cording to Muhamedowa (2006: 7), certain syntactic structures cannot be clearly
assigned to one of the two types: alternation or insertion. She illustrates this
point with the case of prepositional phrases, which are handled as instances of
alternation in the typology. Yet, she contends that for mixed sentences contain-
ing prepositional phrases in the other language, the identification of the base
language is non-ambiguous, and therefore, the other-language constituents may
rather count as insertions (p. 8). Interestingly, in an earlier version of his model
Muysken (1997) illustrates insertional code-mixing with the following example:

(5) Spanish-English (Pfaff 1979: 296)
Yo and-uv-e in a state of shock pa dos dia-s.
1sG walk-pPsT-1sG for two day-pL

‘T walked in a state of shock for two days.’

Here, the English prepositional phrase in a state of shock is analysed as an inser-
tion. According to the later version of the model, this example would obviously
be regarded as an instance of alternation. Generally speaking, the case of prepo-
sitional phrases shows that insertional and alternational code-mixing should be
considered as two non-discrete categories (cf. Backus 1996: 95).

The third type of code-mixing is congruent lexicalisation. Muysken (2000: 3—
4) speaks of congruent lexicalisation when the grammatical structure shared by
the languages in contact is filled by lexical items belonging to either language.
The involved languages have to therefore exhibit a great extent of both linear
and categorial equivalence such that lexicalisation is made possible. Congruent
lexicalisation is also likely when the languages at play manifest a low degree
of linear equivalence, but a similar vocabulary including homophonous words,
which can trigger code-mixing. Muysken (2000: 123) draws on Dutch-English
bilingual speech to illustrate this pattern. Although Dutch and English exhibit
some divergence in word order patterns, their vocabularies overlap to a consid-
erable degree. In this case, homophonous words function as triggers for code-
mixing. This scenario can arguably unfold in a situation of contact between any
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two closely related languages as they often share a large stock of words. Let me il-
lustrate congruent lexicalisation which results from contact between two closely
related languages Russian and Ukrainian:

(6) Ukrainian-Russian (Vahtin et al. 2003)
To %  oce pered prazdnik-om plit-k-u
PTCL PTCL PTCL before holiday-INSTR.sG.M cooker-DIM-ACC.SG.F
pomy-l-a.
wash-PST-SG.F
‘Well then before the holiday [I] washed the cooker’

Russian and Ukrainian not only have a similar vocabulary like English and Dutch,
but also share a large part of grammatical structure. Although both languages
are traditionally described as free-word order languages, the constituent order
observed in (6) is only relatively free: it serves to express topic-focus relations.
The topic generally precedes the focus in both Russian and Ukrainian. As the
grammars of the contact languages require, the topic in (6), realised by the mixed
phrase pered prazdnikom ‘before the holiday’, is fronted. The adpositional phrase
in question is headed by the Ukrainian preposition pered ‘before’, which projects
the instrumental case on the Russian singular noun prazdnik ‘holiday’.> The re-
mainder of the sentence plitku pomyla ‘washed the cooker’ expresses the fo-
cus. As both languages use the same syntactic pattern to code topic-focus re-
lations, it is impossible to say whether the constituent order in (6) is Russian
or Ukrainian. The word order in the adpositional phrase is again identical for
both languages since both heavily rely on prepositions. Crucially, not only lin-
ear but also categorial equivalence plays an important role in the examined in-
stance. Notably, patterns of case assignment observed in the prepositional and
verb phrases are the same: the preposition pered ‘before’ assigns its complement
the instrumental case in both languages, and the Russian verb pomyt’ ‘wash’,
just like its Ukrainian counterpart pomyti, assigns its complement the accusative
case. Following Muysken (2000: 129), the switch within the prepositional phrase
pered prazdnikom is conditioned by the structural equivalence in the preposi-
tional phrase and the noun phrase. He asserts that structural equivalence leads
to multi- and non-constituent mixing, another feature of congruent lexicalisation
(Muysken 2000: 129).

*Juliane Besters-Dilger (p.c.) has drawn my attention to the fact that the use of the preposition
pered in the temporal meaning is far less common in Ukrainian than in Russian and the prepo-
sition could thus be analysed as Russian rather than Ukrainian. I thank her for this observation.



1.2 Typology of code-mixing

Let me now turn to the lexical correspondences observed in (6). Here, the Rus-
sian plitku ‘cooker’, used in the accusative case, is virtually identical to the corre-
sponding Ukrainian form plytku. The two words differ in the stem vowel — Rus-
sian /i/ versus Ukrainian /1/ — and the preceding consonant, i.e., Russian /I'/ versus
Ukrainian /I/. The verb form pomyla is Ukrainian and deviates from its Russian
equivalent only in the vowels, namely, the Ukrainian [po'mrla] contrasts the Rus-
sian [pamila], or [paAmite]. We can thus consider the words plytku and pomyla
as homophonous diamorphs. They illustrate the dependence of congruent lexi-
calisation on a common vocabulary stock. With the exception of the Ukrainian
discourse marker to Z oce ‘well then’, the only lexical item in (6) that contributes
to lexical divergence is prazdnik ‘holiday’, its Ukrainian equivalent is the word
svjato. Since the instrumental marking on the noun prazdnik is also identical in
both languages, we may assert that the structural equivalence maintains lexical
insertion here. Crucially, structural congruence as such does not have to be to-
tal. For example, congruent lexicalisation may be observed when mixing occurs
between languages such as Spanish and English. In this case congruent lexicali-
sation results from partial congruence (cf. Muysken 2000: 6).

A important generalisation concerning congruent lexicalisation is that catego-
rial and linear equivalence lead to a situation in which mixing is syntactically
unconstrained. Any category can be switched, and even word-internal switch-
ing is possible. For this reason Muysken views congruent lexicalisation as akin
to style shifting and language variation, such as observed between a standard
and a dialect (2000: 127-128). We can thus conclude that congruent lexicalisation
depends on structural equivalence, lexical correspondence, or both, as in (6), and
it is distinguished by non-nested a b a structure, in which words, or lexical nodes,
from languages a and b are dominated by constituents framed by a grammatical
structure shared by both languages A and B (Muysken 2000: 129).

The comprehensive character of the typology makes it an attractive tool for in-
vestigating the linguistic patterning of bilingual speech. Analysis of code-mixing
aimed at probing into linguistic variation and change as well as their correlates
draw on the mixing types (and their subtypes) to describe patterns in naturally
occurring bilingual speech. For instance, Hoi Ying Chen (2015) identifies distinc-
tive code-mixing styles in Hong Kong, with one style allowing for insertion and
alternation, and the other involving only insertion. Another example is the work
by Goria (2018, 2021b), in which he reports differing alternational patterns in
Gibraltar’s Spanish-English bilingual speech and attributes them to three gener-
ational cohorts of bilingual speakers and ultimately to an ongoing language shift
from Spanish to English. Although these studies demonstrate the usefulness of
this approach, some of its caveats and intricacies should be mentioned. First, all
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three code-mixing types can co-occur in a corpus of bilingual speech (Muysken
2000: 229). It is therefore necessary to determine the dominant code-mixing type
in the corpus. Second, “intermediate cases may exist” (Muysken 2000: 229). As
discussed above, prepositional phrases form a category with an intermediate sta-
tus. Adverbials, which count as indices of alternational mixing, may in principle
be analysed as inserted into a base language.

Another merit of the outlined typology is that it relates the identified code-
mixing types to linguistic, or typological, and extralinguistic, or socio- and psy-
cholinguistic, factors (Muysken 2000: 221-249). The evaluated correlations allow
predictions about the predominant code-mixing type in a specific community
given the contact languages’ typological profiles, the speakers’ language dom-
inance patterns, the specifics of the sociolinguistic situation and other factors.
Considering Muysken’s conclusions, it is possible to assume, for instance, that
the predominant code-mixing type in the bilingual speech of Russia Germans in
Germany, the subject matter of this book, will be insertion. At the grammatical
level, Russian and German, being fusional languages, exhibit a high degree of
typological proximity, but their word order patterns and core vocabularies are
not similar enough for congruent lexicalisation to emerge. The social conditions
of the examined situation, namely, repatriation after a language shift to Russian
(for details, see Chapter 3), also favour insertion. Finally, the speakers’ bilingual
proficiency in Russian and German allows for intensive code-mixing. The three
groups of factors work jointly and are often included in analyses of bilingual
speech as individual independent variables (cf. Muysken et al. 1996). At the same
time, many researchers have emphasised that social factors take priority over
other factors in language contact. In what follows I will discuss this issue and
illustrate the role of social factors in code-mixing by providing examples from
the literature.

1.3 Social factors in code-mixing

This section begins with an outline of the existing attempts to systematise social
factors influencing the linguistic structure of bilingual speech and then show-
cases the factors that are particularly relevant to the linguistic community and
the speakers whose bilingual speech is analysed in this book. Before I turn to
these topics, I discuss the claim that among other factors, social factors play a
major role in code-mixing, and in language contact in general.

10
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1.3.1 Social factors versus structural and psychological factors

Researchers who relate differing outcomes of language contact to distinct types
of sociohistorical contexts in which language contact occurs, particularly Sarah
(Sally) Thomason, have strongly advocated for the view that “when social fac-
tors and linguistic factors might be expected to produce opposite results in a
language contact situation, the social factors will be the primary determinants
of the linguistic outcome” (2008: 42). This position is not alien to Muysken (2000:
247). In a treatment of structural factors, he acknowledges the role of categorial
equivalence between linguistic structures of the contact languages, but empha-
sises that historical and sociolinguistic factors are more reliable for determining
the likelihood of a specific mixing pattern in a given situation because “catego-
rial equivalence is not a purely objective notion”. Although quite plausible, this
reasoning does not elucidate the nature of the relation between social factors
and congruence, even when the latter is regarded as a subjective phenomenon.
An account of this relation may build on the view that identification of equiv-
alence, or what Weinreich (1979 [1953]) labelled as “interlingual identification”,
is bound to a single individual (see the discussion in Gardner-Chloros 2009: 37)
and is intrinsically embedded in social interaction. Since interlingual identifica-
tion, being an effect of a more general process of similarity detection, depends on
an individual’s previous linguistic and interactional experience (for more details,
see Hakimov 2017, Hakimov & Backus 2021b), the outcomes of this process are di-
verse and indeterminate. Yet, it is more likely than not that they are constrained
by the individual’s interactions in social networks, or a larger speech commu-
nity. Innovative usage patterns attributable to individual unconventional inter-
lingual identifications may either go unnoticed in interactions, or be sanctioned
by the speaker’s interaction partners; alternatively, they may be perceived and
adopted by the interaction partners and gradually diffuse in the speech commu-
nity. In other words, the emergence of innovative usage patterns resulting from
subjective interlingual identifications, or individually established congruence, is
inseparable from the interactions in the social networks and the community. In-
novations may also spread to neighboring bilingual communities and give rise
to local norms.

A recent example of such a locally emerged innovation is provided by Bullock
et al. (2021). The authors report an unconventional use of the Spanish verb aga-
rrar, meaning ‘grab’ or ‘grasp’, in a corpus of Spanish spoken in Texas. Utilising

“Pertinent mechanisms at play are accommodation (Giles 1980), and focusing (Le Page &
Tabouret-Keller 1985).

11
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variationist and corpus-linguistic methodology, they demonstrate that the com-
binations of this verb with abstract nouns such as ayuda ‘help’, or experiencia
‘experience’ are calqued on English get+NP support verb constructions such as
get help. Crucially, the reported usage patterns of the verb agarrar are not regis-
tered to the same degree elsewhere. It is highly plausible that local norms affect
code-mixing to a similar extent as they influence linguistic transfer.

Of the psycholinguistic factors at work in code-mixing, Muysken (2000: 224~
227) pays particular attention to bilingual proficiency and cites several studies
probing into the relationship between bilingual proficiency and the rate and type
of code-mixing. He concludes that although most studies report positive correla-
tions between bilingual proficiency and the extent of code-mixing, the relation
is complex and often mediated by social factors. Among them, he mentions net-
work membership, prestige and generational membership in a migrant commu-
nity (for details, see below).

The interplay between psycholinguistic aspects of multilingualism and the so-
cial nature of linguistic boundaries is evaluated by Law (2014). Although he does
not specifically discuss code-mixing, he emphasises the social nature of language
separation in the bilingual mind, asserting that “[a] central process in ‘language
contact’ is the merging and separation of different elements of linguistic systems
in the bilingual mind, and that separation is intimately social and extremely vari-
able and dynamic, not only from person to person, but within a single individ-
ual’s own mind over time” (p. 162). When applied to bilingual speech, this view
assumes that selection and use of linguistic structures of one language in the
discourse framed by another language depends on the individual’s ideological
awareness of distinction between mixed and unmixed speech as well as the in-
teractional context permitting language mixing. Empirical evidence in support
of this position is indirect but encouraging. In two language comprehension ex-
periments, Adamou & Shen (2019) found that processing costs in mixed utter-
ances are reduced if code-mixing is socially acceptable and frequent. In other
words, routine use of elements of one language in juxtaposition with elements
of another language have ramifications for patterns of activation of linguistic
representations in the mental grammar/lexicon and its overall organisation.

Allin all, the view that social factors are primary determinants of linguistic pat-
terning in bilingual speech has become widely accepted. Yet, work is still lacking
that systematises and evaluates different aspects of social behaviour and power
relations that have been linked to various settings in which code-mixing takes
place. Existing classifications of the social factors affecting code-mixing include
the proposals by Muysken (2000) and Gardner-Chloros (2009). Although both
approaches are hardly exhaustive, they are genuinely useful. I will describe and

12
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contrast them below and then complement the outline by a presentation of the
individual factors relevant to the studies reported in the subsequent chapters.

1.3.2 Types of social factors

In his attempt to categorise social factors favouring the emergence of code-
mixing, Muysken (2000: 222-223) puts the contexts in which code-mixing occurs
center stage. Although we find no explicit reference to social factors as such in
this approach, contexts in which communication takes place are socially deter-
mined and are thus interpretable in terms of social factors. Muysken allocates
social contexts to one of three analytical levels: the macro, the meso, and the mi-
cro level. The macro level draws on aspects of social and political structure that
are characteristic of the bilingual situation on a large scale. The bilingual settings
at this level include frontier regions between languages, clusters of multilingual
tribal groups with reciprocal bi- and multilingualism, dialect/standard language
relations, minority language islands, bilingualism of native elites, colonial and
post-colonial settings, and migrant communities. The meso level in Muysken’s
catalogue describes bilingual communities in terms of their sociolinguistic pro-
files. The list encompasses aspects such as “the degree of acceptance of code-
mixing in the community, attitudes towards bilingualism, structures of linguis-
tic domination, whether it is a transplanted or endogenous bilingual community,
the distribution of patterns of language use, including bilingual speech across
generations” (Muysken 2000: 222). The interactional setting corresponds to the
micro-level. Among the investigated contexts at this level we find peer group
and family interactions, institutional interaction in class rooms and in public-
authority bodies, marketplace transactions, and exploratory conversations be-
tween relative strangers. Muysken emphasises that the proposed list of contexts
is incomplete. An apparent consequence of this approach is that the bilingual
individual’s linguistic behaviour is viewed as a product of contexts located at dif-
ferent analytical levels. In an account of code-mixing, the analyst’s task is thus
to identify these contexts, to relate them to each other and eventually to the
observed mixing patterns.

Muysken further links the various contexts and other social aspects of multilin-
gualism such as, for instance, attitudes towards bilingualism and the existence
of strong linguistic norms to specific structural types of code-mixing, namely,
insertion, alternation and congruent lexicalisation. As a dominant code-mixing
pattern, insertion is common in (post-)colonial settings and in immigrant com-
munities in the first and intermediate generations (see below). The language pro-
viding insertions is usually associated with political power, it is the language of
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the new country in a situation of immigration and the language of the (former)
metropolitan country in (post-)colonial settings. According to Muysken, alterna-
tional code-mixing is common among immigrants of the second and following
generations, and is also typical in communities characterised by strong norms
concerning linguistic behaviour (Muysken 2000: 249). Finally, congruent lexical-
isation is facilitated by loose linguistic norms, a balance between the involved
languages, and structural parallels.

The reference points of the typology of social factors proposed by Gardner-
Chloros (2009: 42-43) are the speaker and the interaction in which they are in-
volved. Factors of the first type include those that are situated beyond the speaker
and the specific interactional context; these are factors that “affect all the speak-
ers of the relevant varieties in a particular community, e.g., economic ‘market’
forces such as those described by Bourdieu (1991), prestige and covert prestige
(Labov 1972, Trudgill 1974), power relations, and the associations of each vari-
ety with a particular context or way of life (Gal 1979)” Gardner-Chloros (2009:
42). Factors of the second type refer to the bilingual individual, also as a mem-
ber of social sub-groups. These factors pertain to such aspects of social structure
as social networks and relationships, linguistic attitudes and language ideolo-
gies, perception of self and of others. Also included in this group is proficiency
in each variety. According to Gardner-Chloros (2009: 43), the individual’s pro-
ficiency (competence in her terminology) is essentially “a product of their (rea-
sonably permanent) psycholinguistic make-up”, but it has sociolinguistic implica-
tions because it is influenced by social factors such as age, network, identity, etc.
Although this decision is justified theoretically, in practice, the task of assessing
the speaker’s proficiency in a variety would inevitably require collecting research
data through experimental work (e.g., the application of vocabulary-based profi-
ciency tests) in order to supplement traditional fieldwork data.> The final bundle
of factors encompasses factors operating within the interactional context. In this
case, bilingual speakers employ the juxtaposition of languages, or varieties, in
conversation as a contextualisation cue (see e.g., the papers in Auer 1998). With
the distinction between code-switching and code-mixing in view, we may assert
that the factors at this level pertain to code-switching, i.e. a situation in which
speakers perceive and interpret the juxtaposition of codes in a specific instance
as a conversational device, but not to code-mixing, which the speakers consider
meaningful only in the global sense but not in each individual case.

S Another approach to this issue may be illustrated by a study carried out by Muysken et al.
(1996), in which the authors refrain from collecting naturally occurring spontaneous conver-
sations as the basis for the analysis and draw on a range of other data instead, including the
recording of bilingual parent-child reading sessions.
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The classifications of social factors by Muysken (2000: 222-223) and Gardner-
Chloros (2009: 42-43) exhibit a considerable overlap; each distinguishes between
three types of factors, or three levels of analysis, respectively, and the first and
second order categories in both approaches coincide to a great extent. The third
order category is conceptualised differently in each case: In Muysken’s classifi-
cation it refers to the interactional setting as the global context in which the in-
teraction takes place, whereas Gardner-Chloros’ conversational factors pertain
to local contexts in which two, or more, languages are meaningfully juxtaposed
in discourse. Another discrepancy between the two approaches lies in the fact
that alongside the social dimension of language contact, Muysken introduces its
historical dimension, namely the duration of contact, as a fourth level. A more
substantial difference is in the object of analysis: While Muysken’s concern is
with contexts allowing for code-mixing, Gardner-Chloros’ focus is on factors. A
specific characteristic of Gardner-Chloros’ typology is the inclusion of factors
pertaining to the organisation of conversation, i.e., the use of codes as a resource
for managing interaction. Obviously, this level of analysis relates to switching
codes as a bilingual practice, but not to language mixing. As the corpus analysed
in the present work contains only few instances in which the speakers employ
the juxtaposition of codes as a contextualisation cue, e.g., for quotation, the dom-
inant pattern in the corpus is language mixing. I thus abstain from giving a de-
tailed outline of factors pertaining to code-switching in the present overview,
while I acknowledge the possibility that code-switching, and particularly its di-
rectionality, may influence patterns of mixing, should both types of code juxta-
position be accepted in a bilingual community. Below, I will showcase factors
belonging to the first two types.

Of the factors independent of the bilingual individual, i.e., those operating at
the macro level, patterns of sociopolitical dominance appear to be crucial be-
cause they influence the direction of insertion in code-mixing (Muysken 2000:
224). Among the factors pertaining to the bilingual individual, of particular im-
portance to the sampled group of speakers is generational membership, which is
often related to the speakers’ bilingual proficiency.

Differing patterns of sociopolitical dominance in social contacts may produce
distinct patterns of linguistic structure. For instance, mixing patterns in bilingual
speech may be inverted if an imbalance in power/status is reversed. Such is the
case in the speech of Russia Germans after the shift to Russian and following their
repatriation to Germany (for details, see Chapter 3) when compared to the speech
of Siberia Germans who have not shifted to Russian. Both groups employ the
same strategies of verb integration in bilingual speech: the verb from the other
language is adapted by adding either phonological or morphological material
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between the stem and the grammatical suffix, (7a, 8a), or it is inserted as a frozen
form (7b, 8b). The data from Siberia provided by Blankenhorn (2003) include the
following examples:

(7) German (dialect)-Russian (Blankenhorn 2003: 103, 93)

a. [...] die hen sich so ge-wunder-t, dass ah mir scho
they have.3pL REFL so pTcpP-wonder-pTCP COMP also we already
allda wstreca-i-t  hen, un provoza-i-t [...]
all here meet-sr-pTcp have.3pPL and see_off-sr-pTCP
...they were so surprised that we also met people here and saw them
off..]
b. [..] nu wvot tAk wvot, die hen/ die leit  hen
PTCL PTCL PTCL PTCL they have.3PL DET.DEF.PL people have3pL
uns vytjanu-I-i.
us pull_through-pst-pPL
‘Well that’s just how it is. The people pulled us through.

My data from Germany show the mirror image. While the German speakers sam-
pled in Blankenhorn’s 2003 study insert verbs from Russian, the politically dom-
inant language in that case, the speakers recorded for the present research in
Germany do the opposite: they insert verbs from German, the “new” majority
language, for instance:

(8) Russian-German (own field data; for details, see Chapter 3)

a. prosto referat skaz-u x0¢-u
simply presentation[sG.Acc] say.PFV.PRS-1SG want.PRS-1SG
halt-ova-t’.
make-SF-INF
Tl just say I want to make an oral presentation.

b. ...C¢é za nedelj-u passier-t
what during week-Acc.sG.F happen-pTcp
...what happened during the week’

Comparisons of bilingual speech emerging in contexts with opposite dominance
relations between the contact languages are scarce, but Muysken (2000: 223-224)
provides one example of the case. He compares the patterns of verb integration
in Central American English Creole (based on Herzfeld 1980, 1983) and Mexi-
can American Spanish (based on Pfaff 1979) to show that the turnabout of the
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linguistic patterns can reflect the reversal of sociopolitical dominance. These ob-
servations lead to a more general conclusion that the structural patterns found in
bilingual speech may mirror asymmetric quality of contact due to an imbalance
in status between social groups.

The next factor pertinent to the group whose speech is the subject of this
book is generational membership. Several studies have provided evidence that
structural patterns of code-mixing may be related to generational differences
(for a review, see Muysken 2000: 224-227). To illustrate this factor, I will draw
on two studies, one conducted in a (post-)colonial setting, the other carried out
in the context of migration.

The study by Goria (2021b) analyses mixing patterns in Spanish-English bilin-
gual speech of Gibraltar® across three generations of speakers: speakers with age
over 60 years, speakers between the ages 30 and 60 years, and speakers younger
than 30 years. They are labelled as ‘elderly’, ‘adult’ and ‘young’ speakers. The
examined corpus of bilingual speech contains instances of insertional mixing as
well as as tokens of congruent lexicalisation, but the dominant and most variable
mixing pattern is alternation. Specifically, Goria looks at the patterns of clause-
peripheral code-mixing and its distribution across the three generations. The
results indicate that the factor “speaker generation” is an important predictor of
the language of the extra-clausal constituent. For example, the use of Spanish
conjunctions and complementisers linking English clauses comprises only six
per cent of all cases in the speech of the elderly group, but amounts to 23 and 32
per cent in the speech of the adult and the young group, respectively. The author
interprets these generational differences in mixing in terms of an ongoing shift
from Spanish to English as a sociopolitically dominant language.

In his analysis of code-mixing in the Turkish-speaking community in the Neth-
erlands, Backus (1996: 387-391) reports a correlation between generational mem-
bership in the migrant community and a specific type of code-mixing. He ob-
serves that the dominant pattern in the speech of first-generation immigrants is
the insertion of Dutch content words and their morphosyntactic integration into
Turkish (I have referred to this pattern as minimal insertion above). The vernac-
ular of the intermediate generation speakers — these immigrants arrived in the
Netherlands when they were between 5 and 12 years old — has as much insertion
as alternation, and insertional mixing is highly varied as it includes both mini-
mal and maximal insertions, the latter being fully-fledged Dutch constituents in
otherwise Turkish sentences. Finally, the speech of the second-generation immi-
grants is characterised by alternational mixing. An overview of these findings

®The political status of Gibraltar is disputed. The description of this British dependent territory
as a colony has been criticised by the UK authorities.
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is given in Table 1.1. As evident from the table, the first and the intermediate
generation share the same propensity to use Dutch words in otherwise Turkish
sentences, whereas the second generation also uses Turkish words in Dutch sen-
tences. Furthermore, Backus links the generation-specific mixing patterns to the
generations’ language choice preferences, with a gradual shift from Turkish to
Dutch. In his 2006 publication, he cites several studies documenting the same
pattern of intergenerational variation in other Turkish-speaking communities
across Europe and concludes that this pattern may be very general.
Table 1.1: Distribution of main types of code-mixing, and base language

in code-mixing across first, intermediate, and second generations in
Turkish-Dutch code-mixing data (adapted from Backus 2006: 702)

Generation Type of code-mixing Base language in code-mixing
insertion both alternation Turkish both Dutch

First v v

Intermediate v v

Second v v

In view of the Russia German community in Germany, whose mixing patterns
are reported in the subsequent chapters of this book, we can expect that the
pattern of intergenerational variation in their speech will largely coincide with
the pattern reported by Backus. It is important to emphasise however that the
described Turkish community and the Russia German community in Germany
differ in their official status. Unlike the Turkish immigrants in the Netherlands,
Germans from the Soviet Union and its successor states are repatriates to Ger-
many. Yet, as will be demonstrated below (see Chapter 3), the patterns of their
language choice preference, considering their shift to Russian in the 1970s and
1980s, are comparable with those of immigrants. Against this background, and in
view of the goal to explore patterns of insertional code-mixing, it is reasonable
to assume that the speech of intermediate-generation Russia German repatri-
ates will provide diverse loci of variation in insertional code-mixing, including
minimal and maximal insertions in the same language, and will hence suit the
envisaged goal.

In addition to the sociolinguistic perspective, patterns of insertional code-
mixing have been approached along the lines of structural analysis (e.g., Halmari
1997, Boumans 1998, Verschik 2008), but one of the most elaborate structural ap-
proaches to insertional code-mixing is the Matrix Language Frame model (cf.
Muysken 1997: 363). To this, I turn next.
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1.4 The Matrix Language Frame model and its extensions

The Matrix Language Frame model was proposed and has been further devel-
oped by Carol Myers-Scotton (1993, 2002). Since its first formulation, this model
has become the object of a heated controversy. Some scholars have successfully
tested the model on various language pairs (see Haust 1995, for Mandinka-Wolof-
English; Backus 1996, for Turkish-Dutch; Hlavac 2003, for Croatian-English;
Amuzu 2010, for Ewe-English) or applied it to other language contact phenom-
ena, such as creole formation, long-standing language contact, child bilingualism,
and adult second language acquisition (cf. Myers-Scotton & Jake 2000). Other re-
searchers, however, have criticised some of the model’s assumptions (Meechan
& Poplack 1995; Halmari 1997; Bentahila & Davies 1998; Boumans 1998; Auer &
Muhamedowa 2005; Muhamedowa 2006; Chang 2009; Zabrodskaja 2009). From
the beginning, Myers-Scotton has developed and modified the original model
further. I will therefore discuss the proposed models in the chronological order,
i.e., the Matrix Language Frame model first and then its extensions: the Abstract
Level model and the 4-M model.

1.4.1 The Matrix Language Frame model

As outlined above, in the case of insertional code-mixing an asymmetry is ob-
served between the languages involved because only one language is respon-
sible for providing the frame for the sentence. This language is called the ma-
trix language (ML), whereas the other language is referred to as the embedded
language (EL). According to Myers-Scotton (1993), this terminology goes back
to Joshi (1985). His approach to code-switching builds on the observation that
speakers and hearers are capable of identifying the language “the mixed sentence
is ‘coming from™ (Joshi 1985, quoted from Myers-Scotton 1993: 35). In contrast
to the perceptual view taken, both Joshi and Myers-Scotton adopt a structural
perspective on the matrix language-embedded language asymmetry (cf. Myers-
Scotton 1993: 35-37). As this asymmetry is the crux of the outlined model, the
question of determining the matrix language is essential to this approach.
According to Myers-Scotton (1993: 68), more morphemes come from the ma-
trix language than from the embedded language, where morphemes are counted
in a discourse sample and cultural borrowings are excluded from the counts.
This criterion for matrix language identification is not unproblematic. For ex-
ample, Muhamedowa (2006: 19) claims that her bilingual data contain lengthy
monolingual passages which intervene with instances of code-mixing and code-
switching (Haust 1995: 102; Boumans 1998: 154; and Hlavac 2003: 196, argue a
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similar point). That is, the discourse-dominant language may not coincide with
the matrix language of a clause (cf. Auer 1988). In this circumstance, adequate
morpheme counts are infeasible. In her later work, Myers-Scotton (1995: 237)
mentions two further criteria for matrix language definition. First, the matrix lan-
guage is the unmarked choice in bilingual communication, one of the functions
of which is solidarity building. Second, speakers’ self-reports on which language
is the matrix language are a reliable indication of the matrix language. In spite
of the two suggested criteria, Myers-Scotton’s analysis of bilingual sentences is
virtually always based on solely structural criteria, related to another important
premise of the matrix language frame model, i.e., the hierarchy between content
and system morphemes.

Myers-Scotton differentiates between content and system morphemes. Pro-
totypical system morphemes subsume function words and inflectional affixes,
whereas prototypical content morphemes include verb and noun stems. A more
detailed morpheme classification is based on such discrete categories as [+Quan-
tification], [+6-role assigner], [+6-role receiver] and their role at the discourse
level. System morphemes are characterised as [+Quantifier]. Syntactic categories
with the feature [-Quantifier] are further classified with regard to their poten-
tial to assign or receive theta-roles. For example, nouns, pronouns, adjectives
and adverbs derived from adjectives are theta-role receivers and thus content
morphemes, but dummy pronominals there and it are not theta-role receivers
and are therefore system morphemes. Because some syntactic categories assign
and receive theta-roles, depending on the specific items that belong to these cat-
egories, they can function as either content or system morphemes. Prepositions
are one of such categories; for instance, the English preposition in and its French
counterpart dans are content morphemes because they assign both theta-roles
and case, whereas the English of and the French de, marking genitive objects,
are system morphemes as they assign only case (cf. Myers-Scotton 1993: 98-102).
Among verbs, which are typical theta-role assigners, the copula and the English
doin do-constructions are considered system morphemes. The system morpheme
versus content morpheme hierarchy and the matrix language versus embedded
language hierarchy are related because system morphemes participate in constit-
uent frame formation and can be controlled by only one language at one point in
time (Myers-Scotton 1995: 235). The two hierarchies are at the core of the Matrix
Language Frame model.

The model builds on several hypotheses. The matrix language hypothesis seeks
to explain the structure of mixed, or ML + EL, constituents in code-mixing, it
says “[...] the ML provides the morphosyntactic frame of ML + EL constituents”
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(Myers-Scotton 1993: 82). This hypothesis determines the Morpheme Order and
the System Morpheme Principles, namely:

The Morpheme Order Principle: Morphemes in mixed constituents are ordered
according to the ML.

The System Morpheme Principle: Syntactically relevant system morphemes in
mixed constituents come from the ML. (cf. Myers-Scotton 1995: 239)

A system morpheme is syntactically relevant if it is involved in agreement rela-
tions external to its head constituent. In (9), for instance, the matrix-language (i.e.,
Croatian) system morpheme -u expressing the accusative case is considered syn-
tactically relevant because it is required by the head of the prepositional phrase
and not the noun as the head of the noun phrase.

(9) Croatian-English (Hlavac 2003: 115)
...sad c¢-e i¢ u Hrvatsk-u za ov-u
now FUT-3SG go.INF to Croatia-Acc.sG.F for this-AccC.SG.F
tre¢-u term-u [...]
third-acc.sG.F -ACC.SG.F
"...he will be going to Croatia for this third term [...]’

According to Myers-Scotton (1993: 110), the System Morpheme Principle is
maintained if any of three possible strategies is employed. The first, prototyp-
ical, case is the occurrence of mixed constituents, with system morphemes com-
ing from the matrix language. System morphemes may also come from both lan-
guages simultaneously, so that double morphology emerges. This is the second
strategy. As such, morphological doublets are only possible when the system
morphemes of the embedded language do not have relations external to their
heads. As a third strategy, EL content morphemes may appear as bare forms.
Myers-Scotton (1993: 112) asserts that bare forms are produced if an embedded-
language system morpheme and the corresponding matrix-language system mor-
pheme are incongruent. The outlined constraints are integrated into a production
model, which is largely based on the work by Levelt (1989, quoted in Myers-
Scotton 1993).

The language production process according to Myers-Scotton (1993: 116-119)
involves four steps. As the first step, in order to meet the requirements of the
communicative situation, speakers take, mainly unconsciously, intentional and
socio-pragmatic decisions at the conceptual level. Steps two and three concern
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the functional level. Step two involves building the frame into which content mor-
phemes are inserted. Specifically, matrix-language lemmas are selected from the
speaker’s mental lexicon in accordance with her conceptual specifications. At
step three, the selected lemmas send information to the “formulator”, or process-
ing centre, which regulates grammatical encoding procedures. These operations
are considered responsible for controlling matrix-language specifications for sys-
tem morphemes. Myers-Scotton remarks that concrete morphemes may yet be
actualised at a later stage, “nearer the surface” (Myers-Scotton 1993: 118). She fur-
ther asserts that the essential procedures carried out in the formulator can be cov-
ered by the matrix language hypothesis and both the Morpheme Order and the
System Morpheme principles. Once the frame is built, lexemes attached to lem-
mas are realised, and a unified structure is produced. This final step in the produc-
tion process concerns the positional level. This implies that information about
the surface structure is activated. The only structures that violate this model are
embedded-language islands, defined as well-formed embedded-language constit-
uents occurring in a matrix language clause. That is, embedded-language con-
tent morphemes appear in this case together with embedded-language system
morphemes in a clause framed by the matrix language. Myers-Scotton (1993: 119)
claims that embedded-language islands are produced “when ML procedures are
entirely inhibited by EL procedures”. The model distinguishes between obliga-
tory and optional embedded-language islands. Obligatory embedded-language
islands are triggered by incongruent morphosyntax. (The idea of obligatory em-
bedded-language islands is elaborated further as the EL Island Trigger hypothe-
sis, see below.) Moreover, not only the matrix language, but also the embedded
language can be subject to inhibition. The inhibition of the embedded language
is crucial to the System Morpheme Principle as well as the Blocking Hypothesis.

Whilst in the case of the System Morpheme Principle, a filter in the formula-
tor prohibits embedded-language system morphemes, in the case of the Block-
ing Hypothesis, inhibition applies to embedded-language content morphemes.
The Blocking Hypothesis postulates that “[ijn ML + EL constituents, a blocking
filter blocks any EL content morpheme which is not congruent with the ML
with respect to three levels of abstraction regarding subcategorization” (Myers-
Scotton 1993: 120). The following kinds of incongruence are considered relevant:
first, a mismatch in the morpheme status, i.e., the matrix language uses a sys-
tem morpheme to code a given grammatical category, whereas the embedded
language employs a content morpheme for the same purpose; second, incon-
gruence between embedded-language and matrix language content morphemes
in respect of thematic role assignment; third, a mismatch between embedded-
language and matrix language content morphemes regarding their discourse or
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pragmatic functions. Although the Blocking Hypothesis predicts the blocking
of any incongruent content morpheme, the presented analysis covers only the
cases of incongruent pronouns and prepositions. Pronouns, for example, may be
realised as content morphemes in one language and as system morphemes, i.e.,
as clitics and dummy pronominals, in the other. Myers-Scotton (1993: 126-128)
argues that such lack of congruency in the morpheme status is the reason why
pronouns analysed as content morphemes do not occur in mixed constituents.
However, the discussion of the Blocking Hypothesis is silent on what content
morphemes with divergent patterns of thematic role assignment or different dis-
course or pragmatic functions could be blocked.

The final hypothesis underlying the matrix language frame model is the EL Is-
land Trigger Hypothesis. It predicts when obligatory embedded-language islands
must occur: “Activating any EL lemma or accessing by error any EL morpheme
not licensed under the ML or Blocking Hypotheses triggers the processor to in-
hibit all ML accessing procedures and complete the current constituent as an EL
island” (Myers-Scotton 1993: 139). The examples provided as evidence of the EL
Island Trigger Hypothesis include insertions of English noun phrases modified
by demonstrative or possessive pronouns, i.e., system morphemes. The following
example illustrates the case of possessive pronouns:

(10) Swahili-English (Myers-Scotton 1993: 141)
Tu-na-m-let-e-a our brother wa Thika
1PL-PROG-him-take-APPL-INDIC of Thika

‘We are taking [it] to our brother of Thika’

Myers-Scotton regards the modifier our in (10) as a trigger for the corresponding
island because the order of this modifier and its head in English, the embedded
language, is at odds with the order of the corresponding constituents in Swa-
hili, the matrix language. According to the production model assumed as well as
the System Morpheme Principle, the lemmas which correspond to system mor-
phemes come from the matrix language as early as step two of the production
process, i.e., in the formulator, where the frame is built. Consequently, the only
possible explanation for the activation of the EL lemma supporting the system
morpheme our is by error. Crucially, it is owing to this morpheme that the whole
EL island is produced. The analysis of a similar case in Myers-Scotton & Jake
(1995) assumes an alternative scenario: at first, the lemma corresponding to the
head of the nominal phrase is activated in the mental lexicon and then “[t]his
lemma activates morphosyntactic procedures in the formulator, such that ML
procedures are inhibited for the maximal category projection (here, NP) asso-
ciated with that lemma. The result is an EL island” (Myers-Scotton & Jake 1995:
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995). In this case, the Embedded-Language Island Trigger hypothesis is dismissed.
As such, the explanation by triggering would be more straightforward provided
that linearity is possible at an abstract level. I assume that an approach to lan-
guage production taking into consideration the linear character of speech could
arrive at a more realistic account of instances like (10) than a purely top-down
production model.

A specific type of embedded-language islands, according to Myers-Scotton
(1993: 142, 144) include set phrases. Unfortunately, she does not specify the di-
agnostic features of a set phrase.

The Embedded-Language Island Trigger hypothesis appears to be problematic
inasmuch as it considers the access to any EL morpheme as erroneous. The reg-
ular occurrence of EL islands in such language pairs as English and Spanish (cf.
Poplack 1980b), or Dutch and French (cf. Treffers-Daller 1994), could hardly be
only due to erroneous access, the incongruence of the embedded-language ma-
terial with the matrix language specifications (Myers-Scotton 1995: 250), or the
formulaic character of the morpheme string involved. After all, in the model ver-
sion outlined in Myers-Scotton (1995: 249), the Embedded-Language Island Trig-
ger hypothesis is reformulated with no mention of erroneous access, and Myers-
Scotton & Jake (1995) discuss embedded-language islands without a reference
to the aforementioned hypothesis. Myers-Scotton (1993: 137) acknowledges that
embedded-language islands are “the potential Achilles’ heel of the MLF model”;
therefore, her later work (2001; 2002), including joint research with Jake (1995),
focuses on mechanisms constraining embedded-language islands. The ideas that
were initially presented in their 1995 paper “Matching lemmas” laid the ground
for the Abstract Level model.

1.4.2 The Abstract Level model

As indicated above, the work by Myers-Scotton & Jake (1995) examines struc-
tures that result from either the Blocking Hypothesis or the Embedded-Language
Trigger Hypothesis of the matrix language frame model, i.e., the so-called com-
promise strategies: embedded-language islands, bare forms and do-constructions.
First and foremost, the Abstract Level model is aimed at explaining these phe-
nomena. Second, it is claimed to shed light on the structure of entries in the
mental lexicon.

Myers-Scotton & Jake (1995) proceed from the premise that abstract grammati-
cal structure contained in lemmas underlying lexical items is distributed at three
levels: (i) the level of lexical-conceptual structure (semantic/pragmatic features),
(ii) the level of predicate-argument structure, and (iii) the level of morphological
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realisation patterns. According to the production model assumed (Myers-Scotton
2002: 23-25, 76-78), these levels are activated in the following way. At first, the
speaker’s intentions select a language-specific semantic-pragmatic feature bun-
dle at the conceptual level, which in its turn elects a lemma underlying a content
morpheme. If a lemma is activated that supports an embedded-language content
morpheme, Myers-Scotton & Jake (1995) hypothesise that this lemma is matched
for congruence against a matrix language counterpart lemma at every level of
abstract grammatical structure mentioned above. As the matrix language may
lack a counterpart for the given embedded-language lemma, congruence check-
ing is assumed possible against Lexical Knowledge (“generalized but specific to
the matrix language”, Myers-Scotton 2002: 97). The idea that lemmas are checked
for congruence in bilingual production is another premise of the Abstract Level
model. In case of sufficient congruence between the embedded-language lemma
and the matrix language counterpart at all three levels, the embedded-language
content morpheme will surface as fully integrated into the matrix language
frame, that is, a mixed constituent will be produced. If there is a lack of con-
gruence at one of the levels of abstract grammatical structure, a bare form or
an embedded-language island will emerge. It is necessary to note that Myers-
Scotton & Jake (1995) no longer maintain the division of embedded-language
islands into obligatory and optional, which was present in Myers-Scotton (1993).
In essence, the Abstract Level model ascribes the use of compromise strategies to
the lack of congruence in one of the levels of abstract grammatical structure. Be-
low, I will discuss mismatches between lemmas at all the three levels of abstract
grammatical structure.

Following the model, a compromise strategy may be employed when there are
differences in lemmas’ lexical-conceptual structure, or their semantic and prag-
matic features. We can thus assume, for instance, that the embedded-language
island in (11) is produced because there is not sufficient congruence between the
lemmas in the lexical-conceptual structure.

(11) Kazakh-Russian (Muhamedowa 2006: 41-42)
Mustafa ata-m on bes Zas-i-nda protiv
Mustafa grandpa-poss.1sG ten five year-poss3sG-Loc against
basmacestv-a ket-ken.
basmachi.movement-GEN.SG.N go-PRF3SG
‘My grandpa Mustafa fought against the basmachi movement at fifteen’

According to Muhamedowa (2006), Kazakh has no counterpart for the Russian
preposition protiv ‘against’, and the speaker’s use of this preposition triggers
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the production of the embedded-language island. Following the scenario envis-
aged by Myers-Scotton & Jake (1995: 995), the choice to use Russian should be
made at the conceptual level, although with consequences for the morphological
realisation pattern. This is because Kazakh and Russian take different patterns
to encode spatiotemporal relations: Kazakh postpositions contrast with Russian
prepositions. The observed incongruence at the conceptual level is argued to ac-
count for the occurrence of the embedded-language island.

Similarly, the lack of congruence at the functional level, i.e., in either predicate-
argument structure, or morphological realisation patterns, is regarded as a mo-
tivation for the appearance of embedded-language islands and bare forms. The
example below illustrates the occurrence of a bare form, which is hypothesised
to be the result of a mismatch in the predicate-argument structure.

(12) Croatian-English (Hlavac 2003: 213)

..to je mozda najbolj-e §to sam ja,

that be.Prs.3sG perhaps best-NOM.SG.N REL.ACC be.PRS.1SG 1SG.NOM
Sto ja remember-@ yeah.
REL.ACC 1SG.NOM -@ PTCL

*...that is perhaps the best thing that I have, that I remember, yeah’

Here, the English verb remember and its Croatian counterpart sjecati se exhibit
divergent argument structures: the Croatian reflexive verb realises the theme
as a genitive NP, whereas the English remember assigns the theme the non-
nominative case. The theme in (12) is an accusative NP, expressed by the relative
pronoun $to ‘that’; yet, it is the genitive form of this pronoun ¢ega that concurs
with the required configuration. The use of the bare verb remember seems to be
a compromise strategy that resolves the apparent problem of incongruence.” An
alternative account of instances like (12) could be one that allows for linearity at
an abstract level. In this case, we could assume that the bare form is triggered
by the preceding structure, incongruent with the argument configuration of the
Croatian verb but with a higher degree of congruence with the configuration
of the English verb. In other words, the speaker, without finding le mot juste in
Croatian, has to make a compromise and switch to English.

With regard to the third level of abstract grammatical structure, the authors
claim that insufficient congruence in patterns of morphological realisation em-

"Hlavac (2003: 213) analyses the pronoun $to as a nominative form. As the latter exhibits form
syncretism, it can be interpreted as expressing either the nominative or the accusative case.
Here, it seems more appropriate to assume the accusative case because the nominative NP is
also realised in the clause by the personal pronoun ja.
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ployed by the languages should bring about the occurrence of an embedded-
language island. This seems to be the case in the following example:

(13) Finnish-English (Lehtinen 1966: 226)
..ja sitte eh in the afternoon isa vai mind  men-i...
and then HES father[NOM.SG] or 1SG.NOM gO-PST.3SG

‘...and then in the afternoon father or I went...

We can hypothesise that the embedded-language island in the afternoon in (13)
arises because the morphological patterns that express spatiotemporal location
in Finnish and English diverge: this meaning is expressed by prepositions in En-
glish, but by postpositions in Finnish. The apparent conflict in the patterns is
resolved in that the embedded language is produced.

Although the proposed model seems well elaborated to explain the emergence
of mixed constituents as well as many instances of bare forms and embedded-
languages islands in code-mixing with various languages, some of its aspects
may be considered problematic. First, the model seems capable of predicting the
use of compromise strategies, but it remains inexplicit about when a particu-
lar strategy is followed, i.e., when a mismatch in congruence will result in an
embedded-language island, and not in a bare form. Second, as the use of com-
promise strategies is explained ex post facto, it is unclear which level of abstract
linguistic structure matters when. For instance, we can assume for examples (11)
and (13) that the mismatch relevant for the occurrence of embedded-language
islands may be at the level of morphological realisation patterns as well as at
the level of lexical-conceptual structure. Finally, embedded-language islands and
bare forms may occur even when the features of lemmas supporting the respec-
tive morphemes match, or when some features of the morphosyntactic struc-
ture are shared by both languages. For example, Treffers-Daller (1994) provides
instances of embedded-language islands structured as PPs, such as (14), which
can be explained by neither incongruence in lexical-conceptual and predicate-
argument structure, nor by incongruent morphological realisation patterns.

(14) Dutch-French (Treffers-Daller 1994: 208)
Wat gaa-t ge doen chezce-s  pauvre-s vieux?
what go-PRs.25G 25G do.INF at  DEM-PL poor-PL old[pL]

‘What are you going to do in the house of these poor old people?’

In (14), the French PP chez ces pauvres vieux ‘at these poor old people’s (place)’
is an embedded-language island. Apparently, the island and its Dutch equiva-
lent bij die arme oudjes do not demonstrate incongruence at any level of abstract
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grammatical structure: The concept ‘old people’ exists in both languages and is
encoded in a similar way, i.e., by nouns formed by conversion from adjectives
(i.e., Dutch oud and French vieux). With regard to morphological realisation pat-
terns, both French and Dutch use prepositions and pre-nominal determiners, and
in the present case they both rely on overt plural markers (the demonstratives are
plural forms: ces and die, and Dutch also marks plural on the noun oudje with the
suffix -s). Therefore, it is necessary to examine other factors that may influence
the emergence of embedded-language islands. As I will show in the subsequent
chapters, the frequency with which words co-occur in the embedded language
can explain occurrences of embedded-language islands more effectively.

1.4.3 The 4-Morpheme model

A more recent development in the work by Myers-Scotton is the 4-Morpheme
model (2001; 2002: 73-82; for a recent overview, see Myers-Scotton & Jake 2016).
As was the Abstract Level model, this is a submodel of the matrix language
model. The 4-M model is motivated by the need to provide a more precise ac-
count of “certain types of congruence problems [that] arise in codeswitching
between certain language pairs” (Myers-Scotton 2001: 42) and in specific contact
phenomena, such as creole formation, language attrition and second language ac-
quisition (which abound with counterexamples to the original matrix language
frame model, proposed in Myers-Scotton 1993). The 4-M model introduces a sub-
division of system morphemes based on their distribution in code-mixing. The
classification relies on the premise that system morphemes are activated at two
different levels. Myers-Scotton claims that the proposed morpheme classification
is valid for language production in general.

By and large, the model distinguishes between four types of morphemes: con-
tent morphemes, early system morphemes, bridge late system morphemes and
outside late system morphemes. The classification builds on three abstract op-
positions. The first opposition concerns the conceptual activation of lemmas un-
derlying morphemes. The hypothesis here is that some of the lemmas have a
more direct connection to the speaker’s intentions than others. Under this oppo-
sition, represented as [+conceptually activated], content morphemes and early
system morphemes have the feature [+conceptually activated], whereas the other
two morpheme types, i.e., late system morphemes, have the feature [-conceptu-
ally activated]. Myers-Scotton (2002) claims that speakers’ intentions activate
language-specific semantic/pragmatic feature bundles, which select lemmas in
the mental lexicon supporting content morphemes. Such a [+conceptually acti-
vated] element has semantic content. Lemmas that underlie content morphemes
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are hypothesised to be elected directly. Directly elected lemmas may in their turn
activate other lemmas at the same level. These other lemmas are thus elected indi-
rectly and underlie early system morphemes. In other words, morphemes which
are activated at the level of the mental lexicon (and have the feature [+concep-
tually activated]) are subdivided into content morphemes and early system mor-
phemes depending on whether they are elected directly or not. This opposition is
formalised as [+thematic role]. Content morphemes have the feature [+thematic
role], and early system morphemes are [-thematic role]. The prototypical content
morphemes are nouns and most verbs. Early system morphemes express the phi-
features of person, number and gender and therefore include determiners and
plural morphemes.

According to Myers-Scotton (2002: 77), “[t]ogether, the lemmas underlying
content morphemes and early system morphemes send directions to the Formu-
lator to build larger linguistic units”. This is how lemmas underlying late sys-
tem morphemes are activated. Depending on the type of grammatical informa-
tion carried by the activated lemma supporting a late system morpheme, Myers-
Scotton distinguishes between bridge late system morphemes and outside late
system morphemes. Bridge late system morphemes integrate content morphemes
and early system morphemes into larger constituents, whereas outside late sys-
tem morphemes provide for coindexical relations across maximal projections. For-
mally, this opposition is represented like this: [+refers to grammatical informa-
tion outside of Maximal Projection of Head]. While outside late system mor-
phemes refer to grammatical information outside of Maximal Projection of Head,
bridge late system morphemes do not refer to grammatical information outside
of the maximal projection of their heads. Myers-Scotton (2002: 75) illustrates
‘bridges’ with English possessives of and ’s and the French de, as in beaucoup de
gens ‘alot of people’. “Outsiders” are exemplified by case affixes and morphemes
expressing subject-verb agreement.

In a nutshell, the model differentiates between the following four types of
morphemes on the basis of the proposed abstract oppositions:

content morphemes: [+conceptually activated], [+thematic role];
early system morphemes: [+conceptually activated], [-thematic role];

bridge late system morphemes: [-conceptually activated], [-grammatical infor-
mation outside of Maximal Projection of Head]

outside late system morphemes: [-conceptually activated], [+grammatical infor-
mation outside of Maximal Projection of Head]
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Myers-Scotton introduces an important amendment concerning the order of
morpheme activation in the case of fusion of grammatical features. In some lan-
guages, grammatical features may be fused under the same morpheme. For ex-
ample, German determiners express gender, number and case simultaneously.
Russian and other Slavic languages abound with such portmanteau morphemes:
inflections within the Russian nominal declensional system encode number, gen-
der and case, and also the category of animateness. Myers-Scotton (2002) calls
such portmanteau morphemes multimorphemic elements (ibid.: 305), or multi-
morphemic lexemes (ibid.: 81). The hypothesis regarding multimorphemic ele-
ments is this:

In multimorphemic elements (consisting of two or more system morphemes
and including a late system morpheme), the late system morpheme takes
precedence. This means that the entire element shows distribution patterns
as if it were a late system morpheme. This is the ‘pull down’ or ‘drag down’
principle. (Myers-Scotton 2002: 305)

In other words, a late system morpheme such as one expressing case pulls down
the portmanteau morpheme which also expresses gender and number. As such,
Russian nominal inflections should be classified as outside late system mor-
phemes because morphemes expressing case are the last to be activated of the
discussed morpheme types.

However, structures examined in Muhamedowa (2006) seem to provide evi-
dence against this hypothesis. The following is an example of Kazakh Russian
discussed by the author:

(15) Kazakh Russian (Muhamedowa 2006: 92)
edinstvenn-yj ja by-l-a semejn-yj i
sole-NOM.sG.M 15G.NOM be-PsT-sG.F with.family-Nom.sG.Mm and
escé s  det’-mi
additionally with children-1NsT.PL

‘T was the only one with a family and what is more with children.

Before presenting the argument, I will mention the relevant features of the Rus-
sian verbal phrase. First, in the past tense subject-verb agreement involves the
inflectional values of number and gender. Second, predicative adjectives also
agree with the subject in inflectional values and are additionally assigned either
the nominative, or the instrumental case. Two standard-Russian versions of (15)
are Edinstvennaja ja byla semejnaja i es¢é s det’mi or Edinstvennoj ja byla seme-
jnoj i escé s det’mi. In both versions, we can observe agreement in number and
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gender between the verb byla and the predicative adjectives edinstvennaja, or
edinstvennoj, and semejnaja, or semejnoj, respectively. Following the hypothesis
given above, the nominal inflections here are late outside system morphemes be-
cause they refer to grammatical information outside of the maximal projection
of their heads. Yet, the verbal phrase in (15) lacks the necessary agreement: the
inflections of the predicative adjectives correspond to the nominative singular
masculine, and not the nominative (or instrumental) singular feminine. We can
thus state that agreement between the verb and the predicate adjectives is only in
number and case, and is thus partial. Therefore, (15) could be considered a viola-
tion to the aforementioned hypothesis and further to the suggested classification
according to abstract oppositions.

Despite the identified problems with the matrix language frame model, it is
necessary to emphasise the importance of the seminal work by Myers-Scotton
and associates, which opened up the field towards psycholinguistic theorising by
linking code-mixing phenomena to existing language production models.

The analysis of insertional code-mixing reported in the remainder of this book
will build on the matrix language-embedded-language dichotomy, without adopt-
ing the specific assumptions of the matrix language frame model as well as the
underlying production model. I will thus distinguish between mixed constitu-
ents, or minimal insertions, and embedded-language islands, or maximal, mul-
timorphemic insertions. My principal focus will be on the nature of embedded-
language islands, whose pervasive use in bilingual speech has been explained by
their special status in the bilingual mental lexicon/grammar. Multimorphemic
insertions have been argued to correspond to units in the mental lexicon/gram-
mar, which are comparable with entries of mono-morphemic words. According
to this account, multimorphemic sequences with unit status are perceived and
produced online as mono-morphemic words. To this approach I turn next.

1.5 Multimorphemic units in insertional code-mixing

An account of embedded-language islands as multimorphemic units in the lex-
icon is proposed by Ad Backus (1996, 1999a, 2003). His analysis of code-mixing
proceeds from the matrix language-embedded-language asymmetry, crucial for

® According to Muhamedowa (2006: 92), the speaker in (15) is Russian-dominant, she acquired
Kazakh late, as a second language. The speaker produces well-formed predicative adjectives
in the same conversation. However, numerous instances of gender neutral Russian adjectives
are common in Kazak-Russian code-mixing, especially as modifiers in Russian noun phrases
in Kazakh discourse (cf. Muhamedowa 2006: 77-93).
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the MLF model, but it differs from that model substantially. While acknowl-
edging the semantic basis for distinguishing between content and system mor-
phemes, the MLF model, he criticises, excludes semantic factors; he contends
that “they are not presented as such” (Backus 1996: 115) in the MLF model. By in-
tegrating semantic and structural factors, Backus (1999a, 2003) manages to shed
light on the nature of embedded-language islands. The approach presented in his
1996 monograph and subsequent publications (1999a, 2003) draws on premises
from Langacker’s Cognitive Grammar (1987, 1991) and Goldberg’s Construction
Grammar (1995). In this section, I will first outline the premises relevant for the
current overview and then introduce the features of multimorphemic units. Fi-
nally, I will discuss the unit hypothesis and the “conceptual unit” hypothesis put
forth by Backus.

One premise postulates that the grammar of a language and its lexicon are not
separate modules but form a continuum. The lexicon is considered an inventory
of symbolic units, i.e., form-meaning pairings. Some of these units are abstract
schemas, which are broadly equivalent to morphosyntactic rules in other frame-
works, while others are specific (lexical) items. Schemas, or constructions, sanc-
tion novel combinations of lexical items. These two types of units form the poles
of the lexicon-grammar continuum.

Another premise concerns the nature of lexical units: “lexical units can be of
any length and complexity” (Backus 2003: 84). Therefore, whether morpheme-
sized or multimorphemic, all units are supposed to be accessed directly in pro-
duction and not composed on-line, even if multimorphemic units can be decom-
posed into their constituent parts (cf. Backus 1996: 129). Support for this view
comes from psycholinguistic experimental research, notably from behavioural
studies on processing of multimorphemic units: noun plurals and idiomatic ex-
pressions. Whilst Baayen et al. (1997) provide evidence that Dutch speakers store
high-frequency regular noun plurals (see Chapter 2, for further details), Libben
& Titone (2008), and Tabossi et al. (2008) underpin the role of decomposition in
idiom comprehension. The study by Libben & Titone (2008) confirms that de-
composition plays only a marginal role in idiom comprehension, and Tabossi et
al. (2008) show that semantic compositionality of idiomatic expressions does not
influence their syntactic flexibility.

From these premises it follows that a string of morphemes or words, sanc-
tioned by a schema, gains the status of a lexical item once it is entrenched, i.e.,
when it receives an allocated mental representation. This scenario asks for a defi-
nition of multimorphemic lexical units. Backus (2003: 90) defines units as “any re-
current combinations of two or more morphemes that together exhibit idiomatic
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meaning”.? Further lexical units include high-frequency composite forms as well
as forms with irregular morphosyntax. That is, in order to qualify as units, multi-
morphemic elements have to either (i) demonstrate irregular morphosyntax (e.g.,
the past caught and the plural children), (ii) express non-compositional meaning
(e.g., the collocation play tennis, the idiom this is a piece of cake, meaning ‘X can
be accomplished with ease’, and the discourse marker the thing is), or (iii) be of
high frequency (e.g., the regular past forms worked and helped). Moreover, mul-
timorphemic units can be discontinuous and have open slots. For instance, the
aforementioned idiom this is a piece of cake allows for variability in the first two
elements: the first element is an open slot filled by a nominal phrase, and the sec-
ond element is any form of the copula be. This idiom can hence be represented
formally like this: [X BE a piece of cake]. The open slots accompanying discourse
markers, such as the thing is, are filled by clauses. As open slots can possibly be
instantiated by an unlimited range of lexical items, only their frozen elements
are used as a diagnostic feature of units.

In his work on Dutch insertions in Turkish sentences, Backus (1999a) claims
that maximal insertions consisting of co-occurring embedded-language, i.e.,
Dutch, morphemes, frequently correspond to Dutch multimorphemic lexical
units. Backus (2003: 91) articulates this idea as the unit hypothesis, which stip-
ulates that “[e]very multimorphemic EL [= embedded-language] insertion is a
unit, inserted into a ML clausal frame”. This hypothesis is plausible; bilingual
corpora abound in instances of lexical-unit insertion, for instance:

(16) Hindi-English (Bhatt 1997: 228)
kal hi  Israel government ne kohaki Asaad; peace talks ke
yesterday PTCL ERG said that that
proti  serious nohf: hai aur pro; political games khel roha hai
toward not is and play PROG is
‘Only yesterday the Israel government said that Asaad is not serious
about peace talks and that he is (instead) playing political games.’

Here, the word strings Israel government, peace talks and political games are lexi-
cal units inserted into Hindi clauses, the first two present compound nouns and
the third is a collocation. The compound Israel government is one of the few in-
stantiations of the pattern [COUNTRY government]. This pattern is productive
only to some degree: in The Corpus of Contemporary American English (COCA)™®,

The term “idiomatic meaning” is not restricted to idioms alone, it should be understood broadly,
as an equivalent to ‘non-compositional meaning’ (cf. Backus 2003: 86).

YUnfortunately, I could not use The international corpus of English: Indian corpus because of its
modest size; the word sequence Israel government is not attested in it.
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only 16 lexemes appear as realisations of the first pattern element!, with the ex-
ception of initialisms such as US and UK and plural forms such as United States
and Seychelles. The pattern is restricted to nouns denoting country names whose
corresponding adjectives end in -i or -ese. Whereas the schemas [COUNTRY-AD]
government] and [COUNTRY ’s government] — illustrated by word strings Israeli
government and Israel’s government — are the common, productive ways to refer
to ‘the government of a country’, the pattern used in (16) can be applied only
to a limited set of lexemes, resulting in a small, presumably unproductive set of
word combinations (cf. Bauer 2001: 74). It is thus possible to analyse the word
sequence Israel government as a specific lexical item. The word string peace talks
is the other inserted compound noun in (16), it is a plurale tantum containing
the suffix -s and thus a frozen morphological form. This feature enables one to
consider this compound noun as a lexical unit. Finally, the collocation political
games is distinguished by its idiomatic meaning and also qualifies as a lexical
unit.

The three instances of multiword unit insertion in (16) coincide with syntactic
phrases. However, multimorphemic units in the embedded language do not have
to fit the constituent structure neatly. Such units can encompass more than one
syntactic phrase. Backus (2003) demonstrates this point by providing numerous
examples of the predicate-complement construction, which is lexically realized
as recurrent collocations of the embedded language. This type of insertional code-
mixing may be found in other bilingual corpora, for instance:

(17) Moroccan Arabic-Dutch (Boumans 1998: 245)
n-dir-u pauze houd-en?
1-do-pL break take-INF
‘Shall we take a break?’
(18) Moroccan Arabic-French (Bentahila & Davies 1983: 315)
tajpga  j-confront-er ce-s  idée-s
keep.3sG IMPRF-oppose-INF this-pPL idea-PL
‘He keeps opposing these ideas’
(19) Tamil-English (Sankoff et al. 1990: 80)

anta car-ei  drive paNNanum
that  -Acc do.must

‘We must drive that car’

UThese nouns are as follows: Hong Kong, Singapore, Pakistan, Taiwan, New Zealand, Iraq, Kuwait,
Sudan, Afghanistan, Bangladesh, Israel, Botswana, Myanmar, Palau, Flanders, Cameroon.
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The multimorphemic insertions in these examples can be analysed as lexical
units. In (17), the Dutch word string pauze houden ‘take a break’ is inserted into
the Arabic clausal frame and forms an embedded-language island. Syntactically,
the string is an instantiation of the predicate-complement construction; from
the lexico-grammatical perspective, it is an idiomatic collocation. Boumans (1998:
246) contends that the collocational status of the string explains the absence of a
determiner before the noun, which is obligatory in Dutch usage. The sentence in
(18) allows for two different analyses. Following the MLF model, one has to admit
that j-confronter ‘oppose’ is a mixed constituent and the nominal phrase ces idées
‘these ideas’ is an embedded-language island. Yet, following the unit hypothesis
an analysis is preferred according to which the whole sequence in French is a
lexical unit, and only one of its elements acquires an Arabic morpheme. Support
for the latter treatment of the instance comes from the corpus-driven dictionary
Wortschatz: Corpus frangais, which lists the nouns idées ‘ideas’, réalité ‘reality’
and expériences ‘experience’ as the most frequent collocates of confronter ‘op-
pose’. (19) is a similar case: the lexical items car and drive are inserted into the
Tamil matrix structure. While the noun receives the Tamil accusative suffix, the
verb does not take any infinitive suffix required in spoken Tamil (i.e., neither
-kka nor -a, cf. Schiffman 1999: 73), and is thus analysed as a bare form. From
the lexico-grammatical perspective, however, the two words form a collocation:
the noun car is the most frequent collocate of the verb drive.!? The insertion
of car and drive can thus be regarded as unit insertion, even though the unit is
separated by the Tamil suffix -ei.

The presented evidence, even if sporadic, is in favour of the unit hypothe-
sis. Nevertheless, owing to the broadness of the generalisation that the hypoth-
esis expresses, the acceptance of the hypothesis would be unreasonable if any
embedded-language morpheme sequence inserted into a structure framed by
the matrix language is granted unit status (cf. Wray 2002: 42). However, Backus
(2003: 91) is aware of the generality of the hypothesis and points to two types
of counterexamples (also see Backus 1999a: 105-107). One type involves mul-
tiword embedded-language insertions that are not lexical units in the embed-
ded language. The other type includes insertions of single words instead of ex-
pected multimorphemic units. To account for the second type of counterexam-
ples, Backus (2003) puts forward the “conceptual unit” hypothesis. The hypothesis
predicts that “[t]he use of EL conceptual structure in CS [=code-mixing] can, but
does not have to, lead to EL units. The actual morphemes do not have to be from

2This fact is confirmed by the observations of nominal collocates of the verb drive in the BYU-
BNC corpus and The Corpus of Contemporary American English (COCA).
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the EL. ML morphemes will have semantically basic meanings in such cases” (p.
92). To illustrate the “conceptual unit” hypothesis, I draw on an example from
Irish-English code-mixing data:

(20) Irish-English (Stenson 1990: 184)
Tagann sé isteach handy.
come-PRs it inward

‘It comes in handy’

We can regard (20) as a partial loan translation of the corresponding English
idiomatic expression (Stenson 1990: 184). In line with the “conceptual unit” hy-
pothesis, the matrix language items — here Irish — express semantically basic
meanings, whereas the item with a specific meaning is realised in English. How-
ever, Backus provides counterexamples for his second hypothesis as well. These
include cases in which a collocation element bearing a specific meaning is in the
matrix language, for example:

(21) Turkish-Dutch (Backus 2003: 111)
koffie dok
Dutch: koffie inschenken

‘pour coffee’

Backus (2003: 113) asserts that possible reasons for the occurrence of such mixed
collocations are the grammatical incongruence between the languages, as in (21),
or processing factors such as the effect of recency. At the same time he admits
that not every counterexample can be explained.

Corroborative evidence regarding the role of multimorphemic units in code-
mixing is offered by Treffers-Daller (2005b), who analyses Dutch-French code-
mixing involving compounds and nominal groups, and by Muhamedowa (2006:
67), who discusses the insertion of plural forms in Kazakh-Russian code-mixing.
Moreover, Myers-Scotton, in her more recent work (2006), acknowledges that
two types of lemma entries exist in the lexicon, she states that “[e]ntries for
some content morphemes combine with other entries cross-linguistically in ‘fast
and clean’ on-line production. The entries for some other content morphemes
are parts of holistic multimorphemic units that are readily integrated into ML
frames..” (Myers-Scotton 2006: 211). Despite the support for Backus’s hypothe-
ses, one type of counterexamples for the unit hypothesis are not handled ex-
plicitly in his approach. As mentioned above, such examples include multiword
embedded-language insertions that are not lexical units in the embedded lan-
guage. In other words, determining unit boundaries, except when relying solely
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on code-mixing data, is problematic. Specifically, it can be difficult to decide
whether an embedded-language word string in the matrix language context cor-
responds to one lexical unit, as the hypothesis predicts, or a combination of such
units. For instance, several units can be posited for the multimorphemic insertion
in (22):

(22) Ewe-English (Amuzu 2013: 22)
Mie download journal article ma-wo katd xle nyitso
1pPL that-pr all read a.day.removed

‘We downloaded all those journal articles and read [them] a few days ago.

One possibility, following the unit hypothesis, is to regard the string download
journal article as a unit. Another option is to analyse the string as consisting of
two units download and journal article. A third possibility is to presume that the
string is a blend of two collocations combined online journal article and download
article. Remember that in order to qualify as a unit, the string has to either convey
a non-compositional meaning or be very frequent. These criteria make the first
analysis implausible, i.e., the string does not have a non-compositional semantics,
nor do its parts co-occur frequently. Whether the second, or the third analysis
should be adopted needs further exploration.

The problem with this specific instance and both hypotheses is the need for
verification testing (cf. Wray 2002: 42). Although I relied on corpus data as addi-
tional evidence when I discussed some of the multimorphemic insertions above,
the evidence provided is clearly unsystematic. A systematic examination of the
hypotheses will involve an analysis of a bilingual corpus. Nevertheless, my ran-
dom analysis of instances of mixing as well as the evidence provided by other re-
searchers point at the plausibility of the hypotheses articulated by Backus (2003).
To put the unit hypothesis to a test and to gather evidence in its favor or against
it through a systematic study of a bilingual corpus is the aim of this book. I will
explore multimorphemic insertions by comparing them with mono-morphemic,
or minimal, insertions in a bilingual corpus and by analysing their distributions
in large monolingual corpora.

An issue that may have ramifications for the analysis of minimal insertions in
a bilingual corpus is their status in the lexicon. Some studies of bilingual speech
classify single-word insertions as pertaining to either code-switching/mixing, or
borrowing (e.g., Poplack 2018). Other analyses abandon this distinction, either
partially (e.g., Muysken 2000: 78-81), or altogether (e.g Backus 2013, 2015). In the
next section, I will present and discuss the various views on this issue.
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1.6 Insertional code-mixing versus lexical borrowing

There is a widespread agreement in the field that in a synchronic analysis of code-
mixing, minimal insertions fall under either switched, or borrowed words (e.g.,
Haugen 1953a, Poplack et al. 1988, Myers-Scotton 1993, Muysken 1995, Thomason
2001). Borrowed items differ from switched items in their status: the former are
not alien but nativised in the variety of the language spoken in a bilingual com-
munity. The process of word nativisation, i.e., its introduction and assimilation
in the recipient language, can only be studied diachronically (cf. Poplack & Dion
2012) and is thus beyond the scope of this study. However, a synchronic differ-
entiation between switched and borrowed forms, as I will argue, is possible and
useful. (Backus 2015 is a proponent of a dynamic approach to code-mixing and
borrowing, which integrates the synchronic and diachronic aspects of these phe-
nomena.) A confusion of switched forms with native forms may lead to a skewed
database (Myers-Scotton 1993: 164), resulting eventually in an inadequate analy-
sis. As argued by Poplack (2011), the division of lone embedded-language items
into borrowed and switched should not be done a priori and has thus to rely
on the these items’ specific characteristics. Before I discuss the diagnostic fea-
tures of borrowed forms, I will briefly sketch the typology of language mixing
phenomena proposed by Poplack and associates.

The approach developed by Poplack and presented in her volume 2018 Bor-
rowing: Loanwords in the speech community and in the grammar assumes three
types of phenomena: code-switching (equivalent to my use of the term "mixing”),
nonce borrowing and established borrowing. The first criterion for distinguish-
ing between code-switching and borrowing is the number of words switched: a
multiword sequence is an “unambiguous” code-switch. A lone other-language
item may either be a switch or a borrowing (cf. Poplack 2011: 2). If this item
is integrated morphosyntactically into the recipient language, it qualifies as a
borrowing (cf. Sankoff et al. 1990). Morphosyntactic integration is the second cri-
terion used in this classification. A bilingual speaker may borrow an item for a
moment, or the whole bilingual community can use it on a regular basis. While
the borrowed form in the former case is classified as a nonce borrowing, it is re-
garded as an established borrowing, or a loanword, in the latter case. That is, the
final criterion, on which the typology is based, involves the processes of spread
and nativisation. The category of borrowing as used in at the beginning of this
section will thus correspond to Poplack and collaborators’ category of established
borrowing.

In order to embed their classification in a more general discussion of borrow-
ing, it is useful to contrast their typology with the central categories adopted
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in the Matrix Language Frame model. Poplack’s multiword switches are akin to
Myers-Scotton’s embedded-language islands. Nonce-borrowings correspond to
mixed, or bilingual, constituents, and morphosyntactically unintegrated single-
word switches are identical to bare forms. Finally, the category of established bor-
rowing coincides with Myers-Scotton’s category of lexical borrowing (cf. Myers-
Scotton 1993: 163-170). These correspondences are given in Table 1.2.

Table 1.2: Contrasting comparison of the approaches to language mix-
ing by Poplack (2018) and Myers-Scotton (2002)

Author multiword insertion Single-word insertion
integrated
unintegrated sporadic recurrent?
Myers-Scotton  embedded- bare form mixed lexical
language island constituent  borrowing
Poplack code-switch code-switch  nonce established
borrowing loanword

“(and nativised)

Despite the differences between these approaches in the methodological pro-
cedures applied and the theoretical issues raised, the structures that both ap-
proaches identify and investigate exhibit a high degree of overlap. However,
similarities end as soon as we examine how lexical borrowings are identified
on synchronic grounds. A lack of agreement on this issue is characteristic of the
whole field.

Researchers who distinguish between switched and (established) borrowed
forms apply the following diagnostics: morphological integration into the base
language (MacSwan 2000), recurrence (Poplack & Sankoff 1984, Myers-Scotton
1993), diffusion in the community (Poplack et al. 1988, Poplack 2018), listedness
(Muysken 1995, 2000, Muhamedowa 2006, Stammers & Deuchar 2012) and speak-
ers’ acceptance (Poplack & Sankoff 1984). Whilst MacSwan (2000) treats all Span-
ish words integrated morphologically into Nahuatl as borrowings, morphological
integration is not a sufficient criterion for Myers-Scotton (1993). She claims that
incomplete morphological integration may apply to both borrowed and switched
forms (Myers-Scotton 1993: 191). According to Myers-Scotton (1993: 183-188), lan-
guages can use several patterns for marking a particular feature: one pattern pre-
supposes full morphological marking, whereas another involves partial marking,
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or a lack of marking. Consequently, when applied to the morphological integra-
tion of foreign words, these patterns result in either full or incomplete integra-
tion. Myers-Scotton refers to these two types of marking as central and periph-
eral. Elaborating on the idea of central and peripheral marking, Boumans (1998:
52-53) links different marking types to productivity; he states that some of the
morphological processes in a language are more, or less, productive than oth-
ers. That is, a borrowing can demonstrate a lack of integration when it follows
a specific, morphologically unproductive pattern (cf. Dressler 2003). Muhame-
dowa (2006: 45) illustrates this point by considering a case of morphological
non-integration in Russian: foreign nouns with a vowel in the stem-final position,
such as kakao ‘cocoa’, kofe ‘coffee’, pal’té ‘coat’ and the like, form a class of inde-
clinable nouns within the Russian nominal system. Thus, these long-established
loans cannot be regarded as fully integrated into the Russian morphological sys-
tem. To take another example, German verbs borrowed from Latin or French
which include long-established loans ending in -ieren, such as regieren ‘rule’, pro-
bieren ‘taste’, studieren ‘study’ and many others, are integrated into the German
verbal system also only to a degree. Unlike the majority of German verbs, they
do not take the prefix ge- as part of the circumfix in the form of past participle,
following the rule that ge- attaches only to initially stressed items (cf. the pair
mach-en ‘make-INF’ — ge-mach-t ‘PTcpP-make-pTCP’ and the pair regier-en ‘rule-
INF’ — regier-t ‘rule-pTcp’). These examples show that established loanwords may
follow a certain pattern in a language which does not allow for full morphological
integration. Note that the material used for illustrations includes forms pertain-
ing to monolingual grammars. Therefore, only a synchronic analysis of a mono-
lingual system, possibly supplemented with a diachronic analysis, can enable
inferences about the degree of integration. I argue that when bilinguals produce
switched or borrowed forms on-line, they can draw on all patterns available to
them, regardless of their status, whether central or peripheral. In other words, if
a peripheral, or unproductive recipient language pattern is used to accommodate
an item from another language, this item should be analysed as well-integrated,
for the produced mixed form concurs with the morphosyntactic requirements
of the recipient language (cf. Sankoff et al. 1990).13 In this respect, a synchronic
analysis of code-mixing alone does not seem appropriate for determining produc-
tive patterns of a language, and the only possible outcome of such an analysis
is the identification of forms that either exhibit morphosyntactic integration or

BNote that the difference in the approaches is also manifested in the grammatical domains where
integration is investigated: Myers-Scotton (1993) and Boumans (1998) refer to morphological
integration alone, whereas Poplack and associates (e.g., Sankoff et al. 1990, Meechan & Poplack
1995) proceed from integration in the morphosyntax of a language. Furthermore, whilst the
former regard integration as a matter of degree, the latter view it as an abrupt process.
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lack it (cf. Poplack & Dion 2012). As such, morphosyntactic integration is not an
adequate criterion to distinguish between insertional mixing and (established)
loanwords, but a prerequisite for a form to qualify as a borrowing (cf. Poplack
2018).

As Myers-Scotton (1993) refutes morphological integration as a criterion for
distinguishing borrowing from insertional mixing, she makes the division be-
tween the two categories by virtue of recurrence. She asserts that “CS [=code-
switching/mixing] forms have little recurrence value, in contrast with B [=bor-
rowed] forms” (Myers-Scotton 1993: 163) and suggests frequency of occurrence
in absolute and relative values as a reliable criterion. Her book Duelling languages
contains two case studies which operationalise recurrence as frequency. These
studies investigate the realisation of numerals in Shona-English code-mixing and
the use of English because and but as borrowed forms in Shona. The discussion
of the results entails concern regarding relative frequency: like every researcher
dealing with the factor ‘frequency’, Myers-Scotton is eager to know ““how much’
relative frequency is ‘enough’ (1993: 204), and admits that setting the threshold
is an arbitrary decision. Despite the expressed reservation, she views the distinc-
tion between borrowed and switched forms as crucial for the matrix language
frame model because borrowed forms, and not switched forms, are projected by
lemmas tagged for the matrix language (Myers-Scotton 2002: 41).

A discussion of recurrence as a determinant of (established) borrowings would
be incomplete without mention of the pioneering work by Poplack et al. (1988).
The authors perform a large-scale analysis of lone other-language items in a vast
corpus of French-English bilingual speech, of a size unmatched by any other bilin-
gual corpus to date. The usage frequency of a borrowing is related to its social
integration and defined by the number of speakers using it. Established loans -
corresponding to “borrowings” in the terminology adopted in this section — are
thus distinguished by diffusion in the speech community. Specifically, Poplack
et al. (1988: 55) handle borrowed items as widespread loans if they are uttered by
more than ten speakers whose speech is represented in the corpus. The authors
acknowledge that the threshold for this criterion, i.e., ten people, is the result of
an “arbitrary, though rather severe” decision (Poplack et al. 1988: 100). To avoid
a terminological confusion, it is necessary to emphasise that Poplack et al.’s use
of the term “frequency of use” deviates from Myers-Scotton’s considerably: for
Myers-Scotton, frequency of use is the frequency with which a borrowed item
occurs in a corpus of bilingual speech, regardless of the number of people who
utter it. Both conceptions of frequency as a criterion for distinguishing borrow-
ing from mixing have been criticised in a number of studies (e.g., Haust 1995,
Boumans 1998, Muhamedowa 2006, Stammers & Deuchar 2012).
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Whilst one problem with word frequency that Haust (1995: 49), Boumans (1998:
57) and Muhamedowa (2006: 46) identify is that coincidental circumstances such
as the conversation topic and the speech style undercut frequency distribution
in smaller corpora — a common source of material in the field — a more serious
objection is raised by Boumans (1998: 57) and Backus (2013), who assert that a
borrowed word in a specific community can be a switched item for a subset of
speakers of this community. Beyond that, Backus (2013: 29) takes an extreme
position and states that the mixing-borrowing “debate is misguided, because a
foreign-origin word can be both: borrowing and codeswitching [=code-mixing]
are not mutually exclusive like that”. These considerations make Backus (1996:
96-97) and Boumans (1998: 58—-60) abandon the distinction between these phe-
nomena as hopeless. Nonetheless, other researchers, for example, Muhamedowa
(2006), maintain this distinction and rely on listedness as the factor determining
the status of loanwords.

Listedness as a distinctive feature of borrowing is introduced in Muysken
(1995). Muysken (1995: 189) defines borrowing as a process “which involves the
incorporation of lexical elements from one language in the lexicon of another
language”. Hence, he views code-mixing as a supra-lexical phenomenon and
refers to borrowing, whether momentary or established, as a sublexical phe-
nomenon. Muysken’s approach resembles that of Poplack and associates. How-
ever, in Muysken (1995, 2000), the differentiation between established and nonce
borrowings is based on the criterion “listedness”, i.e., being part of a memorised
list. This means that an (established) loanword has to be listed in the lexicon of
a speaker after the corresponding speech community has accepted it. Accord-
ing to Muysken (1995, 2000), conventionalisation may also affect code-mixing.
Namely, specific multiword sequences in the source language can appear in the
recipient language discourse on a regular basis. Multiword loans are common in
monolingual use: for instance, numerous Latin expressions such as ex post, ad
hoc, tabula rasa, anno domini, et cetera have been adopted by many European
languages. Lantto (2015) examines conventionalised word sequences in a situa-
tion of bilingualism. Using data from the Spanish Basque Country, she shows
that Spanish multiword discourse markers are conventionalised to such an ex-
tent that they infiltrate most bilingual conversations. When multiword strings,
represented in the mental lexicon as units, acquire a high degree of diffusion in
the community, they can behave like established borrowings. Thus, care should
be taken in analyses of code-mixing regarding multiword strings because these
strings are also possible candidates for conventionalisation.

Muhamedowa (2006) and Stammers & Deuchar (2012) use the criterion “list-
edness” to differentiate between code-mixing and borrowing. An operationalisa-
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tion of this criterion includes a reinterpretation of listedness as a property of the
mental lexicon: the authors reinterpret it as dictionary attestation. This opera-
tionalisation proves useful especially in the context of long-standing language
contact, such as the situations of bilingualism between Welsh and English (Stam-
mers & Deuchar 2012) and Kazakh and Russian (Muhamedowa 2006). However,
such operationalisation is problematic for languages and varieties spoken in im-
migrant settings in view of the absence of lexicographic sources. In the afore-
mentioned study, Poplack et al. (1988) also considered dictionary attestation as a
possible determinant of social integration of English lexical items in the French-
speaking community. In doing so, they systematically sought the examined En-
glish lexical items in numerous dictionaries of Canadian and European French.
The result of their analysis (Poplack et al. 1988: 58-59) is that dictionary attes-
tation is not a reliable predictor of loanword status: 18% of frequent (i.e., used
by more than ten speakers) English words in French discourse from their cor-
pus were not attested in the corresponding dictionaries. At the same time, some
words listed in those dictionaries had the status of momentary borrowings in
their data. In contrast to this study, Stammers & Deuchar (2012) test listedness,
operationalised as dictionary attestation, and token frequency as predictors of
full morphological integration of English verbs in Welsh and come to the oppo-
site conclusion. In Welsh, the initial consonants of verbs employ soft mutation de-
pending on the lexico-grammatical context. According to the authors, borrowed
verbs achieve full morphosyntactic integration only if they use consonant muta-
tion and thus completely assimilate into the Welsh system. Their analysis shows
that only verbs attested in the corresponding dictionary rely on soft mutation
to a degree comparable with native Welsh verbs. High-frequency verbs that are
not attested in the corresponding dictionary do not employ this morphophono-
logical alternation. Thus only “listed” verbs are considered bona fide established
loans. My interpretation of this result is twofold. For one, Stammers & Deuchar’s
result can possibly be explained by the duration of language contact. In a cross-
linguistic study of foreign lexeme integration, Nortier & Schatz (1988, quoted in
Boumans 1998: 53) argue that the integration of foreign lexemes can be related to
the duration of language contact. They find that in a situation of long-established
contact, as that between Spanish and Quechua in South America, lexeme integra-
tion is higher than in a situation of recent contact, such as that between Dutch
and Moroccan Arabic in the Netherlands. We can assume that English verbs at-
tested in the Welsh dictionary are subject to the examined morphophonologi-
cal alternation because they entered Welsh earlier than current high-frequency
borrowings, which are still not affected by this process. In other words, the lex-
ical items may correspond to different historical layers of the vocabulary and
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can hardly be comparable. Another explanation of the restricted applicability of
Welsh soft mutation to English verbs frequently occurring in Welsh lies in the
nature of stem alternation. Haspelmath & Sims (2010: 216) state that “the effects
of morphophonological alternations need not be found in loanwords”, even if a
particular stem alternation is productive (e.g., Turkish k/g and Indonesian nasal
substitution, ibid.: 219). The examined alternation, like nasal substitution in In-
donesian, might be no longer productive when applied to novel words as such,
which is why unattested frequent English items remain unaffected. Crucially, de-
termining the productivity of the alternation examined by Stammers & Deuchar
(2012) will require obtaining psycholinguistic evidence.

The overview of various approaches to borrowing confirms that there are good
reasons to differentiate between mixed and borrowed forms in a synchronic anal-
ysis of code-mixing. One reason is that borrowed items, whether at the sublexical
or supra-lexical level, apparently have the same status in the mental lexicon as na-
tive items. Hence, ignoring this distinction would result first in a skewed database
and eventually in a misleading analysis of code-mixing. The overview of the stud-
ies tackling the problem of identifying borrowing demonstrates that there is no
single criterion applicable to all contact situations and all databases. Dictionary
attestation is impossible for languages spoken in immigrant communities, for ex-
ample in the Russian-speaking community in Germany. Control over diffusion of
foreign lexemes in the community, a correlate of their social integration, sets the
most demanding requirement for compiling vast corpora of bilingual speech.!*

In this situation, the only feasible criterion is recurrence, operationalised as
token frequency in absolute and relative values. The research reported in the
subsequent chapters will thus consider usage frequency of items at both the sub-
lexical and the supra-lexical levels. That is, I will examine single words, but also
multiword sequences in the bilingual corpus with regard to their usage frequen-
cies since all of them may be possible candidates for social integration in the
speech community.

1.7 Conclusion

In this chapter, I have presented current approaches to the linguistic pattern-
ing in bilingual speech. According to the widely accepted typology articulated
by Muysken, the major types of language mixing include insertion, alternation,
and congruent lexicalisation. Following Muysken, I have argued that there is a

“This is one reason why the findings by Poplack et al. (1988) have not been validated in other
corpora to date.
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correlation between a specific type of mixing in a given community and a par-
ticular constellation of linguistic, psychological and social factors, although the
social conditions of language use take precedence over other factors. For exam-
ple, I showed that in immigrant settings the dominant type of mixing depends
on the bilingual individual’s generational membership in an immigrant commu-
nity, which is in its turn related to the individual’s bilingual proficiency and,
in the end, to their linguistic experience as such. The speech of intermediate-
generation immigrants, who are usually fluent in both the community and the
country language, exhibits variable patterns of insertional mixing, with minimal
and maximal insertions alternating with each other.

Minimal insertion, described as a process whereby content morphemes from
another language are combined with recipient language markers, is a pervasive
process of word incorporation in language contact. There is general agreement
among scholars that this is a default mode of insertional mixing. At the same
time, views vary widely on the nature of maximal insertion, or the occurrence
of embedded-language islands, and the factors contributing to their emergence
in bilingual speech. While the proponents of the Matrix Language Frame model
argue that maximal insertions arise because there is a lack of overlap between
the lexico-grammatical aspects of the equivalent structures in two languages, the
cognitive-linguistics approach to bilingual speech proposed by Backus assumes
maximal insertions to correspond to lexical units in the mental lexicon/gram-
mar. The unit status makes maximal insertions highly accessible to bilingual in-
dividuals in online speech production and hence contributes to their ubiquity
in bilingual speech. I have argued that although this suggestion seems perfectly
plausible, it requires further research and systematic evaluation.

The chapter has also discussed insertion and lexical borrowing as distinct phe-
nomena of bilingual speech. Despite adverse views aired on this dichotomy, most
researchers agree that these are different, though related phenomena and should
thus be distinguished in analyses of bilingual speech. However, controversy ex-
ists over the criteria indicative of lexical borrowing. In light of this debate, I have
presented arguments in favour of the view that recurrence, or frequency of use,
may be operationalised as a reliable diagnostic feature of lexical borrowing.
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2 Usage-based approaches to grammar
and variation

The last two decades have witnessed a remarkable advance in empiricist ap-
proaches to language, whose hallmark is a commitment to psychological realism
in explaining and modelling language and human linguistic behaviour. Among
these approaches, usage-based linguistics is regarded as one of the most fruitful
and rapidly expanding research programmes. In a usage-based view, linguistic
representations emerge and change because cognitive processes, commonly re-
ferred to as “domain-general psychological mechanisms”, operate in language
use. These general and basic capacities of the human brain such as memory, cat-
egorisation, chunking, analogy, cross-modal associations, to mention only the
most relevant ones, affect linguistic representations and patterns of language
structure observed in human linguistic behaviour. For my account of Russian-
German code-mixing, I adopt a usage-based perspective on language and lan-
guage variation. This chapter presents the main assumptions underlying usage-
based theories and thus lays the theoretical foundation for the studies reported in
Chapters 4-6. As it is beyond the scope of this chapter to give a detailed review of
all the premises, findings and insights gleaned from recent usage-based work in
various branches of linguistics, I restrict myself to introducing those tenets and
concepts which are basic to the usage-based approach to code-mixing as being
developed in this thesis.

To set the stage, I start by giving a brief description of linguistic represen-
tations posited by usage-based exemplar models. In light of the focus of this
book on multimorphemic words and multiword sequences (henceforth, multi-
morphemic elements), the following section will scrutinise aspects of their acqui-
sition, comprehension and production. The final section introduces usage-based
approaches to language variation, which is viewed as emergent from competition
between functional linguistic units and communication strategies in interaction.
Additionally, to supply the reader with an illustration of a motive for competi-
tion, I will elaborate on the cognitive process of priming and discuss it in the
light of usage-based models.



2 Usage-based approaches to grammar and variation

2.1 Rich memory for language: Exemplars, networks and
constructions

Usage-based models posit that the language user’s memories of specific language
experiences are stored in the brain as exemplars. A specific language experience
leads to the activation of numerous exemplars along multiple dimensions. This
section will show how exemplars are organised and how new linguistic experi-
ence updates networks of exemplars. Further, it will elaborate on the emergence
of abstract structure, most notably of schematic constructions, through general-
isations over exemplars as an emergent consequence of network organisation.
The usage-based position builds on the fact that the human brain has a very
large mental storage capacity (Sherwood 2012: 126). The brain keeps track of a hu-
man being’s experience through storing detailed information about her specific
experiences as memories. With regard to language, these memories comprise
“phonetic detail, including redundant and variable features, the lexical items and
constructions used, the meaning, inferences made from this meaning and from
the context, and properties of the social, physical and linguistic context” (Bybee
2010: 14; cf. Langacker 1987, 2000). In other words, long-term memory represen-
tations abound in fine-grained information about experience with language.
Usage-based theory holds that linguistic memories are organised as exemplars,
which are representations formed of individual tokens of linguistic experience
(Johnson 1997, Bybee 2001, 2010, Pierrehumbert 2001). Exemplars and their clus-
ters, or clouds, emerge in the process of categorisation, which is a cognitive mech-
anism whereby a new token of experience is compared against an established ex-
emplar with the purpose of determining whether it belongs to the same category.
This process is carried out as follows: If the organism considers a new token of
experience and an existing exemplar the same, the new token strengthens the
existing exemplar. If a token of experience differs from the existing exemplars in
some dimension, it may either fade away or, if reinforced by later experiences,
form the basis for a new exemplar. Similar exemplars are stored near one an-
other to constitute clusters or categories.! In Johnson’s (1997: 146) terms, cate-
gorisation is based on “sums of similarity over each category”. This implies that
a single usage event, or a token of experience, affects multiple exemplar clusters.
In a nutshell, the exemplar model holds that every token of experience, or use,
affects cognitive representation (cf. Bybee & Beckner 2009), although it should
be kept in mind that “an individual exemplar — which is a detailed perceptual

Sherwood (2012: 127) explains the fact that long-term memory traces are stored with memories
of the same type by the need to maintain memory stores searchable for future retrievals.
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memory — does not correspond to a single perceptual experience, but rather to
an equivalence class of perceptual experiences” (Pierrehumbert 2001: 141).

Exemplar models were developed to capture similarity and frequency in per-
ception (cf. Pierrehumbert 2002). However, already Johnson (1997) articulated
the idea that an exemplar model is capable of explaining the production-percep-
tion link. He argues that exemplars include not only auditory properties, but also
articulatory properties. According to Pierrehumbert (2002), a goal for the current
production corresponds to the average properties of the exemplars in a cluster. In
order to produce a certain linguistic item, activation spreads to a group of exem-
plars in an area of the perceptual map. Hence, this type of model can successfully
account for the effects of language exposure on production.

One of the consequences of modelling linguistic representations in terms of
exemplars is that “[e]xemplar representations provide a natural way to allow
frequency of use to determine the strength of exemplars” (Bybee 2006: 717). The
idea that usage events, which are inherently repetitive, can shape the cognitive
representation of language is relatively recent in modern linguistics, but it was
upheld as early as 1880 by Hermann Paul in his Principles of the History of Lan-
guage (cf. Auer 2015). The following passage from Paul conveys the gist of his
version of an exemplar model:

[...] every act of speaking, listening, or thinking adds something new. Even
by an exact repetition of a previous act, some forces of the already existing
mental grammar are strengthened. And even if somebody can look back
on a rich linguistic life there is always the opportunity for something new:
Aside from the introduction of things that were previously unusual in the
language, at least a new variant to old elements may be added. [...B]oth
the attenuation and the strengthening of the old elements as well as the
addition of new ones constantly shift the associations within this system of
representations. (Quoted in Auer & Murray 2015: 31)

We can conclude from the above that the perception-production feedback loop
enables the system to capture the dynamic character of experience by constantly
updating the existing exemplars. Another idea contained in the passage concerns
the fact that, if not reinforced, linguistic memories, just as non-linguistic memo-
ries (Sherwood 2012: 127), may decay (Pierrehumbert 2001) and thereby trigger
a reorganisation of the network (cf. Bybee & Beckner 2009). This scenario is
particularly common in a situation of an ongoing language change (Bybee 2006:
718).
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In an exemplar model, a word in a speaker’s lexicon corresponds to a cluster,
or cloud, of phonetic exemplars which represent the word’s phonetic variants
with information about their linguistic and social contexts. The meaning of the
word is stored in a cluster of semantic exemplars which represent information
about the meaning and context of each token of a word. Together the cloud of
phonetic exemplars and the cluster of semantic exemplars are considered a unit
(for an overview and further details, see Bybee & Beckner 2009, Bybee 2010).
Pierrehumbert (2001) points out that the same remembered tokens may be cate-
gorised according to several schemes. This idea can be illustrated by the phrase
Stand clear of the closing doors, please, whose recollection can involve such cat-
egories as the words and phonemes in the phrase, ‘underground rapid transit’
and, in some speakers, ‘male voice’ and ‘the New York City Subway’.

Usage-based models assume that words and even word strings are linked to
other words and word strings. These relations arise from similarities among
words along phonetic and semantic dimensions (Kruszewski 1995: 101 [1883]),
and are represented in networks of exemplars. The exemplar space, or networks,
naturally provide the capability for generalisation based on similarity (cf. Pierre-
humbert 2002). Generalisations emerge on multiple levels. For example, Bybee
(1985, 2010, 2002b) argues that both morphological relations and morphemes
arise from similarity relations among words grounded in shared semantic and
phonetic features. Specifically, she shows that the internal structure of a word,
such as revitalise, is a result of its relations with other words, including vitalise,
revitalisation, generalise, vital, redo and the like.

Above the word level, word strings are also represented in a network of rela-
tions. Storage is required for word strings which exhibit idiosyncrasies of mean-
ing, such as red herring or make waves, and those which are compositional in
form and meaning but represent conventionalised expressions, such as happy
birthday — and not joyous birthday — or take a decision — and not seize a decision.
In the former case, the necessity to register the string in memory arises from
the unpredictability of its meaning, whereas in the latter case, it results from
the use of a string as a conventional sign for a concept. By virtue of a network
representation, a speaker may retrieve the sequence as a whole and yet main-
tain associations between the sequence and its component parts as independent
words, i.e., the words red, herring, make and waves in the respective examples (cf.
Bybee 2010: 25).

With regard to the storage of complex words and word strings, a usage-based
approach is not concerned with the question whether a complex unit is repre-
sented or not, it rather handles questions concerning “the strength of the rep-
resentation and the strength of its association with other representations, both
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paradigmatic and syntagmatic, all of which are variable” (Bybee 2010: 24; cf. also
Lieven 2010). The strengths of representations and associations, corresponding
to particular units, reflect a language user’s experience with these units and has
been found to correlate with the (frequency) distributions of these units in her us-
age. Specifically, the strength of representation of a linguistic unit, often referred
to as “entrenchment” (Langacker 1987, Croft 2001, Tomasello 2003, Blumenthal-
Dramé 2012), depends on the token frequency of this structure, or its frequency of
occurrence. There is a general agreement among usage-based linguists (e.g., Lan-
gacker 1987: 59; Bybee & Scheibman 1999: 581; Tomasello 2003: 106-107; Bybee
2007: 283; Blumenthal-Dramé 2012: 68) that repetitive sequences are entrenched
to become units. However, even more important is the acknowledgement that
unit status is a matter of degree, since a sharp distinction between units and
non-units is psychologically implausible (Langacker 1987: 59).

As stated above, storing exemplars of words and word sequences which are
similar on one or several dimensions in close proximity to each other in a net-
work enables the emergence of exemplar clusters, or categories. The network
organisation has as a consequence that exemplar clusters develop association re-
lations on the basis of similarity and co-activation patterns. These association
relations in the exemplar space underlie generalisations over exemplar clusters.
Usage-based theories hold that the network organisation of the exemplar space
gives rise to representation of abstract structure, including phonological, mor-
phological and syntactic structure. It must be noted however that the emergence
of abstract knowledge in consequence of generalisation over specific items still
needs further empirical support and theoretical elaboration. Below I will exem-
plify a possible path of emergence of such structure with a case of a syntactic
construction.

Usage-based linguistics regards constructions, defined as “direct form-mean-
ing parings that range from the very specific (words and idioms) to the more gen-
eral (passive construction, ditransitive construction), and from very small units
(words with affixes, walked) to clause-level and even discourse-level units” (The
“Five Graces Group” (2009: 5), cf. Croft 2001, Goldberg 2003, 2006), as basic units
of grammar.

Usage-based analyses (e.g., Boas 2003, Lieven et al. 2003, Goldberg et al. 2004,
Dabrowska & Lieven 2005, Bybee & Eddington 2006, Boyd & Goldberg 2011) have
shown that when similar words differing in some aspect appear in the otherwise
same sequence in the input, exemplar categories for both the invariable and vary-
ing items emerge. While the group of varying exemplars represents a schematic
position in a construction, the group of exemplars corresponding to the invari-
able elements form the fixed slots in a construction. For example, the word se-
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quences in (1) have the word hour as a fixed element, whereas the words adjacent
to it alternate: the items in the initial position are numbers and the items in the
final position denote various acts of travelling from one place to another.

(1) thirty-hour ride
half-hour drive
four-hour flight
two-hour trip
three-hour journey
two-hour hop
three-hour slog (data from Hoey 2005: 16-17)

The range of nouns that occur in the final position is limited, and the semantic
category they belong to is constrained: they all refer to some act of travelling.
My analysis of these nouns in the British National Corpus (BNC, Davies 2004-)
revealed that they occur with the word -hour with the following frequencies:
journey (35), drive (26), flight (26), trip (12), ride (4), hop (0), slog (0). We could
conclude from these figures that the word hour combines with the word journey
more often than with the other words. Following Bybee (2010: 81), we can regard
the sequence -hour journey as a prefab, which is defined as a highly frequent
exemplar that “represents the conventional way of expressing an idea”. Prefabs
provide the basis for the emergence of semantic categories. Semantic restrictions
apply to even more schematic categories (cf. Bybee 2010: 81), such as the category
constituted by the words occupying the first position in the examined sequences,
all of which are numbers. The construction that arises from the specific instances
in (1) in the process of generalisation could be described as NUMBER-hour ACT-
OF-TRAVELLING, where the fixed slot is surrounded by two schematic slots (it is
noteworthy that both slots exhibit differing degrees of schematicity). Even the
word occurring in the second position in the examined sequences may alternate.
Possible alternatives include day, week, month and year. Together with the word
hour, they form the schematic category TIME-UNIT. A broader generalisation re-
sults in the construction NUMBER-TIME-UNIT ACT-OF-TRAVELLING.

As has been shown above, under the exemplar model the representation of
a construction, which may be a fairly broad generalisation, is linked to the ex-
emplars of all specific words experienced in a certain position in that construc-
tion. These item-general links may be maintained even when specific word se-
quences instantiating these constructions grammaticalise (Torres Cacoullos &
Walker 2009). Importantly, the view of constructions as generalisations over spe-
cific exemplars does not mean that items previously unexperienced in a partic-
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ular construction may not be used with it in production. On the contrary, con-
structions are potentially productive (Goldberg 2006, Lieven 2010). Their produc-
tivity depends on the semantic — and sometimes even formal — specifications of
their schematic slots (Bybee 2013: 57-59; see also Zeschel 2010). In other words,
a speaker may extend the use of a construction to new items if their semantic
properties are compatible with the semantic properties of the words that support
the corresponding generalisation. To illustrate this point, I again refer to the
NUMBER-TIME-UNIT ACT-OF-TRAVELLING construction. Hoey (2005) argues that
thanks to this generalisation (his term is “semantic association”), language users
can produce and interpret such sequences as 27-hour meander, 27-week flight and
multi-month odyssey, although they may have never experienced them. The fact
that the knowledge of language encompasses not only simplex words but also
schematic constructions, their specific instances and combinations of schematic
and concrete pieces of language means that language elements are simultane-
ously represented in the mind at various degrees of granularity (Goldberg 2006,
Bybee 2006, Tomasello 2003; see Langacker 1987: 63-76 for the view of gram-
mar as a structured inventory of linguistic units). This means that a language
user may represent a given multiword sequence or multimorphemic word in her
mind as a concrete expression and as an instantiation of some more schematic
construction or constructions.

To summarise, an exemplar model posits that linguistic structure is repre-
sented in the language user’s mind as memories of specific language experiences,
which are organised as exemplars, and simultaneously in the form of generali-
sations over these memories. Exemplars of concrete linguistic expressions are
stored in clusters. Newly experienced instances of language are subject to cat-
egorisation. If they correspond to any of the existing exemplars, they exert an
accumulative effect on this exemplar. If they are not identical but similar to
one or several existing exemplars, they are stored in close proximity to them
and may form a new cluster. Exemplar clusters are organised in networks on
the basis of various associations between them. These associations are due to ei-
ther simultaneous activation or similarity. Schematic constructions may emerge
from these networks as generalisations over exemplars representing concrete
items. A linguistic expression may be simultaneously represented in the lan-
guage user’s mind at multiple levels of granularity. Namely, the language user
may retain the memory of the expression as a whole, the voice that pronounced
it and its intonation pattern, but also the situation in which the expression was
uttered. Furthermore, she is most likely to activate and possibly reinforce the
exemplars corresponding to the components of this expression. These compo-
nents include specific items - i.e., chunks, collocations and single words — and
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instantiations of more schematic syntactic and morphological constructions as
well as the phonetic features and phonological patterns underlying single words
and longer word sequences. Representing structures of varying degrees of speci-
ficity/abstractness is possible because different processes are involved; namely,
representations of specific items rely on patterns of co-activation in language
use, whereas the representation of abstract structure emerges in consequence of
similarity detection and categorisation.

One of the consequences of an exemplar model is that it relates the strength of
a mental representation directly to language use. In order to be able to store lin-
guistic structure, an individual has to encounter and use it on a regular basis. This
is of particular relevance to multimorphemic elements since the language user
can only remember those strings that appear in the input frequently enough. In
the next section, I will show that while some multimorphemic elements may be
memorised as unanalysed holistic amalgams in the process of language acquisi-
tion, representations of other strings may emerge in the mind through chunking,
whereby the existing representations of smaller linguistic items corresponding to
parts of frequently experienced strings are repeatedly co-activated in sequence
to give rise to larger processing units representing the respective sequential in-
formation. I will first describe the learning of multimorphemic elements by rote
in first-language acquisition and will then elaborate on the process of chunking
as the other source for representing these structures in the mind.

2.2 Recurrent multimorphemic elements in language
acquisition and use

A body of evidence has emerged in the last two decades suggesting that everyday
language involves a wide array of fixed multiword, or formulaic, sequences (e.g.,
Corrigan et al. 2009, Schmitt 2004, Wray 2002, 2008, Taylor 2012). However, this
idea was already expressed as early as 1974 by Bolinger.? He asserted, “[s]peakers
do at least as much remembering as they do putting together” (1976; quoted in
Erman & Warren 2000: 29), and argued - in contrast to the views then current
— that the language user stores a large number of complex items. Sinclair (1991)
cast the same idea into the idiom principle and the open-choice principle. He
defines the idiom principle in the following way:

% According to Tremblay et al. (2011) the idea of the unintentional fusion of two or more linguistic
signs into a single unit goes back to Ferdinand de Saussure (1959 [1916], quoted in Tremblay
et al. 2011: 571), for whom fusion was a particular type of agglutination.
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The principle of idiom is that a language user has available to him or her a
large number of semi-preconstructed phrases that constitute single choices,
even though they might appear to be analysable into segments. (Sinclair
1991: 110)

The idiom principle is contrasted with the open-choice principle, positing that al-
most every position in the syntactic structure allows an open choice, i.e., virtually
any word can fill a slot. Sinclair relates the open-choice principle to the so-called
“slot-and-filler models” of grammar (p. 109), such as traditional structuralist (and
generative) grammars. These models, according to Pawley & Syder (1983), cannot
account for native-like, i.e., idiomatic, selection and native-like fluency in sponta-
neous conversation. The authors emphasise that speakers should store abundant
units of clause length (“lexicalized sentence stems” in their terminology) in order
to minimise “the amount of clause-internal encoding work [...and] to attend to
other tasks in talk-exchange, including the planning of larger units of discourse”
(Pawley & Syder 1983: 92). Although the ideas expressed by Bolinger (1976), Paw-
ley & Syder (1983), and Sinclair (1991) lack explicit links to usage-based accounts
of language, they are highly compatible with the usage-based view of grammar
(cf. The “Five Graces Group” et al. 2009). For example, one of the possible factors
that Sinclair (1991: 110) considers responsible for the emergence of the idiom prin-
ciple is “the recurrence of similar situations in human affairs”, which is obviously
a usage-based motivation.> And Pawley & Syder (1983: 208) point out that a large
proportion of fluent stretches in the conversations that they analyse are familiar,
memorized clauses and clause-sequences. This is in line with the usage-based
tenet that a human being’s memory for language is rich.

The observation that large portions of language are available to language users
as prefabricated, or formulaic, units has stimulated research into the nature of
these units and their usage. Extensive studies of formulaic expressions have been
conducted in corpus linguistics and applied linguistics. Whereas studies of spo-
ken language investigate conversational routines (Aijmer 1996, Altenberg 1990,
1998), analyses of large corpora of written texts often centre around the identifica-
tion of prefabricated phrases (e.g., Erman & Warren 2000, Gries 2010, Evert 2005)
and their use in various registers (e.g., Biber & Conrad 1999, Gries & Mukher-
jee 2010). Prefabricated phrases are naturally of particular relevance to linguists
interested in second language acquisition (e.g., Granger 1998, Ellis et al. 2008a,
Biber et al. 2004, Schmitt 2004). And recently, psycholinguistic studies have gath-
ered considerable evidence that language users — both children and adults — have

The other two motivations suggested by Sinclair are “a natural tendency to economy of effort”,
and “the exigencies of real-time conversation” (ibid.: 110).
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allocated representations for strings of concrete linguistic structures and heavily
rely on them in language comprehension and production.

A central tenet of the usage-based approach to multiword sequences and mul-
timorphemic words is that, given a sufficient frequency in a language user’s ex-
perience, a complex expression tends to be entrenched in her mind so that it can
be easily accessed and fluently executed. Some sequences are learnt as holistic
units already during language acquisition, while other sequences may be chun-
ked (i.e., gain an independent representation) later, as experience with language
grows.

Following these observations, the next section first reports findings from the
literature on the use of multimorphemic elements by children learning a lan-
guage, then it introduces chunking as a principle of memory organisation, briefly
indicating some of its consequences for language organisation and use. The final
sub-section outlines some pertinent comprehension and production studies in-
vestigating the processing of multimorphemic elements in adults.

2.2.1 Recurrent multimorphemic elements in first-language
acquisition

A continuous strand of research from as early as 1970s suggests that language
development begins at a very concrete level (see in particular Bowerman 1973,
Clark 1974, Braine 1976, Tomasello 1992, Pine & Lieven 1993, Dgbrowska & Lieven
2005). Considerable evidence has been adduced to date that language acquisition
begins with learning multiword and multimorphemic adult expressions as un-
analysed units (Lieven et al. 1997, Dabrowska 2004, Bannard & Matthews 2008,
Lieven et al. 2009, Arnon & Clark 2011). One reason why children store more than
individual words in their memory is that “they do not hear demarcated words in
the input; words and phrases run into one another and must be detected in the
speech stream” (Bannard & Matthews 2008: 241).

In a diary study of his daughter’s speech, Michael Tomasello (1992) observes
that her first word combinations correspond to unanalysed adult expressions.
He finds that one of the earliest multiword expressions in her speech is whereda-
bottle, which the child produced at the age of around 15 months, aiming at the
adult expression Where is the bottle? (ibid.: 45). Another example is the expres-
sion get-it, which the child started to use around two months later to request
objects that were in sight but inaccessible (ibid.: 72-73). This expression is again
modelled on her parents’ specific constructions, including I’ll get it, Go get it and
You can get it. But unlike wholly rote-learnt utterances such as whereda-bottle,
this expression draws only on the invariable parts of the frequently experienced
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constructions. Tomasello refers to this type of expressions as limited-scope for-
mulae (ibid.: 22).

In a series of corpus studies, Elena Lieven and her colleagues (Lieven et al.
1997, Dabrowska & Lieven 2005, Lieven et al. 2009) demonstrate that productiv-
ity in young children’s utterances is limited, and up to a half of children’s first
300 multiword utterances represent fixed strings. The authors conclude that chil-
dren are learning both single words and word strings, which are learnt as “big
words”. Such word strings are reported to exhibit a high degree of repetitiveness
in the input and are therefore highly learnable. While learnt word strings are
usually subject to a subsequent internal analysis, sufficiently entrenched strings
may remain in the memory unanalysed and be represented as fully lexically spe-
cific strings. Experimental evidence in support of this latter claim has been ob-
tained by Bannard & Matthews (2008), who tested young children’s memory for
familiar word sequences. The authors extracted frequently-occurring chunks in
a corpus of child-directed speech, such as sit in your chair, and matched them to
infrequent sequences, e.g., sit in your truck. Preschoolers’ ability to produce these
sequences was tested in a sentence repetition task. Two and three-year-olds were
significantly more likely to correctly repeat frequent sequences than infrequent
sequences. The authors conclude that children have allocated representations for
sequences of more than one or two words.

Inbal Arnon (2011) argues that children learn word sequences not only because
the latter are highly repetitive in the input, but also because children naturally at-
tend to larger phrases. She regards word strings as good candidates for a Gestalt
process, defined as “the move from large unanalyzed units to the identification
and analysis of smaller more structured ones” (Arnon 2011: 167). She provides
evidence for this claim in a experimental study conducted jointly with Eve Clark
(2011). This work investigates four to six-year-olds’ production of irregular plu-
rals in English, depending on the context in which the irregulars occurred. The
given context involved either a lexically specific frequent frame, e.g., Three blind —
or a general question What are these? The authors found that children produced
72 per cent of correct irregular plurals after lexically specific frequent frames
and only 32 per cent after a general question. These findings imply that children
represent sequences of words, which reflect their language use.

With regard to sequences of lexical and grammatical morphemes, such as in-
flected forms, substantial evidence has been presented that young children learn
them as unanalysed amalgams (see Tomasello 2003: 118-119; and Clark 2009: 190—
193, for reviews). For example, Pizzuto & Caselli (1992) observe this strategy in
three Italian-speaking children (from 1;4 to 3;0 years of age) learning the verbal
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morphology. Specifically, they find that of six possible inflected forms, the chil-
dren used only one form with 47 per cent of all verbs, and two or three forms with
40 per cent, while four or more forms were observed only with 13 per cent of all
verbs, which included highly frequent, irregular verbs, learnt by rote. One impli-
cation of these findings is that children at this age do not use inflectional suffixes
productively, but rather learn combinations of specific verbal stems with partic-
ular inflectional suffixes. In other words, before abstracting the verb paradigm
children start storing those inflected forms whose frequency in the input is high.

In the domain of nominal inflection, Dabrowska (2004) shows that in the
speech of Polish-learning children, the first multimorphemic forms consisting
of a stem and an inflectional suffix of the genitive case appear only with partic-
ular lexical items before they begin to be used productively with other lexical
items some six months later. A similar situation is observed by Pine & Lieven
(1997) in young children learning English determiners. The authors demonstrate
that specific determiners in children’s utterances are closely associated with par-
ticular nouns. This result is interpreted as evidence that children store in their
lexicon/grammar specific sequences consisting of determiners and nouns before
they develop the category of determiner.

Putting the matter in a nutshell, studies of child language have amassed in-
dications that child language acquisition involves rote learning of many highly
specific multimorphemic words and word combinations. However, as pointed
out above, representations of such structures may also emerge in language use
as a consequence of chunking.

2.2.2 Chunking and the mental representation of multiword
sequences and multimorphemic words

Chunking is the cognitive mechanism whereby permanent sets of associative
connections are developed in the long-term memory (Ellis 1996). This mechanism
is responsible for a fast and fluent performance of sequenced actions (Melton
1963). With increasing practice, or frequency, sequences of actions are performed
faster because the sequences are processed as units (Miller 1956, Anderson 1982).
Newell (1990) regards chunking as the overarching principle of human cognition:

A chunk is a unit of memory organization, formed by bringing together a
set of already formed chunks in memory and welding them together into
a larger unit. Chunking implies the ability to build up such structures re-
cursively, this leading to a hierarchical organization of memory. Chunking
appears to be a ubiquitous feature of human memory. Conceivably, it could
form the basis for an equally ubiquitous law of practice. (Newell 1990: 7)
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He points out that people chunk at a constant rate: Every time they get more
experience, they build additional chunks.

The observation that new behavioural routines emerge as experience grows
has been applied to language only recently. Researchers who argue for the rel-
evance of chunking to language are Nick Ellis (1996), Joan Bybee (2002a), and
Christiansen and Chater (2016). Their proposal is that the frequency with which
linguistic units are perceived, or produced, in sequence strengthens associations
between them in the long-term memory. Another mechanism is suggested by
Diessel (2016), who argues that the process behind the emergence of units corre-
sponding to sequential elements is automatisation, which is closely related but
not identical to chunking. He describes automatisation in the following way:

Automatization is the cognitive mechanism whereby controlled processes
are transformed into automatic processes. Almost all sequential activities
start off as controlled processes, but are then often transformed into au-
tomatic processes through repetition or practice. This is a very common
cognitive phenomenon involved in many everyday tasks. Automatization
enables people to perform complex sequential activities with little effort
[...] (Diessel 2016: 19)

It appears that chunking and automatisation are interrelated as both refer to
aspects of complex sequential activities. Diessel (2016: 20) asserts that these pro-
cesses complement each other; namely, automatisation is the process responsi-
ble for the processing of sequential elements and their transformation to units,
whereas chunking is the process behind their storage and organisation in mem-
ory. However, whether it is beneficial to contrast these complementary processes
is a practical and theoretical question. On the one hand, the distinction between
the procedural and representational aspects of sequential actions may provide us
with additional insight into specific properties of these processes.* On the other
hand, if we adopt Melton’s (1963) conception of memory as a continuum of short-
term memory and long-term memory, we have to conclude that a separation
of these processes is problematic because every execution of sequential actions
leads not only to automaticity in performance but also irresistibly strengthens
the corresponding trace in the long-term memory (cf. Hay 2001: 1046). For this
reason I will not treat chunking and automatisation as essentially different pro-
cesses in this work.’

“Diessel (2016) notes that chunking and automatisation are not always distinguished in linguis-
tic literature.
3 Although Bybee (2002a) does not define chunking and automatisation (“automation” in her
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In the domain of second-language acquisition, Ellis (1996) argues that language
learning is concerned with the acquisition of memorised sequences of language
on various levels of linguistic structure. He reviews experimental studies doc-
umenting a reciprocal relationship between short-term memory and long-term
memory in language learning and observes that short-term representation and
repetition are responsible for the development of long-term sequence informa-
tion, whereas long-term sequence representations enable the chunking of work-
ing memory contents (Ellis 1996: 115). The latter circumstance could be inter-
preted as the basis for the development of hierarchical relations between ele-
ments in the process of learning.

The emergence of hierarchical relations in syntax is the focus of Bybee (2002a).
The author reports evidence from the literature that frequently repeated word
combinations undergo fusion, or are chunked, sometimes in violation of tradi-
tional notions of constituent structure. This process is captured by the Linear Fu-
sion Hypothesis: “Items that are used together fuse together” (ibid.: 112; see also
Bybee & Scheibman 1999). In a study conducted in a corpus of spoken American
English, Bybee observes a general correspondence between patterns of sequen-
tial co-occurrence and constituent structure in the domain of the noun phrase
and comes to the conclusion that “the hierarchical structure of language is deriv-
able from the more basic sequential nature of language”.

In a similar vein, but in an more general perspective, integrating language evo-
lution, acquisition and processing, Christiansen & Chater (2016: 15) view chunk-
ing as an essential tool for processing language because it allows the brain to
“compress and record its input into “chunks” as rapidly as possible” and to pass
it to a higher level of representation. Listeners have to act in this way, as Chris-
tiansen and Charter argue, because they are confronted with a massive flow of
linguistic information in face-to-face interaction and memory is limited at every
level of representation. In production, the process is reversed as the memory con-
straints require that “only a few chunks are kept in memory at any given level of
linguistic representation® (Christiansen & Chater 2016: 102). Crucially, this model
directly links chunking and the multiple levels of linguistic representations in the
mind. In other words, chunking is fundamental to language processing and thus
to the organisation of language.

To summarise, individual items processed in sequence are grouped together
into chunks. With increasing practice, the associative links between the repre-

terminology) explicitly, her treatment of these processes rests on their inseparability, as is
reflected in her account of fluent production of recurrent word combinations: “[...] repeated
sequences become fluent because they become automated into a single chunk that can be
accessed and executed as a unit” (ibid.: 316).
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sentations of the individual items become stronger, so that the sequence can
be accessed and executed as a unit. The process of chunking, whereby such se-
quential units emerge, is crucial not only to fluency and the fusion of sequential
elements but also to hierarchical relations in language. The following section
reviews studies which investigate the processing of recurrent multimorphemic
words and multiword sequences and thus presents compelling evidence for their
psychological reality.

2.2.3 Processing of multimorphemic elements
2.2.3.1 Comprehension studies

The impact of usage frequency on the processing of multimorphemic words and
multiword sequences has been the focus of almost four decades of psycholinguis-
tic research. Starting from the early 1970s, experimental psycholinguistics has
richly documented a facilitatory effect of lexical frequency on the recognition of
multimorphemic, or complex, words, but it is only recently that researchers have
developed an interest in the processing of multiword sequences (this is probably
due to the late rise of corpus-based studies). Generally speaking, psycholinguistic
studies confirm the observation that both frequent multimorphemic words and
frequent multiword sequences are processed in a different way than their less
frequent counterparts.

Early studies of lexical access to multimorphemic words, which include in-
flected, derived and compound words, report a correlation between the speed
of access to a multimorphemic word and its usage frequency (Morton 1969, Taft
& Forster 1976, Bradley 1981, Stemberger & MacWhinney 1986; see also Giraudo
& Grainger 2003, Janssen et al. 2008 as examples of some recent studies). But al-
ready Taft (1979) presents evidence that the recognition time for multimorphemic
words is sensitive to both the word’s surface frequency and the frequency of the
word’s base (cf. Burani & Caramazza 1987, Colé et al. 1989, Alegre & Gordon 1999,
Meunier & Segui 1999). To account for the competition between a complex word
and its base morpheme in lexical access, many current models of morphological
representation postulate two access routes for multimorphemic words: a decom-
posed route and a non-decomposed route. In the latter case, a complex word is
accessed supralexically, i.e., directly, whereas in the former case, access is medi-
ated by contact to the decomposed parts of the word, its base in the first place
(cf. Caramazza et al. 1988, Baayen 1992, Frauenfelder & Schreuder 1992, Baayen &
Schreuder 1999, Hay 2001, Blumenthal-Dramé 2012; but see Bien et al. 2011 for an
alternative approach). These models cogently accommodate the effect of a word’s

61



2 Usage-based approaches to grammar and variation

surface frequency by stipulating that holistic storage of a multimorphemic word
is a function of its surface frequency relative to the frequency of its base. In other
words, the higher the frequency of the multimorphemic word relative to the fre-
quency of its base, the higher the likelihood for this word to be accessed directly
and to have an allocated autonomous representation in the mental lexicon. Most
studies investigating lexical access to multimorphemic words provide support
for this frequency effect, even though the overall reported results appear some-
what inconclusive. This confusion owes in part to differences in the types and
functions of the analysed morphemes (e.g., inflectional vs. derivational suffixes),
the typological differences between the investigated languages, but also, as Hay
(2001: 1063-1066) notes, some methodological caveats.

To give an example, several studies which investigate processing of singulars
and plurals® by using lexical decision tasks present conflicting evidence for En-
glish (Sereno & Jongman 1997, New et al. 2004), on the one hand, and Dutch
(Baayen et al. 1997) and French (New et al. 2004), on the other hand. Whereas
in all languages the effect of surface frequency holds for plural forms of plural-
dominant words, i.e., words whose plurals are more frequent than singulars, the
processing of singular forms behaves according to the surface frequency in En-
glish (Sereno & Jongman 1997, New et al. 2004), but neither in Dutch (Baayen
et al. 1997) nor French (New et al. 2004), where it predominantly depends on the
base frequency. The competition between the base and the whole inflected word
was interpreted as an indication of parallel activation of both the storage route
and the decomposed route.

Findings from studies which explore the processing of multiword sequences
are more straightforward, although all of them are based on English data and the
examined multiword sequences vary in length, structure and complexity. This
research relies on diverse on-line methods such as the phrasal decision (or recog-
nition) task (Bod 2000, Arnon & Snider 2010), the word monitoring task (Sosa &
MacFarlane 2002, Kapatsinski & Radicke 2009), the self-paced reading paradigm
(MacDonald 1993, Reali & Christiansen 2007, Bannard & Ramscar 2007, Trem-
blay et al. 2009, 2011) and eye-tracking methods (McDonald & Shillcock 2003,
Siyanova-Chanturia et al. 2011).

According to Jurafsky (2003: 51), MacDonald (1993) was one of the first to show
that the frequency with which two words appear together influences the reading
time of these words in sequence.” She used a self-paced reading task to investi-
gate the factors that determine the reading time of sequences consisting of nouns

%I report the findings on the processing of singulars and plurals here because they are relevant
for Chapter 6, which explores the use of German plurals in otherwise Russian sentences.
" Another study which Jurafsky mentions is Trueswell et al. (1993).
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and words ambiguous between nouns and verbs, such as stores. The interpreta-
tion of the second word as a noun is likely to be evoked if the noun-noun pair is
frequent, such as grocery stores, but not in the case of infrequent noun-noun pairs,
such as warehouse fires. The finding that an inverse relationship exists between
the frequency of a word-pair (bigram) and its recognition was extended by Bod
(2000) to three-word sequences. He demonstrated in a phrasal decision experi-
ment that frequent three-word sequences, which corresponded to subject-verb-
object sentences, such as I like it, were recognised faster than their infrequent
counterparts, e.g., I keep it, when other factors including word frequency, word
complexity, syntactic structure and plausibility are controlled. A reason for this
result, as pointed out by Jurafsky (2003: 62), may be a lack of control over sub-
string bi-gram frequencies. Interestingly, Bannard & Ramscar (2007) could repli-
cate Bod’s (2000) result for sequences of between four and seven words under
control of the aforementioned factors as well as sub-string bi-gram frequencies.

I will not give a concise account of recent research but only briefly raise the
point that the multiword sequences examined in the reported studies vary in
terms of their structure. For instance, Reali & Christiansen (2007) and Arnon &
Snider (2010) as well as the aforementioned studies investigate the recognition of
multiword sequences which exhibit an overlap with the phrase structure. The ex-
amined sequences include such items as a lot of places and I have to pay in Arnon
& Snider’s (2010) investigation, and I-verb chunks, e.g., I met and I liked, in Reali
& Christiansen’s (2007) work. The former study explores the processing of four-
word sequences in isolation, whereas the latter study investigates the compre-
hension of pronominal object relative clauses, of which the target pronoun-verb
combinations are part. Following Tremblay & Baayen (2010), I refer to multiword
sequences of this kind as phrasal multiword sequences. The processing of non-
phrasal multiword sequences is the focus of Tremblay et al. (2011). The authors
adopt Biber et al’s (1999) term “lexical bundle” to refer to multiword strings: “A
lexical bundle (LB) is a relatively common continuous multiword sequence that
may span phrasal boundaries” Tremblay et al. (2011: 572). Although the definition
implies that a lexical bundle crosses syntactic boundaries only optionally, many
of the items examined by Tremblay et al. do not match the phrase structure, e.g.,
in the middle of the. We may therefore refer to them as non-phrasal multiword
sequences. It should be noted, however, that each of the studied items was em-
bedded in a sentential context of two words to the left and to the right, e.g., I
sat in the middle of the bullet train. Unfortunately, no comprehension studies
are known to me which pursue a comparison between phrasal and non-phrasal
multiword sequences as well as their processing in isolation versus in a context.
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Another aspect of multiword sequences that I would like to highlight is the
competition between sequences forming linguistic units and their parts. Kap-
atsinski & Radicke (2009) argue that although a high-frequency multiword se-
quence seems to form a linguistic unit of its own, access to it may be mediated
by competition with its parts. The authors conducted a monitoring experiment
in which participants had to respond whenever they detected the particle up
in a verb-particle combination such as get up. Reaction times sped up with the
frequency of the verb-particle collocation increasing. But the particle detection
decelerated when the collocation frequencies reached the highest values. This
result confirms Sosa and MacFarlane’s (2002) finding that detection of of was
slower in collocations in the highest frequency bin such as kind of. Kapatsin-
ski & Radicke interpret these results as evidence for the storage of only high-
frequency phrases as units in the lexicon and the competition between the part
and the whole for collocations which are not stored in the lexicon. In such se-
quences, detectability of the particle improves with its predictability growing,
given the sequence. These findings are reminiscent of the outlined parallel acti-
vation account of multimorphemic words, which posits a competition between
the storage route and the decomposed route (Baayen et al. 1997, Hay 2001).

In sum, despite the indicated differences in the methodology, the utilized ma-
terial, and the theoretical interpretations, all the outlined studies suggest that
regular multiword sequences, whether phrasal or non-phrasal, leave memory
traces in the brain. This result is consistent with the evidence laid out above that
regular multimorphemic words, whether inflected, derived, or compounded, may
be stored in memory holistically.

2.2.3.2 Production studies

This section outlines psycholinguistic research which established the influence
of frequency on the production of multimorphemic words and multiword se-
quences. In each of these domains, I will first present some relevant findings
from acoustic-phonetic corpus studies and then provide a brief outline of the
most relevant experimental research.

Studies which investigate the production of multimorphemic words in spoken
language corpora are based on the observation that lexical frequency determines
the production of words in spontaneous speech. As a rule, high-frequency words
are subject to phonetic reduction (Bybee 2000) and tend to be pronounced shorter
than low-frequency words (Jurafsky et al. 2001). Studies focusing on the produc-
tion of complex, multimorphemic words not only aim to pinpoint factors respon-
sible for phonetic reduction, but also to scrutinise the (possible) consequences of
this process for the morphological structure of words.
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For example, Keune et al. (2005) examine the variation in the reduction of
Dutch words with the suffix -lijk such as natuurlijk ‘of course’, moeilijk ‘diffi-
cult’ and uiteindelijk ‘finally’, and attribute it to socio-geographic and linguis-
tic factors. The analysis of these multimorphemic words in a corpus of spoken
Dutch reveals that the degree of reduction is the largest for the high-frequency
words natuurlijk ‘of course’, mogelijk ‘possible’ and eigenlijk ‘actually’, whose
reduced forms are [tyk], [mok], [e1k], respectively.® The authors conclude that
these words undergo a process of erosion, which is marked by a loss of morpho-
logical structure and a development towards monosyllabic forms. Alongside fre-
quency, the variation in the reduction of words ending in -lijk is explained as an
interplay among such factors as socio-geographic origin, speech rate, the word’s
position in the sentence and its contextual predictability, measured by mutual
information, which is a frequency-based probability measure of the likelihood
that a word would occur given the preceding word. Schifer’s (2014) analysis of
Icelandic adverbs with the suffix -lega confirms Keune et al.’s result. The main
finding of his work is the effect of lexical frequency on the phonetic reduction
of adverbs in -lega, in the absence of any effect on the part of metrical rhythm.

Bergmann (2012) uses electropalatography, an articulation-based method, to
investigate the influence of lexical frequency and prosodic structure on articu-
latory reduction of n#g-sequences in German compounds such as Zinn#krie-ger
‘tin warrior’ and particle verbs, e.g., ein#geben ‘to enter’. This research focuses
on the effects of word frequency, accentuation and vowel quantity in the first
part of the multimorphemic word. Bergmann’s findings suggest that reduction
of the alveolar nasal is likely in items which are (i) distinguished by high fre-
quency, (ii) contain long vowels and (iii) occur in an unaccented position. The
results were more straightforward for particle verbs than for compounds. Taken
together, the reported findings suggest that lexical frequency is an important
determinant in lexical production (but see Jurafsky 2003, for another interpreta-
tion). Specifically, it influences the duration of a word, the degree of'its reduction
and finally its prosodic and morphological structure.

A number of studies of both spontaneous and elicited speech have recently
presented evidence for the role of frequency in the production of multiword se-
quences. For example, words may be subject to reduction depending on the spe-
cific linguistic context in which they are used. Bybee & Scheibman (1999) find
that the reduction of the contraction don’t — as analysed in a corpus of naturally
occurring conversation recorded by Scheibman in Albuquerque, New Mexico —

#Keune et al. (2005) emphasise that in addition to these highly reduced forms, other, less reduced
forms also exist.
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is influenced by the frequency of multiword sequences of which don’t is part. The
greatest degree of reduction was observed in sequences whose usage frequency
was especially high in the data; these phrases include I don’t know, I don’t think,
I don’t have (to), I don’t want and I don’t care. The authors argue that the reduc-
tion of the middle element in these multiword sequences is possible because the
high frequency of these sequences grants them unit status in the mental lexi-
con/grammar. Corroborative evidence for Bybee & Scheibman’ findings comes
from Bell et al.’s (2003) study, which shows that speakers tend to reduce frequent
function words, such as I and the, in recurrent multiword sequences, or as the
authors put it, in positions in which the word is predictable from neighbouring
words. Unlike Bybee & Scheibman (1999), who interpret vowel reduction in re-
current multiword sequences as conditioned by the holistic representations of
these sequences, Bell et al. (2003: 1021) argue that this process is driven by the
probabilistic relations between words: they contend that “[w]hile some of this
reduction may be due to lexicalization of multiword phrases, some of it is due
to the mental representation of some kind of probabilistic links between words,
since the effects are not limited to frequent collocations”. As is evident from the
above, the two views on the representational status of recurrent multiword se-
quences, namely the localist and the distributed view, were already articulated
in the early literature on the issue.

Especially interesting in regard to the representational status of multiword se-
quences are studies investigating repair and the overall distribution of disfluen-
cies in spontaneous conversation (e.g., Schneider 2014). For instance, Kapatsinski
(2005) reports that how much is repeated in a repair is influenced by the distri-
butional information beyond individual words. The repetition in a repair usually
involves the last word, as in (2a), but sometimes two or even more words, cf. (2b).

(2) a. Ireally appreciated [the, +the] whole, uh, English class

b. The crime level is not as high as it is in other areas [of the, +of the]
city (Kapatsinski 2005: 481)

The extent of the recycle in repetition repairs is investigated as determined by
syntactic constituency and frequency-based probabilities. The results suggest
that how much speakers recycle depends largely on the constituent structure,
i.e., speakers start to repeat from the nearest syntactic boundary. But they tend
to cross that boundary given a high-probability transition (as in 2b). The results
are interpreted as evidence for the representational status of probabilistic links
between words. At the same time, we could entertain the possibility that a high
transitional probability may indicate that the repeated material, whether a sin-
gle word or a multiword sequence, exhibits a high degree of cohesion (for the
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effect of frequency on interruptibility of words, see Kapatsinski 2010). This in-
terpretation would be in line with the observation that cohesive units play an
important role in speech production, as has been shown in analyses of disfluen-
cies (for reviews, see Kapatsinski 2010: 74-75, and Schneider 2014). Outlining this
research, Kapatsinski (2010: 75) states that “[...] interruption is sensitive to cohe-
sion: speech production is more likely to be interrupted at the boundary between
cohesive units than within a cohesive unit”. Schneider (2014) exploits this obser-
vation and conducts a large-scale analysis of hesitation placement in three syn-
tactic contexts. Her results confirm the fact that cohesive multiword sequences
repel disfluencies, but the effect could be observed for multiword sequences in
both the high-frequency and the mid frequency range. This finding tallies with
the observation from language comprehension studies (cf. Reali & Christiansen
2007, Arnon & Snider 2010) that the chunk frequency effect is gradual in na-
ture. Against this background, it is impossible to definitely answer the question
of whether the extent of the recycle in a repair as well as disfluency placement
are conditioned by transitional probabilities between words or whether they are
determined by cohesive production units.

2.2.3.3 Representational status of multiword sequences: speeded
computation vs. holistic retrieval

In this context, experimental studies of language production focusing on the rep-
resentational status of multiword sequences appear particularly promising, since
they allow one to examine the production of multiword sequences when their
frequencies and the frequencies of their parts are controlled for. Other relevant
factors include meaningfulness of a sequence and syntactic constituency.

In one such study, Janssen & Barber (2012) test whether the frequency of a
multiword phrase, such as a noun-adjective combination, determines naming la-
tencies in a language production task. In the noun-adjective condition, Spanish
and French native speakers were asked to name objects in one of ten colours,
using a standard noun phrase in Spanish or French, respectively, i.e., object fol-
lowed by colour. The second condition of the experiment was varied between
the two groups: whereas the Spanish participants were told to name objects cor-
responding to noun-noun combinations, the French participants were asked to
produce a set of determiner-noun-adjective phrases. The latter condition enabled
a comparison between two-word and three-word sequences, and allowed the ex-
perimenters to test the hypothesis that naming latencies for determiner-noun-
adjective phrases are sensitive solely to the phrase frequency and are not influ-
enced by substring frequencies. On the basis of these studies, the authors demon-
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strate that naming latencies for all the examined phrase types were determined
by their respective phrase frequencies. They report the effect of whole-string, or
phrase, frequency in the absence of any effect of the frequency of the component
parts, including the substring frequency (see Tremblay et al. 2011, for a similar
result observed in language comprehension). On the one hand, we can consider
these results to provide indirect support for the localist view on the representa-
tion of multiword sequences, i.e., their retrieval from memory as holistic units.
On the other hand, Janssen & Barber (2012: 10) explicitly do not rule out other
possible explanations, admitting that “[...] phrase frequency effect might reflect
transitional probabilities between individually stored words, [or] the connection
weights between low-level input and higher level output representations [...]”".
Interestingly, Janssen & Barber’s (2012) results disconfirm those of Tremblay &
Baayen (2010), who demonstrate the relevance of both the frequency of a string
and the frequencies of its parts to language production. In an immediate free
recall task, Tremblay & Baayen (2010) investigated the production of four-word
sequences by native Canadian English speakers. In their experiment, participants
were exposed to four-word sequences, and then they were asked to recall as many
sequences as possible. The analysis of correctly and incorrectly recalled four-
word sequences revealed that recall was modulated by whole-string probability
of occurrence, based on varying frequencies of the four words, given the preced-
ing tri-grams. This result supports the conclusion that four-word sequences are
stored as both wholes and parts (cf. the findings of the aforementioned study
by Kapatsinski & Radicke 2009). Crucially, Tremblay & Baayen acknowledge
the fact that it is impossible, by using behavioural data, to answer the question
of whether the whole-string probability effect reflects speeded computation or
holistic retrieval. Therefore, by resorting to electroencephalogram (EEG), they
collected electrophysiological data, which shed light on this controversial issue.
The recorded data indeed revealed that the amplitudes of P1 and N1 waves during
the production of the high-frequency four-word sequences under scrutiny are
comparable with the amplitudes reported for single word processing. This find-
ing suggests that “it is most unlikely that four words can be accessed, let alone
stringed together, within this time frame” (ibid.: 171, emphasis in original). In
other words, Tremblay & Baayen deliver corroborative evidence that recurrent
four-word sequences are retrieved as holistic units in speech production. This
result confirms the localist view, according to which a high-frequency sequence
develops an allocated representation in the long-term memory as a consequence
of its repeated activation, and the frequency with which a sequence is accessed
strengthens the representation of that sequence (cf. Bybee 2010, Hay 2001, Reali
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& Christiansen 2007, Siyanova-Chanturia et al. 2011). However, further experi-
mental evidence is needed to support this view.

In addition to the empirical results challenging the distributional explanation
of the chunk frequency effect, reported for the recognition and production of
recurrent multiword sequences, some scholars have expressed theoretical reser-
vations against this explanation. Recall that the assumption underlying the distri-
butional explanation is that frequent activation of associations between individ-
ually stored words leads to the speeded online computation of these words as a
sequence (cf. Jurafsky et al. 2001, McDonald & Shillcock 2003). That is, associative
links between the items of a sequence become stronger and directly reflect the
frequency-based probability of their co-occurrence. The distributed explanation
of the chunk frequency effect accords well with the more general and widely held
but possibly idealised conception of language users as unconscious statisticians.
Blumenthal-Dramé (2012: 41) raises a number of points of criticism regarding
this view, which basically equates knowledge of language and knowledge of the
statistical structure of language (see p. 36—44 for the critique). Following Bley-
Vroman (2002), she regards the statistical structure of language and frequency
effects as secondary by-products of the semantic and pragmatic dimensions of
language and advocates a functional view, according to which the distribution
of a construction, regardless of its specificity, is determined by its functional role
(cf. Goldberg 2006). At the same time, she acknowledges the challenge of envis-
aging experiments which could effectively investigate frequency and function as
orthogonal factors in the processing of multimorphemic words.

In the domain of multiword sequences, however, there exists some encourag-
ing evidence that function, or meaning, outperforms frequency in the recognition
of idiomatic and compositional multiword units. By using a reaction time task,
Jolsvai et al. (2013) investigate the role of a multiword chunk’s relative meaning-
fulness independently of the chunk’s compositional status. They find that highly
meaningful multiword sequences, exhibiting both idiomatic and compositional
semantics, are processed faster than less meaningful non-phrasal multiword se-
quences.’ The authors show that although chunk frequency is also predictive
of the processing latencies, the meaningfulness of different chunks is the most
important factor determining them. Jolsvai et al. (2013: 696) conclude that “the
meaningfulness of multiword chunks may be as important to their processing
as their distributional properties”. Furthermore, their results offer corroborative

Note that while I reserve the term “non-phrasal multiword sequence”, following Tremblay &
Baayen (2010), Jolsvai et al. refer to these multiword sequences as “fragments”. Another term
for this phenomenon is a “non-phrasal lexical bundle” (Biber et al. 1999, Tremblay et al. 2011).
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evidence for the usage-based hypothesis that both idiomatic and compositional
sequences are stored as form-meaning pairings in the brain (Bybee 2010, Gold-
berg 2003, 2006).

Despite the evidence offered that phrasal multiword sequences have process-
ing advantages over non-phrasal multiword sequences, we may attribute this ef-
fect to syntactic constituency (though this interpretation is at odds with Arnon
& Cohen Priva 2013, who found no effect of constituency on production latencies
for multiword sequences). Syntactic constituency was also the focus of the afore-
mentioned study by Tremblay & Baayen (2010). An analysis of their electrophys-
iological data reveals that phrasal multiword sequences leave memory traces in
both the centro-parietal and the occipito-parietal pathway, whereas non-phrasal
multiword sequences leave memory traces only in the occipito-parietal pathway.
The authors explain this effect in terms of the meaningfulness of a multiword
sequence and not by constituent structure. Tremblay & Baayen (2010: 152) at-
tribute this effect to the fact that “phrases instantiate (relatively) complete con-
cepts compared to non-phrases”. This explanation ties in with the observation
reported by Schmitt et al. (2004) that semantic/functional transparency of mul-
tiword sequences — exemplified by I don’t know what to do and go away, on the
one hand, and in the same way as and aim of the study, on the other hand - is
responsible for higher performance scores in their production, as was found in
a dictation test (in the absence of any correlation between the phrase frequency
and performance).

Taken together, these results suggest that (i) frequent multimorphemic words
as well as idiomatic and compositional multiword sequences tend to be processed
in a holistic manner rather than computed online, (ii) this frequency effect is
gradual in nature and (iii) driven by meaning/function. Beyond the general mech-
anisms underlying the representation of recurrent multiword sequences in the
mind, as discussed so far, are the individual differences in their processing and
use. Studies such as McCauley & Christiansen (2015) report substantial inter-
subject variability in online processing of multiword sequences and attribute it to
individual differences in chunking, i.e., the ability of sequence learning, as well as
to the subjects’ linguistic experience (see also Christiansen & Chater 2016: 192—
194). Crucially, Verhagen et al. (2018) demonstrate that the variation in knowl-
edge of multiword sequences is systematic and results from differing degrees of
familiarity with these sequences. According to the authors, knowledge of specific
multiword sequences varies between social groups as well as between individuals
within these groups and reflects their experience with the specific items. To put
these findings into a broader perspective, I will outline usage-based approaches
to language variation in the next section.
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2.3 Language variation as competition

In this chapter so far, I have dealt with representational aspects of language as
posited by usage-based models. Now I will focus on usage-based approaches to
language variation, which may be regarded as reflecting competition, or inter-
ference, between representations at specific levels of language representation
owing to individual differences in linguistic experience as well as contingencies
of communication.

Usage-based theories of language view variation as inseparable from language
use (The “Five Graces Group” et al. 2009: 9). Linguistic variation is considered to
result from the process of replication of linguistic structures in human communi-
cation. Every time speakers engage in joint actions with each other in a commu-
nity, they replicate, in their utterances, the linguistic structures conventionalised
in their community. But since the communicative process is indeterminate, repli-
cation is never exact and results in variation (cf. Paul 1920{1880], Croft 2000, The
“Five Graces Group” et al. 2009, Poplack & Torres Cacoullos 2014). Yet, in spite of
the acknowledgment of the role of linguistic variation in language use and lan-
guage change, an explicit focus on variation in studies taking the usage-based
perspective on language is rare (cf. Poplack & Torres Cacoullos 2014). This may
be explained by the fact that within this framework, the role of specific variable
patterns of use is often restricted to either indicating linguistic representations
or contributing to change (cf. The “Five Graces Group” et al. 2009: 7). Hence, al-
though most of the aforementioned corpus-based studies give due consideration
to the variability of linguistic structures (e.g., Bybee & Scheibman 1999, Kapatsin-
ski 2005, Schafer 2014, Schneider 2014), only few studies focus on its social cor-
relates (e.g., Keune et al. 2005; see also Lorenz 2014, Zenner et al. 2015, Verhagen
et al. 2018). These studies endeavour to account for the variability of linguistic
functional units by attributing it to both cognitive and socio-cultural factors. An
analysis of variation is thus viewed as an analysis of competitions between mo-
tivations. The challenge of such an analysis lies in the identification of relevant
competing factors and proper functional units involved in the competition.

The social nature of language determines its duality: language is viewed as si-
multaneously existing in individuals and the community of users. Under a usage-
based view, these two levels, despite their seeming separability, are highly inter-
related: “An idiolect is emergent from an individual’s language use through social
interactions with other individuals in the communal language, whereas a com-
munal language is emergent as the result of the interaction of the idiolects” (The
“Five Graces Group” et al. 2009: 15). Although individual idiolects exhibit con-
siderable inherent variability, a large amount of their heterogeneity is orderly.
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Patterned variation pertains to both language use (Weinreich et al. 1968) and
the internal organisation and representation of idiolects (Dabrowska 1997). Pro-
ponents of usage-based approaches to language attribute patterns of linguistic
variation to interactions of representations of specific as well as schematic con-
structions and the general cognitive abilities underlying their acquisition (The
“Five Graces Group” et al. 2009: 15). At the same time, they emphasise the role of
social structure in language variation and change, admitting that linguistic inter-
actions are inevitably determined by social networks (Milroy 1980, Eckert 2000).
This background allows one to consider language variation as a generalisation
based on the behaviours of different individual speakers.

Usage-based theories hold that language use is a continuous decision-making
process in which speaker and hearer produce and comprehend each other’s ut-
terances, deploying particular grammatical structures and functional strategies,
in order to achieve their communicative goals (Bates & MacWhinney 1989, The
“Five Graces Group” et al. 2009, Bybee 2010, Du Bois 2014, MacWhinney 2014,
Christiansen & Chater 2016). As Diessel (2011: 841) puts it, “[t]he sequential deci-
sion-making is at the heart of language use; it determines the language user’s lin-
guistic behavior and the development of linguistic structure over time”. In other
words, the processes of selection, adaptation and emergence, observable in us-
age, originate in the decision-making process (Du Bois 2014: 264-265), and the
speaker’s behaviour is thus a result of competition between different pressures,
or motives (Bates & MacWhinney 1989, MacWhinney et al. 2014). Just as the
decision-making process itself, they operate within an individual, either speaker
or hearer, and partly within the current interactional context.

Brian MacWhinney (2014: 368-370) classifies motives in terms of the dynamic
systems in which they operate. He distinguishes between four dynamic systems:
processing, memory, spatiotemporal processes of social interactions, and envi-
ronment. Two of the dynamic systems, processing and memory, have already
been discussed in this chapter. According to MacWhinney, the dynamic systems
interact and feed each other within particular functional domains, or “arenas” -
e.g., word production, word comprehension, sentence production, sentence com-
prehension, interactional maintenance, group membership and so on - or be-
tween these domains. Competition in these domains usually involves functional
units, i.e., words and constructions of various degrees of specificity, within the
same functional niche, determined by the communicative context, the commu-
nicators’ goals and the grammatical alternatives at their disposal (Du Bois 2014:
266). For example, the decision to code-switch in a conversation would result
from competition in one or several of these domains: (i) the speaker’s goals (for
instance, a wish to create an atmosphere of intimacy), (ii) the appropriateness
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of the interactional setting, (iii) the current context, including activation from
previous lexemes, (iv) conversational cues produced by the co-participant, (v)
estimating the co-participant’s bilingual ability, and (vi) gaps in the speaker’s
lexicon (cf. MacWhinney 2005: 72).

John Du Bois (2014) refers to specific drives, or motives, for competition as
fitness criteria. These criteria “define the fitness landscape for language, deter-
mining what counts as success in the utterance arena” (p. 278). The list of fitness
criteria he distinguishes is reproduced in Table 2.1. Although fitness criteria in
this approach are assigned to categories, which include meaning, cognition, evol-
vability, sociality and aesthetics, this is chiefly done for convenience. As such,
the criteria are multifaceted and may pertain to more than one category. Du
Bois emphasises the necessity to discriminate between fitness criteria and com-
peting motivations. Competing motivations include those fitness criteria which
enter competitions in the utterance arena. The outcome of these competitions
determines the use of particular functional units and the corresponding commu-
nicative strategies in specified contexts. But not all fitness criteria enter compe-
titions directly: “the timeless factors that forever frame the terms of [...] com-
petitions — like clarity and economy - remain unchanged, persisting long after
the winners and losers [among the involved functional units, or communicative
strategies] have been evaluated” (Du Bois 2014: 273). Further, an analysis of vari-
ation from this perspective considers the impact of frequency as a factor that
influences the outcome of competitions between motivations, since motivations
and usage are directly related. Specifically, “[t]he link is forged in the utterance
arena where real competitions play out, leaving myriad marks on vast utterance
populations” (ibid.: 276). I will not elaborate further on Du Bois’ approach to com-
petition, rather, in order to demonstrate how one of the fitness criteria outlined
by Du Bois motivates competitions between functional units, I will briefly intro-
duce the fitness criterion recency, or priming, particularly because it has recently
entered into the focus of attention of usage-based models of language (cf. Gries
2005, Abramowicz 2007, Jager & Rosenbach 2008, Diessel 2011, Bybee & Beckner
2015, Torres Cacoullos 2015).

Priming is a cognitive process, whereby using a given item increases the likeli-
hood of using it again in the subsequent discourse within a short period of time.!
According to Bybee & Beckner (2015), the finding that a recently activated item

0ther most common terms which refer to this process include “recency” (Abramowicz 2007)
and “persistence” (Szmrecsanyi 2006). Peter Auer (p.c.) has pointed out to me that the term
“priming” may imply that a language user is exposed to some external prime, which may not
always be the case in naturally occurring discourse. However, owing to the pervasiveness of
this term in the literature, I will use it interchangeably with “recency”.
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Table 2.1: Conflicting fitness criteria drive competing motivations
(adopted from Du Bois 2014: 272)

Meaning Cognition Evolvability
Clarity Economy Transmissibility
Transparency Simplicity Fidelity/Heritability
Iconicity Ease Recognizance
Analogy Efficiency Learnability
Expressivity Priming Variability
Informativity Memorability Recombination
Generalisation Distinctiveness Viability
Individuation Compositionality Plasticity
Grounding/Indexicality ~Reduction Adaptivity
Monosemy Unification Weak linkage/
Polysemy Binding Double articulation
Pith/Density Arbitrarinesss/Opacity  Fertility

Population dynamics

Mindshare
Sociality Aesthetics
Intersubjectivity Beauty
Cooperation Symmetry
Normativity Resonance
Affiliation Affect
Identity Creativity
Power/Prestige Extravagance
Autonomy Authority
Evaluation Ritual

Play
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is easy to activate again originated in experimental studies of lexical access (For-
bach et al. 1974, Meyer & Schvaneveldt 1971). Levelt & Kelter (1982: 78) account
for priming in the following way: “Reusing recent materials may [...] be more
economical than regenerating speech anew from a semantic base, and thus con-
tribute to fluency”. In the light of exemplar theory, the chance of using an item
depends on the speaker’s experience with this item, which concerns all of the
speaker’s encounters with it - i.e., the item’s cumulative frequency - and the
occurrences thereof in the current context - i.e., its recency (Bybee & Beckner
2015, Pierrehumbert 2001).

Priming effects have also been observed in discourse. While repetition in dis-
course has been the focus of research in the discourse analytic and conversation-
analytical tradition (e.g., Halliday & Hasan 1976, Tannen 1989)11, the scant varia-
tion studies (Poplack 1980a, Weiner & Labov 1983, Poplack & Tagliamonte 1996)
as Szmrecsanyi (2006)'2 puts it, “have stumbled across the phenomenon rather
accidentally when parallelism in surface structure turned out to be a highly effi-
cient predictor of the linguistic choices that speakers make” (p. 28). For example,
Poplack (1980a) examines the retention or deletion of the plural marker -s in
Puerto Rican Spanish and finds that its usage depends on recency. She shows
that the retention of the plural marker is likely if the preceding word is overtly
marked for plural, and the absence of the plural marker on the word is highly
predictable when the previous token lacks the plural marker.

As with studies investigating frequency effects in the domain of morphosyn-
tax, the challenge of appropriately identifying the functional unit of analysis,
which I mentioned in passing above, pertains to corpus studies of priming, as
well. A number of studies investigate priming effects at the level of phonologi-
cally and semantically specific symbolic units, such as inflectional morphemes
(e.g., Puerto Rican Spanish plural morphemes, Poplack 1980a; past tense verb
phrase marking in Nigerian Pidgin English, Poplack & Tagliamonte 1996; English
comparative markers, Szmrecsanyi 2006) and functional words (e.g., English fu-
ture markers, Szmrecsanyi 2006, Columbian-Spanish subject pronouns, Travis
2005), while other studies focus on phonologically unspecified schematic units,
i.e., syntactic patterns (e.g., particle placement in English, Gries 2005, and Szm-
recsanyi 2006), or partially phonologically specified schematic units, i.e., mor-
phosyntactic patterns involving phonologically specific forms (e.g., the passive-

UThis research shows that repetition of words, forms or constructions may be motivated func-
tionally (cf. Haiman 2014). For example, repetition is used to establish textual coherence (Hal-
liday & Hasan 1976). This is not the perspective which I take in the present work.

2Szmrecsanyi (2006: 9-42) offers a comprehensive review of the literature on priming effects at
the crossroads of the existing research traditions.
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active alternation in English, Weiner & Labov 1983; the dative alternation, Gries
2005, and the genitive alternation, Szmrecsanyi 2006). The strength of the ef-
fect seems to change depending on the examined unit’s level of specificity: the
more specific the item, the stronger the effect (Szmrecsanyi 2006: 181-182). Con-
sequently, when examining linguistic choices, caution should be exercised in the
identification of the relevant and psychologically real functional unit of analysis.
This becomes particularly evident when we contrast the traditional research of
syntactic priming with more recent research. In earlier work, scholars have often
attempted to find confirmation for the view that structural priming operates on
the level of highly schematic syntactic representations and overlooked the rel-
evance of functional units at the lexical-specific level (Bock 1986, Szmrecsanyi
2006). This research stands in stark opposition to recent experimental findings
which provide evidence for the lexical nature of syntactic priming (Pickering &
Branigan 1998, 1999, Melinger & Dobel 2005).1* This evidence strongly supports
the usage-based view of grammar as being lexically specific in nature (Lieven
et al. 1997, Goldberg 2003, Tomasello 2003, Bybee 2010, Diessel 2011).

To summarise, usage-based approaches to language hold that linguistic vari-
ation is intrinsic to language because language exists in both individuals and
communities of language users. A speaker’s choice to use, in a specific interac-
tional context, a particular functional unit — such as a word or construction — or a
specific communicative strategy results from a decision-making process, during
which several functional units or communicative strategies compete for selec-
tion.

2.4 Conclusion

In this chapter I presented a theory of language as emergent from language use,
shaped by cognitive processing and grounded in social interaction. The usage-
based theory rests on the fact that a human brain stores detailed information
about individual experience with language. The brain stores elements of linguis-
tic structure in the mental lexicon/grammar on multiple levels simultaneously,
as concrete sequences of words and more abstract constructions. Thus, a lan-
guage user represents in her mind not only words and their parts but recurrent
multimorphemic words as well as multiword sequences, regardless of their se-
mantic structure; that is, their meaning may be fully compositional or idiomatic.
These complex functional units are either learnt by rote in the process of lan-
guage acquisition, or they emerge later through the process of chunking, and

BThis result is corroborated by corpus studies (Gries 2005).
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ultimately through repetition while using them in interactions. Extensive litera-
ture on the processing of multiword sequences and multimorphemic words sug-
gests that they are activated and retrieved as whole, although their constituent
parts may also be activated at the same time, as a consequence of parallel activa-
tion of both the storage route and the decomposed route. As repetition is never
exactly the same, and an individual’s experience with language is unique, both
linguistic representations and linguistic structure are intrinsically variable. An-
other source of language variation are the cognitive and socio-cultural pressures
operating in face-to-face interactions. Hence, a usage-based approach to varia-
tion aims at explaining the variability of linguistic functional units by attributing
it to both cognitive and socio-cultural factors. The subsequent chapters of this
book demonstrate how this approach can be usefully applied to study bilingual
speech (see also Backus 2015, Hakimov 2017 and the articles in the Journal of Lan-
guage Contact special issue “Usage-based contact linguistics: Effects of frequency
and similarity in language contact” Hakimov & Backus 2021a). Specifically, I will
show below that a usage-based approach allows one to analyse the structure of
code-mixing in terms of a tug of war between various factors operating in online
language production, such as competition between holistically stored composite
forms and their parts, recency in discourse as well as perceived similarities and
differences in the structure of the two languages.
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3 Introducing the research participants
and the corpus

Aslaid out in Chapter 1, code-mixing/switching is typically observed in everyday
peer-to-peer conversations in bilingual communities. Data collection in code-
mixing/switching studies thus involves the collecting of recorded samples of
bilingual day-to-day speech! as well as the building of a corpus of these record-
ings and their transcripts (cf. Adamou 2016). According to Backus (1996: 42), the
vast majority of studies analysing bilingual speech are corpus-based although
other data collection procedures are also utilised in the field (see e.g., Kootstra
et al. 2012, Gullberg et al. 2009). Backus (1996: 42) has noted that all of the then
current studies into code-switching/mixing were “at least partially based on an
actual corpus of spoken language data”. This observation may well be still valid
today although a bulk of experimental data have been gathered since then. The
studies reported in this book are no exceptions to this tendency and also draw
on a corpus of Russian-German bilingual speech, which was collected amongst
Germany’s communities of Germans from Russia.

This chapter introduces the Russia-German bilinguals who participated in the
data collection and explains why the speech of Russia German youths and young
adults became the focus of the current research. The chapter describes Russia
Germans as an ethnic group by providing information on their sociolinguistic his-
tory and their situation after repatriation to Germany. I will argue that in a situ-
ation of repatriation, a purely generational approach to the repatriates’ bilingual
language use may fail if patterns of their bilingual acquisition are not taken into
consideration. I will demonstrate that although the immigration generation may
be a reliable predictor of the bilingual ability, it is often overridden by specific
paths of language development, particularly prior to immigration. I will therefore
describe the respondents as a group and individually.

I will start by embedding German repatriation in a context of immigration to
Germany from the Soviet Union and its successor states. I will then lay out the
sociolinguistic history of Germans in Russia in the twentieth century, focusing

!Some scholars, e.g., Travis & Torres Cacoullos (2016), refer to this type of data as “spontaneous”,
or “naturally occurring”, bilingual speech.
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on the development of their languages and the roles thereof in the community.
I will also outline the considerations involved in choosing this group for data
collection and particularly in selecting its members of the so-called intermediate
generation. The subsequent section will be concerned with the Russia-German
youths and young adults who participated in the research as respondents and will
then dwell on the respondent selection criteria and the process of respondent
recruitment. I will then present the participants as a group and describe each
of them in relation to the social networks, in which the recorded conversations
took place. These recorded speech samples formed the corpus that was subject
to analyses reported in the subsequent chapters of this book. The final section
will close this chapter with a conclusion summarising the main aspects of the
research participants.

3.1 Immigration to Germany from the Soviet Union and
its successor states

The political and economic changes in Eastern Europe and Central Asia in the
1980s and 1990s, including perestroika, the dissolution of the Soviet Union as
well as the economic policies of liberalisation in the post-Soviet successor states,
led to social instability and economic hardships. These conditions sparked mas-
sive migration flows within and from the former Soviet Union. Most, but not all
migration flows of the time belong to diaspora migration (Heleniak 2003). The
beginning of emigration in the perestroika period was marked by liberalisation
of the Soviet emigration policy in 1987, which had as a consequence that par-
ticularly representatives of the German and the Jewish diaspora started leaving
the Soviet Union for permanent residence abroad. This process was facilitated by
the immigration policies of the countries of their historical origin, which granted
them a privileged status for immigration (cf. de Tinguy 2003). Crucially, in ad-
dition to the economic instability of perestroika, members of these groups faced
political and economic discrimination in the pre-perestroika period. Along with
these two groups, representatives of other ethnicities also contributed to perma-
nent emigration from the Soviet Union and the post-Soviet successor states in the
wake of socio-economic uncertainties of the 1990s. Most of them settled in the
countries of Northern and Western Europe, North America and Oceania. Among
the immigration countries, Germany experienced the largest influx of former So-
viet citizens; its extent was paralleled, but not equalled by Israel.> Overall, three

*The number of ethnic Germans who immigrated to Germany from the Soviet Union and the
post-Soviet successor states between 1988 and 2000 amounts to approximately two million
people (Lederer 1997), whereas Israel received around one million Jewish immigrants from
these countries in the same time period (Tolts 2009).
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groups of individuals contributed to the immigration from the Soviet Union and
the post-Soviet successor states: ethnic Germans, persons of Jewish origin and
members of other ethnic groups (cf. Brehmer 2007).

Ethnic Germans from the Soviet Union and its successor states constitute the
largest group of immigrants in Germany. The strong migration flow can be ex-
plained by the (West) German policy to regard all ethnic Germans living in Cen-
tral and Eastern Europe as potential citizens. This policy was based on the (West)
German Expellees’ and Refugees’ Law (Bundesvertriebenen- und Fliichtlingsge-
setz) of 1953 as well as on an extensive interpretation of the Constitution (Grund-
gesetz) of 1949 (Article 116), which defines not only former citizens of Germany
(within the borders of 1937) as citizens, but also ethnic German refugees on
the West German territories (Miinz 2003). In 1957, ethnic Germans in the Soviet
Union, but also Albania, Bulgaria, China, Czechoslovakia, Hungary, Poland, Ro-
mania and Yugoslavia were officially proclaimed German nationals and began
to be referred to as Aussiedler ‘repatriates’. Upon being granted, the Aussiedler
status guaranteed them the same access to benefits as had been conferred on
post-war expellees as well as the right to acquire German citizenship immedi-
ately after arrival to (West) Germany (Miinz 2003). Already between 1950 and
1988, 62,023 persons of German descent left the Soviet Union for residence in
Germany, but the mass emigration of Germans from the Soviet Union began af-
ter the liberalisation of the Soviet emigration policy in 1987. The following decade
saw an unprecedented immigration flow of approximately two million russland-
deutsche Aussiedler (‘German repatriates from Russia’) and accompanying family
members without German ancestry (Lederer 1997). After a change in the legisla-
tion, repatriates who emigrated to Germany after January 1st, 1993 began to be
officially called Spdtaussiedler ‘late repatriates’. A more widely used term is Russ-
landdeutsche ‘Russia Germans’ (with russkie nemcy being its Russian equivalent,
cf. Meng & Protassova 2017). Because this term is a self-designated name, I will
use it throughout this thesis.

Although the term “Russia Germans” may imply that members of this group
have a full command of the German language, including German dialects spoken
in the former Soviet Union, this may not always be the case. As has been widely
reported, Russia Germans exhibit varied patterns of bilingual language acquisi-
tion and use prior to emigration (Berend 1998, Meng 2001, Riehl 2017, Worbs et
al. 2013). In this regard, a differentiation ought to be made between the pre-war
generations and the post-war generations: while the pre-war generations were
German-dominant at the time of emigration, the post-war generations’ primary
or only language was in most cases Russian (see section §3.2 for further details).
Notably, the post-war generations made up the lion’s share of Germany’s Russia
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Germans in 20113 (Worbs et al. 2013: 41). This fact allows the conclusion that the
majority of Russia Germans can be well considered part of Germany’s Russian-
speaking community (cf. Meng 2001, Roll 2003, Brehmer 2007).

Jewish immigrants constitute the second group of Russian-speaking immi-
grants in Germany. The resolution of the Conference of the Interior Ministers
of the Federal States (Innenministerkonferenz) from January 9th, 1991, added per-
sons of Jewish descent from the former Soviet Union and their family members
to the list of quota refugees. This measure, in connection with the Law Relating
to Humanitarian Aid for Refugees (Gesetz iiber Mafinahmen fiir im Rahmen hu-
manitdrer Hilfsaktionen aufgenommenen Fliichtlinge, HumHiG), enabled persons
of Jewish descent from the post-Soviet states, excepting the three Baltic states,
to immigrate to Germany. Hence, 209,134 Jewish immigrants and their family
members from the post-Soviet states came to Germany between 1993 and 2018
(BAMF 2020: 96). The addition of 8,535 persons of Jewish origin who immigrated
to Germany before 1993 results in a total influx of 217,669 people (BAMF 2020).
As Russian is either the first or the primary language of Jewish immigrants in
Germany (cf. Brehmer 2007: 166), they are considered part of Germany’s Russian-
speaking community in its full amount (for an overview and further literature
on Jewish immigrants in Germany, see Remennick 2017).

The last group of Russian-speaking immigrants includes citizens of the post-
Soviet successor states who are living in Germany. Whereas the majority of them
are foreign nationals, some of them have in the meanwhile acquired German
citizenship. These individuals include au pairs, labourers, students, scientists,
spouses in mixed marriages, etc. The varied legal and social status of these mi-
grants challenges their systematic quantification (cf. Brehmer 2007: 166). Table
3.1 reports the numbers of citizens of the post-Soviet states living in Germany
in 2018. As can be seen from the table, Russian citizens make up the largest part
of migrants from these countries. As in the case of the aforementioned Jewish
community, Russian is the first or the second language for Russian citizens (cf.
Marten et al. 2015). Regarding the citizens of the other states listed in Table 3.1, we
cannot rule out the possibility that citizens of Belarus, Ukraine and Kazakhstan
have a fluent command of Russian and citizens of Moldova and the Transcauca-
sian states have at least some knowledge of Russian (Gasimov 2012b).* The rea-
son for this assumption is the Soviet language policy to promote Russian as “a
single language in the formation of a unified, industrialized nation state” (Greno-

32011 was the second year of the data collection in this project.
*The volume edited by Gasimov (2012a) offers an outline of Russification processes in the Rus-
sian empire and the Soviet Union, covering their sociohistorical aspects.

82



3.1 Immigration to Germany from the Soviet Union and its successor states

ble 2003: 1). According to the 1989 Soviet census, 81 per cent of the population re-
ported fluency in Russian as either their first or their second language, although
Russians comprised only one half of the population (cf. Grenoble 2003: 2). We
could thus assert that at least for some part of non-Russian immigrants from the
post-Soviet successor states, Russian may be a lingua franca for communication
between fellow immigrants (cf. Levkovych 2012). Yet, as Brehmer (2007: 167) cor-
rectly notes, it is hardly possible to draw valid conclusions about language use
from governmental statistics, such as in Table 3.1, he therefore considers nation-
als of the post-Soviet states living in Germany, with the exception of Russian
citizens, as potential speakers of Russian.

Table 3.1: Nationals of the post-Soviet states (without the Baltic states)
living in Germany in 2018 (adopted from BAMF 2020: 276-278)

Country Number of individuals
Russia 254,325
Ukraine 141,350
Kazakhstan 46,740
Armenia 27,275
Azerbaijan 26,270
Georgia 25,775
Belarus 22,980
Moldova 20,375
Total 565,090

Overall, in the period between 1952 and 2018, at least 2.8 million Russian speak-
ers migrated from the Soviet Union and its successor states to Germany, of whom
only 2.5 per cent arrived in Germany before 1988. These migrants include 2.5 mil-
lion (Spdt-)Aussiedler, 17.5 thousand Jewish immigrants and 254 thousand Rus-
sian nationals living in Germany. Together with the citizens of Ukraine, Kaza-
khstan and Belarus registered in Germany, a total of at least 3 million people
were living in Germany in 2018 who were likely to have a fluent command of Rus-
sian.’ Russian speakers thus constitute one of the largest linguistic minorities in
Germany. However, it should be kept in mind that Germany’s Russian-speaking
community is highly heterogeneous, consisting of persons with diverse social
and ethnic backgrounds (although being united by similar cultural experiences

5This count could not consider the former nationals of the Soviet Union and its successor states
who have acquired the German citizenship as well as the deceased persons.
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in the Soviet Union and its successor states, cf. Gasimov 2012b, Levkovych 2012).
On this account, the case studies reported in the subsequent chapters investigate
the speech of only one group, i.e., russlanddeutsche (Spdt-)Aussiedler, being by far
the largest group among Germany’s Russian speakers.

3.2 Russia Germans and their languages prior to
emigration

Most Russia Germans arrived in Germany through 1990s and the beginning of
2000s. Prior to their emigration, their linguistic situation was similar to that of
other linguistic minorities in the Soviet Union and its successor states. Berend
(1998: 3) describes it as stable German-Russian bilingualism, involving regular
code-switching and code-mixing. In a language proficiency survey involving 130
ethnic Germans from the post-Soviet states, she finds that most of them were
proficient in Russian and German, usually a German dialect, but on rare occa-
sions standard German. However, as was mentioned in the previous section, their
language repertoires varied considerably, depending on the generation to which
they belonged. Several studies (e.g., Dietz & Hilkes 1993, Berend 1998, Meng 2001,
Riehl 2017) have noted that Russia Germans born before World War I (WWII)
reported and demonstrated the ability to speak a Russia German dialect and Rus-
sian, whereas the post-war generations had no or a very limited command of
Russia German, and some knowledge of standard German, which they learnt
at school. Berend (1998: 55) observes a correlation between her respondents’ age
and their multilingual competence: the younger the respondents, the higher their
proficiency in Russian and standard German and the lower their knowledge of
a German dialect (cf. Table 3.2). The speakers’ competence in standard German
also positively correlated with the duration of education (ibid.: 56-57). It must
be noted in this regard that 8-year secondary education had been extended to
10-year education throughout the country by the 1960s, and we can certainly
assume that in areas with large proportions of ethnic Germans, they learnt stan-
dard German as a foreign language at school. However, considering the fact that
foreign language teaching in the Soviet Union was aimed at teaching only basic
comprehension skills, school leavers were barely fluent in standard German (cf.
Ivanova & Tivyaeva 2015: 309).

Two main factors contributed to the pre-war generation’s ability to speak at
least one variety of German: for one thing, most Russia Germans belonging to
these generations grew up in German-speaking cities and settlements (cf. Berend
1998); for another thing, the Soviet language policy of the 1920s allowed and even
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prescribed the use of German as the language of administration and a means of
instruction in the public schools of the country’s German-speaking areas (such
as the Volga German Autonomous Soviet Socialist Republic), though sometimes
both German and Russian were used in these domains (cf. Meng 2001, Riehl 2017).
However, the situation changed radically already in the late 1920s and early 1930s
(cf. Mukhina 2007): German clergy fell victim to the Soviet policy of elimination
of religion, and some wealthy German farmers and well-to-do peasants, who
were then referred to as kulaks and considered class enemies, were prosecuted
and banished to Kazakhstan or Siberia as a consequence of the dekulakisation pol-
icy. Further repressions followed: already before WWII, German communities in
the European part of the Soviet Union, being accused of collaborating with Nazi
Germany, were transported to Siberia and Kazakhstan and forced to live there in
special guarded settlements (Kommandaturaufsicht); during WWII, many of the
deportees, mostly males but also females, were conscripted into labour columns
(Trudarmee or Trudarmija) and sent to labour camps in the north of Russia and
the Ural region. Although the police surveillance in the guarded settlements was
abandoned in 1955, it is not until 1964 that Soviet Germans were partially reha-
bilitated and allowed to return to their former homes. Since the deportations of
the 1930s, Russian began to oust German from the public sphere. Hostile atti-
tudes toward Germans and all things German, including the language, persisted
in the Soviet Union for decades, long after the end of WWII, and resulted in the
socio-economic discrimination against the German minority. Although the situa-
tion eased slightly during the 1960s, the German language, being still stigmatised,
was relegated to the private domain (Berend 1998: 49; Blankenhorn 2003: 21).

Another factor which facilitated the shift in language dominance in the after-
war generations is urbanisation. Berend & Riehl (2008) report that 85 per cent
of Russia Germans were living in rural areas in 1926, and the proportion sank
to 50 per cent in 1979 (p. 23). This statistic is corroborated by Meng’s (2001: 83)
study of Russia Germans’ linguistic biographies: of 42 interviewed Russia Ger-
mans born between 1948 and 1972, only one person reported growing up in a
German settlement, 19 interviewees grew up in cities, and 22 respondents spent
their childhood in multilingual settlements. Hence, the aforementioned histori-
cal events, particularly the dissolution of the established German-speaking set-
tlements, and socio-economic factors directly affected Soviet Germans’ language
use: after WWII most of them were living outside German settlements and thus
“in an unstable linguistic situation, which [in many cases] led to a gradual attri-
tion of German and to its eventual loss” (Berend 1998: 20, my translation).

The correlation between the generation to which a Russia German person
belongs and a specific language acquisition pattern holds for all the recently
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reported surveys of Russia Germans’ language use, even despite some hetero-
geneity across the studies with regard to two aspects. Some researchers (e.g.,
Berend 1998, Meng 2001) collected data in Germany, whereas other scholars (e.g.,
Blankenhorn 2003, Riehl 2017) gathered data from respondents in Russia. More-
over, studies vary slightly as to the classification of generations, or age groups,
particularly with regard to the parameter “birth year”. For example, Meng (2001)
identifies six age groups and specifically differentiates between two groups, or
generations, of children: “children of preschool age” (Vorschulkinder), born be-
tween 1984 and 1992, and “school children” (Schulkinder), born between 1976
and 1986. In contrast, Riehl (2017) distinguishes between four generations, the
youngest of which includes Russia Germans born after 1975. In Table 3.2, I repro-
duce Riehl’s (2017) approach to relating the four generations of the interviewed
Russia Germans to reported language acquisition patterns.

Table 3.2: Language competence across generations in the Russia Ger-
man diaspora in Russia (adopted from Riehl 2017)

1. Generation 2. Generation 3. Generation 4. Generation
born before 1932  born between born between born after 1975
1932 and 1952 1952 and 1975
L1 Russia German Russia German Russian; (passive ~ Russian
dialect dialect with competence of
markers of German dialect)

attrition; Russian

L1 standard German standard German

(rudimentary)
L2 Russian (partly standard German standard German
as an as an as an
interlanguage) interlanguage interlanguage at

various levels

The gradual shift from German to Russian, which is characteristic of the Rus-
sia German post-war generations, is easily identifiable in the table. Interestingly,
although the generation born between 1932, namely before WWII, and 1952 is
distinguished by simultaneous bilingualism, they, in their turn, “did not actively
transmit German to their children” (Riehl 2017: 22). The next generation, i.e., gen-
eration three, roughly corresponds to Meng’s (2001: 20) generation four, called
“young parents, born between 1948 and 1972, mainly between 1955 and 1969” (my
translation). Albeit half of this generation reports German (usually a dialect) to
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be their first language, and one third claims to have simultaneously acquired Ger-
man and Russian in their early childhood, 93 per cent of Russia Germans belong-
ing to this generation asserted a better command of Russian than German prior
to emigration (Meng 2001: 36). It therefore comes as no surprise that they spoke
almost exclusively Russian with their children (Meng 2001: 35). Their children -
they correspond to Meng’s (2001) group two (“schoolchildren”) and Riehl’s (2017)
generation four, born after 1975 — as is shown by these studies, almost invariably
acquired only Russian as their first language, albeit they may have been exposed
to either a German dialect or standard German in their childhood (cf. Meng 2001:
35). Indeed, four of my research participants who repatriated at the age of seven
or older have reported remembering their speaking German (probably a dialect)
in their families. It is impossible to say though what their proficiency in that lan-
guage, or its dialect, was and how the input they received could be described in
terms of its quality and quantity. Additionally, more than a half of my research
participants attended secondary school in the Soviet Union or in any of the post-
Soviet successor states prior to their emigration to Germany. Therefore, they
might have learnt German as a foreign language and may thus have had (lim-
ited) exposure to standard German. However, considering the duration of the
secondary education that they received in their countries of origin and the afore-
mentioned fact that the focus in foreign language teaching up to the mid 1990s
had been largely on passive skills, we may hardly expect that they were fluent
in standard German. The members of this group were either children or adoles-
cents when they resettled in Germany with their parents. In the next section, my
focus will be on these speakers as a specific immigrant group.

3.3 Research participants: Russia German youths and
young adults

3.3.1 1.5-generation Russia German immigrants

As outlined in the previous section, young Russia Germans, born in the late 1970s,
1980s and early 1990s, were socialised in Russian (cf. Meng 2001: 106) and inte-
grated into the Russian-speaking community (cf. Roll 2003: 275). As most young
Russia Germans were fully accepted in the social contexts prior to emigration, in
the majority they had “neither any knowledge of German language and culture
nor of modern or even postmodern German society” (Roll 2003: 272; for further
details, see Dietz & Roll 1998). Learning the German language was thus the main
challenge that they faced upon emigration and a key factor influencing their so-
cioeconomic status and prospects. This challenge was even greater for children
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who had not yet developed a full command of Russian, their first language (cf.
Meng 2001: 106-152). This demanding situation is typical for immigrants of the
intermediate, or 1.5, generation. These are individuals who moved to a host coun-
try as children or adolescents, i.e., between the ages of 5 to 18, usually following
their parents and/or other family members. Backus (1999b, 2006) uses the term
“intermediate generation” to refer to these individuals (cf. chapter 1.3.1), whereas
Remennick 2017, employs the shortcut “1.5”. According to Remennick (2017), no
agreement exists among scholars on the age bracket defining the 1.5-generation,
but most researchers acknowledge the unique character of immigrant experi-
ence typical of this generation: it differs from the experience of both the first
generation (their parents) and the second generation (children born in the host
country).

1.5-generation immigrants are well suited to collecting bilingual speech sam-
ples because most of them are proficient in both languages (cf. Backus 1992: 43;
Halmari 1997: 36-38; Boumans 1998: 160-167). For example, Turkish 1.5-genera-
tion immigrants in the Netherlands have been found to have neither a prefer-
ence for Turkish, the origin country language, nor a preference for Dutch, the
host country language (Backus 2006: 201). This view is very much in line with
research on nativelike attainment, according to which nativelikeness, defined
as L2 learners’ performance that corresponds to the range observed with na-
tive subjects, is found even among learners whose age at immigration is in the
late teens (Birdsong 2009: 121). Another argument in favour of collecting speech
of 1.5-generation immigrants for investigating code-mixing is a relatively high
frequency of code-mixing in their speech. For example, Backus (1999b: 263) re-
ports that of the three generations of Turkish immigrants in the Netherlands,
representatives of the 1.5-generation produce twice as many mixed sentences as
the second-generation immigrants and about three times as many as the first-
generation immigrants.®

These observations motivated the data collection for building a bilingual Rus-
sian-German corpus in the first place. The goal was to record samples of naturally
occurring bilingual speech prod