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ABSTRACT 

India is the country which is dependent on agricultural filed where the economic status 

entirely or partially depends on this. Selection of crops is the major phase in agricultural 

planning or for cultivation. But selection of crops depends on various factors such as climatic 

conditions, market-price, production rate etc. We can improve the agriculture production in 

our country by using machine learning models which is applied on different sectors of 

farming. With improvement in the machine learning models the ability to improve the 

prediction of crop yield is also high. In this paper we use techniques of advanced regression 

such as Kernel Ridge, Lasso, E-net and polynomial regression algorithms to detect yield and 

stacked regression conception to enhance the algorithms used for better prediction. This 

paper mainly uses squared error loss. In addition a user friendly web application is developed 

for better predictions. 

 

Keywords:-Crop yield prediction, lasso, kernel ridge, e-net, polynomial and stacked 

regression. 

 

INTRODUCTION 

Artificial Intelligence is used in machine 

learning as an application. Machine 

Learning is defined as understanding the 

structure of the given data and apply the 

machine learning models on data which 

can be understood and utilized by people. 

Machine learning is used in various fields 

such as image and voice recognition, 

online fraud detection, email spam and 

malware filtering, traffic prediction, 

product recommendation, medical 

diagnosis etc. Agriculture is the principal 

work which is vital for one’s living and 

makes a significant contribution in 

employment. As the growth rate of 

population is increasing the need for 

production of crops is also more which is 

giving a great pressure nowadays on the 

agriculture system. But due to many 

internal and external factors farmers are 

facing difficulties in every phase of 

production of crops which is leading to the 

decrease in the yield of all crops.  

 

Traditional methods of agricultural 

production has great disadvantages as the 

time passed and resulted in great loss of 

not only crop yield but also resulted in 

fertility od soil and many other factors. 

And the unnatural techniques developed to 

increase the yield have great side effects on 

the global warming. The problem faced by 

Indian agriculture is the lack of proper 

technology usage to get desired output. 

There are many techniques which can be 

applied in agricultural sectors such as 

artificial intelligence, deep learning, IoT, 

data mining, machine learning etc. 

Machine Learning is the advanced 

techniques used in modern agriculture 

industry. So we use advanced machine 

learning models to overcome the 

productivity of crop and several other 

problems. Machine learning in agriculture 

is used in various aspects such as for 
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disease and weed detection, species 

identification, quality of the crop and 

mainly to detect the yield of a crop. 

The previous papers used the simple 

machine learning techniques such as 

Support Vector Machine, Random Forest, 

Linear regression etc., where these models 

had more percentage of errors and less 

accuracy of prediction. The features which 

were used are climatic conditions such as 

rainfall, sunlight and agricultural factors 

such as soil type, fertility of soil, nutrients 

possessed by soil etc., which are heavy 

features to apply for the machine learning 

models and gives us more errors. The issue 

is that we need to collect the data from all 

throughout the country and give it to third 

party to do the forecast and to get clarified 

to the farmer, which necessitates a great 

deal of labor on the farmer’s part but where 

the farmer does not understand science and 

technology. So to make it easy, this paper 

we use factors such as state, district, crop, 

season area and year for the prediction of 

that crop and develop a web application 

which can be used directly by the farmers. 

The data for this research is acquired from 

the Indian Government Repository which 

contains about 2.5 lakhs observations 

telling which crop is suitable in which 

state and for the particular season. Using 

this data the crop yield can be predicted for 

all types of crops [vegetables, fruits, pulses, 

cereals, paddy etc.] for every state and for 

all types of season. We use techniques of 

advance regression- Lasso, E- net, Kernel 

ridge, Polynomial Regression and further 

stacking is done on all these models 

combined together for enhanced accuracy 

and to minimize error. 

 

LITERATURE SURVEY 

Pavan Patil (2020, February) [1] have 

created a system by adding more attributes 

and ameliorate the results, which improves 

the yield and can recognize several patterns 

for predictions by using classification 

algorithms Decision Tree and K- Nearest 

Neighbour (KNN) algorithms. 

Sujatha Terdal (2019, August) [2] have 

used three methods- K-Nearest 

Neighbour(KNN), Support Vector 

Machine(SVM) and decision tree 

algorithms and have used three datasets- 

clay dataset, precipitation dataset and 

production dataset. Python programming 

and spyder tool are used to implement these 

algorithms. The mean absolute error is 

used to compare performance along with 

cross validation and precision to get the 

expected result. 

 

Shivani S. Kale (2019, December) [3] 

describes the development of a different 

crop yield prediction model with ANN 

(Artificial Neural Network), with 3 layer 

neural network. This paper uses Rectified 

Linear Activation unit and uses forward 

and backward propagation techniques. This 

yield prediction helps the farmers for 

better decision making about crop 

harvesting. The model also suggests the 

success rate for the crops inputted by 

farmers. 

 

M. Kalimuthu (2020) [4] it helps the 

beginner farmer by guiding them for 

sowing reasonable crops using a supervised 

machine learning algorithm that is Naïve 

Bayes Gaussian classifier with boosting 

algorithm to detect the crop at high 

precision of 97%. This model helps to 

predict the seed as an output for the given 

input parameters. 

 

Dr. Y. Jeevan Nagendra Kumar (2020) [5] 

the machine learning models used are- 

Random Forest, Naïve Bayes Classifier 

and decision trees. The yield of the crop is 

predicted by using the factors such as 

temperature, humidity, pH, rainfall, crop 

name. Use of Random Forest as main 

model gives the highest accuracy of 

predicting the yield of the crop and aids the 

farmers in deciding which crop to cultivate 

on the land. 

Ramesh Medar (2019, March) [6] it helps 

in implementing the crop selection method 
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which helps in solving many agriculture 

and farmers problems by using Naïve 

bayes Classifier and K-Nearest Neighbour 

(KNN). These techniques help in getting 

maximum crop yield. Sensor technologies 

are implemented which helps in getting 

maximum yield rate of the crops and help in 

selecting proper crop for cultivation. 

 

METHODOLOGY 

 
 

Pre-processing 

It is the process of preparing a raw data for 

making the data suitable for the model 

used. Pre-processing helps in removing or 

filling the null values and missing values. 

Robust Scaling is used here for applying 

the pre-processing on the data because the 

dataset contains numeric value which uses 

normalization and put the values in terms 

of 0 and 1. 

 

Split the dataset 

After doing pre-processing on the data split 

the dataset into two sets- training sets and 

testing tests. Training sets are used for 

training the machine learning models and 

testing sets tests the machine learning 

model to predict the outcome. For the 

methodology used here we need to again 

split the training sets into two sets- train 

and holdout. 

 

Apply machine learning models 

Train the selected base models that is 

kernel ridge, E-net and polynomial 

regression with the first part of the training 

set (train). Then test them with second 

part(holdout) iteratively for all the dataset. 

Now the predictions obtained from the 

second part(holdout) will become the 

inputs to train the higher level learner meta 

model. Here the meta model is the lasso 

regressor. 

 

LASSO Regressor 

LASSO stands for Least absolute 

shrinkage and selection operator. It’s a 

unique method of regression analysis 

which does variable selection as well as 

regularization to improve the precision of 

the forecast. It is used when there are more 

number of features because it performs 

feature selection automatically. 

 
where, 

λ denotes the amount of shrinkage. 

 

Kernel Ridge Regression 

Non-parametric form of ridge regression is 

known as kernel ridge regression. It 

combines ridge regression with other 

techniques using the kernel ruse. This 

algorithm aims learn a function int the 

space included by respective kernel and 

data by minimizing the squared loss with a 

squared norm regularization. 

 
where, 

X-the data matrix, 

XT-the transpose of X 

λ-the conditioning factor I-the identify 

matrix 

y-a vector of values of the dependent 

 

Efficient neural network(E-net) 

The E-net (Efficient Neural network) 

allows for real time pixel-by-pixel 

semantic segmentation. E-net is up to 12 

times faster than current versions, uses 75 

times fewer FLOP’s, has 79 times fewer 
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parameters and has equivalent or better 

accuracy. 

 

Polynomial Regression 

It is a sort of statistical regression analysis 

that models the relationship between the 

independent variable x and dependent 

variable y as nth degree dependent 

variable in x, a polynomial. Polynomial 

regression denoted E(y|x), matches a noon 

linear relationship between the value of x 

and the conditional mean y and function 

E(y|x) is linear for the unknown 

parameters estimated in data. So it is also 

called as multiple linear regression. 

 

Stacking Regression 

It is an ensemble machine learning 

algorithm. It is a technique for creating 

linear combinations of various predictors to 

increase prediction accuracy. To evaluate 

the coefficients in the mixture, cross 

validation data and least squares under non- 

negativity constraints are used. Here the 

predictions obtained by other models are 

stacked linearly combined together. 

 

Output 

Root Mean Square error is the output 

metric used in this paper. When the models 

were implemented separately, E-net had a 

4% error, lasso had a 2% error, kernel ridge 

had 2% error and polynomial regression 

had error around 2.5%. All together the 

percentage error was more than 1% before 

stacking and it became less than 1% once 

the stacking is applied. The farmer can 

enter the necessary parameter over the web 

application and can get the prediction as 

depicted in fig. 

 

 

CONCLUSION AND FUTURE WORK 

Crop yield detection has been a exigent 

issue faced by farmers as it led to the 

decrease in economy for India. When 

stacked regression is used, the results are 

far superior than when the models were 

used individually. The output depicted is a 

web application where specified 

parameters are passed and crop yield is 

predicted. The developed web page is user 

friendly and the accuracy of the 

predictions are more than 75 percent. 

 

The future work is to construct an 

application in which agrnomists can use 

the application and transform the complete 

structure in their native or zonal language. 
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