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Key message We propose new methods to predict genotype × environment interaction by selecting relevant environ-
mental covariates and using an AMMI decomposition of the interaction.
Abstract Farmers are asked to produce more efficiently and to reduce their inputs in the context of climate change. They 
have to face more and more limiting factors that can combine in numerous stress scenarios. One solution to this challenge is 
to develop varieties adapted to specific environmental stress scenarios. For this, plant breeders can use genomic predictions 
coupled with environmental characterization to identify promising combinations of genes in relation to stress covariates. One 
way to do it is to take into account the genetic similarity between varieties and the similarity between environments within 
a mixed model framework. Molecular markers and environmental covariates (EC) can be used to estimate relevant covari-
ance matrices. In the present study, based on a multi-environment trial of 220 European elite winter bread wheat (Triticum 
aestivum L.) varieties phenotyped in 42 environments, we compared reference regression models potentially including ECs, 
and proposed alternative models to increase prediction accuracy. We showed that selecting a subset of ECs, and estimating 
covariance matrices using an AMMI decomposition to benefit from the information brought by the phenotypic records of the 
training set are promising approaches to better predict genotype-by-environment interactions (G ×  E). We found that using a 
different kinship for the main genetic effect and the G ×  E effect increased prediction accuracy. Our study also demonstrates 
that integrative stress indexes simulated by crop growth models are more efficient to capture G ×  E than climatic covariates.
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Introduction

Climate change is expected to increase the frequency and 
intensity of drought and heat stress and has been shown to 
already affect wheat yield in Europe (Brisson et al. 2010). 
The need to limit nitrogen input to reduce ground water 
pollution also results in more stressing conditions. Wheat 
being one of the three main staple crops, it is necessary to 
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increase its performance although the environment becomes 
less favourable. Selecting new varieties adapted to these new 
environmental conditions seems to be a viable alternative 
(IPCC 2013; Parent et al. 2018; Asseng et al. 2019). How-
ever, the multiplicity of environmental conditions prevents 
the evaluation of the selection candidates in all environments.

The use of molecular markers to predict the performance 
of potentially unphenotyped individuals thanks to genomic 
selection (GS, Meuwissen et al. 2001) models could help 
breeders to identify efficient varieties for a given environ-
ment. But in contrast to standard GS models, in which the 
genetic value is considered to be the same in any environ-
ment, we need to predict the genotype-by-environment inter-
actions (G ×  E). Recent theoretical developments based on 
the mixed model theory were proposed in that sense using 
training sets phenotyped in multi-environment trials (MET). 
It was first proposed to model G ×  E by attributing envi-
ronment-specific marker effects (Schulz-Streeck et al. 2013; 
Lopez-Cruz et al. 2015; Crossa et al. 2016) or by modelling 
environmental covariances (Burgueño et al. 2012). In other 
studies, environmental covariates were introduced in the GS 
model (Heslot et al. 2014; Jarquín et al. 2014; Malosetti et al. 
2016; Ly et al. 2017, 2018), which allows predictions in new 
environments. In these last studies, environments are charac-
terized by environmental covariates (EC) which are directly 
introduced in the statistical model as in a factorial regression 
(Denis 1988) or are used to estimate covariances between 
environments. Environments with similar stress covariates 
are indeed expected to result in similar G ×  E pattern. Usu-
ally, a crop growth model (CGM) is used to simulate the 
phenological stages of the varieties, and the ECs are defined 
according to relevant stresses that are supposed to have an 
effect at critical growth stages (Brancourt-Hulmel 1999, 
2000; Lecomte 2005). However, the available physical and 
climatic descriptors can be far from what the crop experi-
enced in the field. Ly et al. (2017) proposed to use output 
of the CGM as EC and showed that it could capture more 
G ×  E variance than pedo-climatic EC.

We propose here to derive CGM outputs, specifically 
defined to reflect the stress experienced by the plants. It 
might be valuable to adapt the CGM with the objective of 
producing stress covariates as close as possible to what the 
crop experienced in the field. Another improvement to the 
existing models would be to define optimum subsets of ECs 
which best capture G × E. In the existing literature, tens of 
climatic ECs are indeed included in the statistical model 
(with the exception of Ly et al. 2017, 2018 who considered 
only one EC). This might be a problem, because depend-
ing on the genotypes and environments that are considered, 
the ECs responsible for G ×  E will not necessarily be the 
same. Therefore, it may be interesting to select a subset of 
ECs to better model the covariance between environments. 
Another important point is that in the models proposed so 

far the estimation of covariance matrices is solely based on 
molecular markers and ECs, and so do not benefit from the 
information present in the phenotypic data collected in the 
MET. The G ×  E observed in the dataset, and for instance 
modelled with an additive main effect and multiplicative 
interaction (AMMI) decomposition, could be used to better 
estimate covariances. Finally, we supposed that the QTLs 
explaining the genetic main effect can be different from the 
QTLs explaining G ×  E and so we proposed to use a differ-
ent kinship matrix for the two effects.

The objectives of the present study were to evaluate and 
improve prediction accuracy of G ×  E in a MET of elite 
winter wheat composed of 42 environments and 220 varie-
ties. For this, we tested four possible improvements of the 
standard G ×  E models. First, we used the SiriusQuality 
CGM (Martre et al. 2006; Martre and Dambreville 2018) to 
derive integrative ECs reflecting the stress experienced by 
crops. Second, we selected subsets of ECs capturing most 
G ×  E variance. Third, we used an AMMI decomposition 
to improve the estimate of covariances between varieties 
and between environments using the phenotypic records 
available in the training set, in addition to markers and ECs. 
Fourth, we used a different kinship matrix for the main 
genetic effect and the G ×  E effect.

Materials and methods

Genetic material, genotyping and relatedness

We used a wheat panel composed of 220 European elite vari-
eties of winter wheat (Ly et al. 2018; Rincent et al. 2018; 
Touzy et al. 2019). It was genotyped with the TaBW280K 
high-throughput genotyping array described in Rimbert 
et al. (2018). This array was designed to cover both genic 
and intergenic regions of the three subgenomes. Markers with 
minor allele frequency (MAF) below 5% or with heterozygo-
sity or missing data rate above 5% were removed. Markers in 
strong linkage disequilibrium (LD) were filtered out using the 
pruning function of plink (Purcell et al. 2007) with a window 
of size 100 SNPs, a step of 5 SNPs and a LD threshold of 0.8. 
Eventually, we obtained 34,464 polymorphic high-resolution 
SNPs, with an average missing data rate of 1.0%. Missing 
values were imputed as the marker observed frequency.

Genotype of individual i at marker l ( Mi,l ) was coded as 1, 
0.5, or 0 for homozygote for an arbitrarily chosen allele, het-
erozygote, and the other homozygote, respectively. Genomic 
relatedness (kinship) between individuals was estimated fol-
lowing VanRaden (2008):

Ki,j =

L
∑

l=1

(

Mi,l − pl
)(

Mj,l − pl
)

b
,
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 with b =
∑L

l=1
pl ×

�

1 − pl
�

 , pl being the allelic frequency 
of the reference allele in the corresponding diversity panel, 
L the number of markers.

Phenotypic data

Experimental designs and growth conditions

The panel was phenotyped for yield and heading time in 
a multi-environment trial composed of 42 environments 
located in France between 2012 and 2016 (Supplementary 
Table S1). These 42 environments correspond to 26 combi-
nations of years and locations, with two treatments for 16 of 
them. Among these 16 combinations of years and locations, 
three had an irrigated (WW) and a rainfed (WD) treatment, 
one had a well-watered (WW) and a rainout shelter (RO) 
treatments, and 12 had a high-nitrogen (HN) and a low-nitro-
gen (LN) fertilizer treatments. For all environments except 
Cle16RO and Cle16WW, the replicates were composed of 
six blocks to which the varieties were attributed according 
to their earliness (split plot design with maturity as whole 
block treatment factor and genotype as sub plot treatment). 
Four check varieties were present in each block. One of the 
drought experiments was carried out under rainout shelters 
with an irrigated treatment next to it (Pheno3C phenotyp-
ing platform). For these two environments (Cle16RO and 
Cle16WW), the genetic material was slightly different: 228 
individuals were phenotyped, with an overlap of 166 varie-
ties with the panel used in the other environments. These 
genotypes were divided into eight groups of earliness, result-
ing in 8 blocks in the field, and a p-rep design was used (64 
varieties were replicated twice in addition to the 4 checks 
present in each of the 8 blocks.)

Crops were sown at the recommended date and density 
at each site (Supplementary Table S1). Heading time was 
determined when 50% of ears were visible. At ripeness 
maturity, grains were collected using a combine harvester 
and grain yield was corrected to 0% moisture content.

Computation of adjusted means and estimation 
of heritabilities and variance components

The statistical models used to compute adjusted means and 
estimate generalized heritabilities (Cullis et al 2006) were 
defined to reflect the different experimental designs. In each 
environment with two replicates, 2-dimensional P-spline 
mixed models as implemented in the R package SpATS 
(Xose Rodriguez-Alvarez et al. 2018) were used, includ-
ing the block and possibly the repetition as fixed effects. 
This spatial model adjusts for both global and local trends 
simultaneously. In the other environments, spatial effects 
were only corrected for replicate and block effects using 
the checks and if present the partially replicated varieties. 

The different statistical models used are presented in Sup-
plementary Table S2.

Estimation of the variance components in a two‑stage 
analysis

The adjusted means obtained above were used in a second 
stage together with their variance matrix to compute the 
environmental, genetic and interaction variances, as pro-
posed in Smith et al. (2001): Ŷij = � + Ej + Gi + GEij + �ij , 
where Ŷij is the adjusted mean of variety i in environment j 
estimated as above, and Ej , Gi and GEij are random environ-
mental, genotype and interaction effects, respectively. The 
residuals had the following distribution �ij ∼ N

(

0,E�2
e

)

 , with 
E−1 = diag

(

V−1
)

 , V being the covariance matrix computed 
at the first stage (Smith et al. 2001). ASREML-R (Gilmour 
et al. 2009) was used to estimate the variance components.

Environment data

For each environment, daily statistics on temperatures, radia-
tion, precipitation and ETPs (Penman potential evapotranspi-
ration from a crop canopy (mm/day) computed with Penman 
equation) were collected at close meteorological stations. 
These meteorological stations were next to the experimental 
site for most environments, and few kilometres away for the 
others. Altitude, longitude and latitude were also available. 
Management practices including sowing date, fertilization, 
irrigation and harvest date were available (Supplementary 
table S1). Soils were characterized for most environments 
by an estimate of soil depth, a texture analysis of the first 
layers (0–30 cm and 30–60 cm), and an analysis of the con-
tent of organic matter and nitrogen during winter. When soil 
information was missing, it was taken from the ARVALIS 
soil database.

AMMI analysis and extraction of a subset 
of environments and varieties

AMMI analysis of the full dataset

The AMMI decomposition is based on the following statisti-
cal model:

 with Yij the adjusted mean of variety i in environment j, �j 
the mean of environment j, Gi the effect of variety i, aik is 
the genetic score of variety i on axis k, bjk is the environ-
mental score of environment j on axis k, �k is the singu-
lar value of axis k, and �ij are the residuals assumed to be 
independent and normally distributed. A weighted AMMI 

Yij = �j + Gi +

K
∑

k=1

�kaikbjk + �ij,
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could have been applied to this dataset (Rodrigues et al. 
2014), but taking the weights into account in the mixed 
model analysis resulted in similar results, so we considered 
that an unweighted AMMI was sufficient to model G ×  E 
efficiently. The AMMI decomposition was based on three 
axes, capturing the most consistent interactions. These three 
axes captured 62% of the residual variability from the main 
effects model, which we believed to represent real G ×  E 
only and not error.

The interaction terms of the AMMI decomposition can 
be written as follows: ΦAMMI = AΛBt , where A is the matrix 
of size (NG × 3) of genetic scores, B is the matrix of size 
(NE × 3) of environmental scores, and Λ is the diagonal 
matrix of size (3 × 3) with the singular values of the three 
axes on its diagonal.

Distances between the genotype-by-environment inter-
activity for varieties ( DG ) and between the same interactiv-
ity for environments ( DE ) were computed as the Euclidean 
distances between rows and columns of ΦAMMI , respectively.

Sampling a subset of varieties and environments

Because of the important redundancy in the dataset and to 
limit computational time, it was reduced to a combination of 
156 varieties and 20 environments. This sampling was based 
on the Ward (1963) hierarchical clustering of DG and DE , as 
implemented in the R package hclust. 156 groups of varie-
ties were defined, and one variety was randomly sampled in 
each group, leading to a subset of 156 varieties. The same 
procedure was applied to the largest of the two clusters of 
environments, which was sub-clustered in 15 groups. This 
resulted in a subset of 20 environments (5 in group 1, and 
15 in group 2), composed of 15 combinations of year and 
location, five of them having two treatments and ten others 
having only one treatment. All the analyses described below 
were applied to this subset with NG = 156 and NE = 20.

Similarly to the full dataset, an AMMI analysis was done, 
distance matrices DG and DE were computed and a hierarchi-
cal cluster analysis was applied to this subset.

Covariance between the interactivity of varieties ( KAMMI ) 
and between interactivity of environments ( WAMMI ) could 
then be computed as:  KAMMI = 1G −

DG

max(DG)
 and 

WAMMI = 1E −
DE

max(DE)
 , where 1G and 1E are matrices of 1 of 

size (NG × NG) and (NE ×NE), respectively.

Environmental characterization using a crop growth 
model

Each environment was characterized by environmental covari-
ates (EC, hereafter ‘covariates’) calculated from daily weather 
data and by variables (as in Heslot et al. 2014; Jarquin et al. 
2014) and stress indices simulated by SiriusQuality. Because 

environmental conditions, and traits associated with envi-
ronmental resilience, may have positive or negative effects 
depending on the developmental phase at which they occur 
(Tardieu 2012; Brancourt-Hulmel et al. 1999, 2000; Lecomte 
2005), the environmental covariates (ECs) were calculated for 
each relevant developmental phase simulated in each environ-
ment by SiriusQuality.

Predicting development stage with the wheat crop growth 
model SiriusQuality

We used the wheat crop growth process-based model Siri-
usQuality (Martre et al. 2006; He et al. 2012; Martre and 
Dambreville 2018; https ://www1.clerm ont.inra.fr/siriu squal 
ity/) that uses a modified version of the phenology model 
introduced in Jamieson et al. (1998). It was used to predict 
developmental stages of a virtual variety representative of the 
average earliness of the panel and dry mass stress indices. Soils 
rootable depth, silt, clay and sand percentages, and organic 
matter content were available for most environments.

The genotypic parameters of the phenology parameters of 
SiriusQuality (P, phyllochron; SLDL, day length response of 
leaf production; VAI, response of vernalization rate to tem-
perature) of a virtual genotype representative of the average 
earliness of the panel were estimated based on the average 
heading date observed in the multi-environment trial using 
the Bayesian approach proposed in Rincent et al. (2017). It 
resulted in a root mean square error of 2.6 days. The model 
predicted for each environment the following stages based on 
the Zadoks scale (Zadoks et al. 1974): GS30 (pseudo stem 
erect), GS39 (flag leaf ligule just visible, male meiosis), GS55 
(heading), GS65 (flowering), GS71 (grain water ripe, end of 
endosperm cell division) and GS91 (physiological maturity).

Estimation of climatic stress covariates

Two kinds of covariates were used to characterize the envi-
ronmental conditions applied to the panel. The first kind of 
covariates are statistics on meteorological data by devel-
opmental stage (Supplementary Tables S3). These covari-
ates are environmental characteristics, which do not take 
into account the physiology of the plants (except the aver-
age development stage of the panel). Seventy four of these 
covariates were estimated for each environment. Two of 
these covariates (ndt0f and st0f) had no variability and were 
removed.

Simulation of water, nitrogen and temperature stress 
with the crop growth model SiriusQuality

For the second kind of covariates, SiriusQuality was 
used to integrate the effect of environmental conditions 
on daily biomass production and to calculate ECs that 

https://www1.clermont.inra.fr/siriusquality/
https://www1.clermont.inra.fr/siriusquality/
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integrate the response of the crop to the severity of the 
stresses and their interactions (Supplementary Table S4). 
A daily dry matter stress index (DMSI) that directly 
relates the impacts of temperature, drought and N deficit, 
alone or in combination, to daily biomass loss was calcu-
lated as the ratio of actual to unlimited total aboveground 
biomass accumulation on that day:

where Bact is the biomass simulated under actual conditions 
and Bunl is the biomass simulated under unlimited tempera-
ture, water or N conditions. DMSI may range from 0 for very 
severe stress conditions with no biomass production to 1 
for unstressed conditions with potential biomass production.

In order to calculate the DMSI, the source code of 
SiriusQuality was modified to enable it to execute each 
day simulations with the crop status under actual condi-
tions from the previous day and with actual and unlim-
ited temperature, water, and N, alone or in combination. 
Therefore, each day the model was executed five times. 
For unlimited water conditions, water limitation was 
removed by adding enough water to each soil layer to 
raise its moisture content back to field capacity each day. 
For unlimited N conditions, N was added to soil profile 
to provide the crop with sufficient N resources to fulfil its 
demand. For unlimited high-temperature conditions, sim-
ulated daily maximum canopy temperatures were capped 
to a temperature of 25 °C and simulated daily minimum 
canopy temperatures were reduced by the same amount to 
keep the daily canopy temperature range unchanged. Can-
opy temperature was modified instead of air temperature 
as SiriusQuality uses the former to simulate crop devel-
opment and growth. For each developmental phase, the 
sum, maximum and average values of each DMSI were 
calculated. We could then integrate or take the maximum 
of these stress indexes for each developmental stage or 
for the whole crop cycle. SiriusQuality was also used to 
estimate the quantity of available nitrogen in the soil for 
each developmental phase, the nitrogen nutrition index 
(NNI, Justes et al. 1994) at flowering, and the post-flow-
ering uptake of nitrogen. SiriusQuality produced 71 ECs 
in each environment (Supplementary Table S4). Four of 
these covariates (SQ_SF_Nfh_max, SQ_SF_Nhm_max, 
SQ_SF_Nfh_mean and SQ_SF_Nhm_mean) had no vari-
ability and were removed.

In total, 139 covariates were estimated in each envi-
ronment, they were centred and scaled, and compiled in 
a matrix Ω of dimension (NE × 139).

DMSI(d) =
Bact(d) − Bact(d − 1)

Bunl(d) − Bact(d − 1)

Estimation of an environmental covariance matrix using EC

We used the matrix of ECs (Ω) to estimate a covariance 
matrix between environments (W). In a first version of W, 
we applied the approach of Jarquin et al. (2014) in which all 
the ECs were used to estimate the covariance matrix (Wall). 
Environments with similar stresses are assumed to have 
similar G ×  E patterns. To compute Wall, we proceeded in 
two steps: first we computed the Euclidean distance matrix 
between environments ( DΩ ) with the matrix of environmen-
tal covariates (Ω), and then the covariance matrix was com-
puted as: Wall=1E −

DΩ

max(DΩ)
.

Prediction objectives and the corresponding 
cross‑validation schemes

Four prediction objectives were considered: the prediction 
of observed varieties in observed environments (oGoE) or in 
new environments (oGnE), and the prediction of new varie-
ties in observed environments (nGoE) or in new environ-
ments (nGnE). oGoE consists of predicting missing values 
in a multi-environment trial. This typically corresponds to 
the situation faced by breeders when some observations are 
missing in their trial networks. oGnE and nGoE are more 
ambitious because predictions are made in an environment 
or for a variety without any phenotypic information on it. 
nGnE is the most ambitious scenario, because both the 
variety and the environment are unobserved (no phenotypic 
record).

To evaluate the performance of the prediction models in 
these four situations, four cross-validation schemes were 
defined: CVrandom, CVnewG, CVnewE and CVnewGE.

oGoE was addressed by the CVrandom scheme, that is a 
fivefold cross-validation, in which the folds were randomly 
sampled from the dataset. oGnE was addressed by the CVnewE 
scheme, in which a new combination of year and location is 
predicted. This was a leave-one-out scheme, with the constraint 
that the two treatments of a same combination of year and loca-
tion were both in training or both in validation. In other words, 
there were 15-folds, each fold corresponding to a combination 
of year and location. That way we took into account the fact 
that the two treatments in a year/location combination were not 
independent. nGoE was addressed by the CVnewG scheme, 
with a division in fivefolds consisting in five randomly selected 
groups of varieties. nGnE was addressed with CVnewGE 
scheme: here, the varieties were divided in fivefolds and the 
environments were divided in 15-folds, corresponding to the 
15 combinations of year and location. So, in total this scenario 
had 5 × 15 = 75 folds.

Prediction accuracy was computed for each fold and 
each environment as the correlation between predic-
tions and adjusted means in the validation set. For each 
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cross-validation scheme, the total procedure was repeated 
10 times to get robust estimates of prediction accuracy.

Selection of environmental covariate 
subsets and use of AMMI scores to improve 
genotype‑by‑environment interaction predictions

In addition to the use of DMSI as stress covariates to better 
capture G ×  E, we present in this section three main ways to 
improve prediction accuracy in the context of G ×  E. First, 
we propose to select a subset of ECs efficient to capture 
G ×  E variance, instead of using all ECs without any filter-
ing. In the second proposition, AMMI scores for varieties 
and environments were used to get a W estimate closer to the 
observed G ×  E. Finally, we propose to evaluate the interest 
of using a different kinship matrix for the main genetic effect 
and the interaction effect, to take into account the fact that 
different QTLs can be involved in the two effects.

Improving the G ×  E predictions by selecting ECs for better 
W estimate

The idea here is that depending on the dataset, this will 
not necessarily be the same ECs that will be responsible 
of G ×  E. Therefore, like for molecular markers in classi-
cal genomic prediction models, we can expect some of the 
variables to have a very low or no effect at all. In that case, 
it seems reasonable to select subset of variables. This would 
be also a way to deal with the strong redundancy present in 
the Ω matrix (139 ECs for 20 environments). This subset 
of ECs was determined in order to get an environmental 
covariance matrix (Wsel, estimated as above but with a subset 
of ECs) the most correlated to WAMMI. For this, a stepwise 
forward procedure was applied to the 139 ECs: at each itera-
tion, the EC that generated the highest increase of correla-
tion between Wsub and WAMMI was added to the subset (Wsub 
being the matrix W obtained with the subset of ECs). We 
considered that Wsel was obtained when the increase of cor-
relation was below 0.01.

To illustrate the interest of using crop models to derive 
integrated ECs capturing G ×  E, we applied the procedure 
to the subset of 72 climatic ECs, to the 67 integrated ECs 
and to the full set of 139 ECs, and compared the correlations 
between Wsel and WAMMI in the three cases.

Using AMMI scores for varieties and environments to better 
model G × E.

The AMMI decomposition presented above is an efficient 
way to determine the main G ×  E trends in the dataset. The 
advantage of the resulting covariance matrices ( KAMMI and 
WAMMI ) is that they reflect the observed G ×  E and not only 
the a priori knowledge we have on the varieties (markers) 

and environments (ECs). These two covariance matrices can 
then be used to produce a G ×  E covariance matrix using a 
simple Kronecker product: KAMMI ⊗WAMMI . Using KAMMI 
instead of K in the interaction term is also a way to take into 
account the fact that the QTLs underlying the genetic main 
effect and the interaction effect can be different. Therefore, 
we suppose that using a different kinship matrix for the two 
effects can be valuable.

Of course, in practice, the AMMI decomposition could 
be only applied to the training set. As a result, the genetic 
and environmental scores of the unobserved varieties and 
environments would be unknown. So, these scores need to 
be predicted to be able to estimate KAMMI and WAMMI for the 
full dataset (training and validation sets). For this, we fitted 
a genomic prediction model on the genetic scores, and a 
regression model on the environmental scores. These models 
can then be used to predict the scores of the new varieties 
and new environments using their marker and EC profiles 
(see next section for more details).

Statistical models used to make predictions 
in the cross‑validation scenarios

In the first kind of models, varieties were related using the 
kinship matrix but there was no sharing of information 
between environments:

INE
 is an identity matrix of size the number of environments, 

and ⊗ is the Kronecker product. In model EG, the prediction 
of a variety is the same for any environment. In model EG_G 
× E, G ×  E is taken into account, but there is no sharing of 
information between environments. As a consequence, this 
second model is only applicable to scenarios CVrandom and 
CVnewG.

In the second kind of models, the clustering of the envi-
ronments in two groups was taken into account:

where Zgroup is a matrix of size (NE × NE), with 1 s on the 
diagonal, and with off-diagonal elements equal to 1 or 0 
depending on whether the two concerned environments 
were in the same group or not. Here, the prediction of a 
variety will be the same for environments in the same 

(1)EG∶ Yij = �j + Gi + �ij, with Gi ∼ N
(

0,K ⋅ �2
g1

)

(2)
EG_G × E∶ Yij = 𝜇j + Gi + GEij + 𝜀ij,

with GEij ∼ N
(

0,K ⊗ INE
⋅ 𝜎2

g2

)

(3)
EG_(G × E)grp∶ Yij = 𝜇j + Gi + GEij + 𝜀ij,

with GEij ∼ N
(

0,K ⊗ Zgroup ⋅ 𝜎
2
g3

)
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group. We consider that there is no G ×  E within group of 
environments.

In the third kind of models, information between envi-
ronments is shared thanks to an environmental covariance 
matrix estimated with the environmental covariates as pro-
posed by Jarquin et al. 2014:

Wall was estimated as described above.
A second version of this model was defined 

with Wsel instead of Wall. This was to estimate the effect of 
selecting an optimal subset of ECs on prediction accuracy. 
This model is not suitable for predictions to new environ-
ments, because the full dataset (including the validation set) 
was used to determine the subset of optimal ECs. So, we 
defined another model 

 in which the procedure of EC selection was applied to the 
training set only.

In the last kind of models, the covariance matrices 
between environments and between varieties were obtained 
from the AMMI decomposition as defined above:

This model was proposed to estimate the prediction accu-
racies that could be achieved if the covariance matrices were 
estimated with the G ×  E observed in the dataset. It is not 
suitable for prediction as the phenotypes of the validation set 
were used to estimate the covariances, but it could be used 
to place an upper bound to our prediction models.

To illustrate the interest of using a different kinship 
matrix for the main genetic effect and for the interaction 
term, we also tested the following model:

These last two models are again not suitable for predic-
tions of new genotypes and environments because the AMMI 
decomposition is applied to the full dataset including varieties 
and environments in the validation set. In practice, the varie-
ties and environments in the validation set would be unknown. 
However, these new varieties and new environments would 
be characterized by genotypic and environmental descrip-
tors, that is genotypes and environmental covariates. So, we 

(4)
EG_G ×Wall∶ Yij = 𝜇j + Gi + GEij + 𝜀ij,

with GEij ∼ N
(

0,K ⊗Wall ⋅ 𝜎
2
g4

)

(5)EG_G ×W
set
,

(6)EG_G ×Wselpred

(7)
EG_(G ×W)AMMI∶ Yij = 𝜇j + Gi + GEij + 𝜀ij,

with GEij ∼ N
(

0,KAMMI ⊗WAMMI ⋅ 𝜎
2
g7

)

(8)
EG_GAMMI ×Wall∶ Yij = 𝜇j + Gi + GEij + 𝜀ij,

with GEij ∼ N
(

0,KAMMI ⊗Wall ⋅ 𝜎
2
g8

)

proposed a second version of model (7), in which the AMMI 
decomposition is made on the training set only. As above, 
the interaction of this AMMI can be written: ΦAMMI = AΛBt , 
but this time A is the matrix of size  (NG_CS × 3) of genetic 
scores and B is the matrix of size  (NE_CS × 3) of environmental 
scores, with  NG_CS and  NE_CS the number of varieties and of 
environments in the training set, respectively. As the AMMI 
was applied to the training set only, it was necessary to predict 
the genetic and environmental scores for the new varieties 
and environments. For this, in a second step, for each AMMI 
axis, the genetic scores of the new varieties (for CVnewG and 
CVnewGE) were predicted with a G-BLUP model calibrated 
on the genetic scores of the training varieties, and the envi-
ronmental scores of the new environments (for CVnewE and 
CVnewGE) were predicted using a partial least square regres-
sion on the environmental covariates calibrated on the envi-
ronmental scores of the training environments. For CVran-
dom, missing values were first imputed with model EG_G × 
W, and then the AMMI was done on the full imputed dataset. 
We could then use these observed or predicted genetic and 
environmental scores to compute KAMMIpred and WAMMIpred , 
as before. We obtained the following model:

All the models are summarized in Table 1.

Results

Description of the MET and its subset

The experimental designs used in this MET allowed reach-
ing high generalized heritability for GY (Supplementary 
Table S1), with an average of 0.84 and a minimum of 0.44 
(Gre14WD) for the 42 environments. The average heritabil-
ity was equal to 0.82 in the subset of 20 environments.

The correlation matrix (Fig. 1) and the hierarchical cluster-
ing (Fig. 2) on the full dataset for GY revealed strong similari-
ties between environments: eight environments had a correla-
tion above 0.85 with at least one other environment, and 29 
had a correlation above 0.7 with at least one other environ-
ment. There were two major groups of environments: the first 
one comprised the five environments located in Gréoux, and 
the second one all other environments. It is interesting to note 
that in most cases the two treatments of a given combination 
of year and location clustered together, suggesting that these 
treatments had a low contribution to G × E.

The analysis of the variance components revealed that 
the environmental variance was much higher than the geno-
type and the G ×  E variances in both the full dataset and 

(9)
EG_(G ×W)AMMIpred∶ Yij = 𝜇j + Gi + GEij + 𝜀ij,

with GEij ∼ N
(

0,KAMMIpred ⊗WAMMIpred.𝜎
2
g9

)
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the subset (Table 2, Supplementary Fig. S1). These results 
show that the ratio of the G ×  E on the genotypic (G) vari-
ance was comparable between subset and full dataset, which 
consolidates the choice of the environments and varieties 
composing the subset.

Determination of an optimal subset 
of environmental covariates to capture 
genotype‑by‑environment interactions

The correlations between matrices WAMMI and Wsub obtained 
with different subsets of ECs were plotted in Fig. 3. These cor-
relations were always intermediate to high but varied mark-
edly depending on the selected ECs. This figure clearly shows 
that working on an optimal subset of ECs could considerably 
increase the proportion of G ×  E that can be captured by W. 
The correlation between Wsel and WAMMI was equal to 0.84, 
whereas the correlation between Wall and WAMMI was equal to 
0.56. Therefore, we expect the matrix Wsel to be more efficient 
than Wall to predict G ×  E. Figure 3 also shows that the best 
integrative ECs are more informative than the best climatic 
ECs. The use of integrated ECs derived from SiriusQuality in 
addition to the climatic ECs permitted to increase the correla-
tion between Wsel and WAMMI. This correlation was equal to 
0.84 when all ECs were used, 0.76 when only integrated ECs 
are used and 0.71 when only climatic ECs were used.

Only four climatic covariates (rdtmmf2, Nferti, rdtmw2, 
nd25ef) and three covariates simulated with SiriusQuality 

(SQ_SF_Tw_max, SQ_SF_T, SQ_SF_Nem) composed 
Wsel. Using these seven ECs instead of the full set of 139 
ECs resulted in an increase in correlation with  WAMMI from 
0.56 to 0.84. So, more G ×  E was explained with these seven 
ECs than with all ECs together. It is interesting to note that 
two of the three most important ECs were obtained by the 
crop growth model (SQ_SF_Tw_max and SQ_SF_T). The 
three first ECs are related to photothermal quotient between 
meiosis and flowering (rdtmmf2) and to the maximum value 
of DMSI for maximum daily temperature > 20 °C during the 
winter period (SQ_SF_Tw_max) and the cumulative DMSI 
for maximum daily temperature > 20 °C during the entire 
growth period (SQ_SF_T).

Evaluation of prediction accuracy of the proposed 
models

Prediction accuracies were intermediate to high for all sce-
narios, but it was higher for CVrandom and CVnewE than 
for CVnewG and CVnewGE (Table 3). There were large dif-
ferences between the models, and their ranking was different 
from one scenario to another, but all combinations of models 
and cross-validation scenarios led to accuracies above 0.39. 
Concerning the first three models that do not include any 
EC, it was valuable to add an interaction term, particularly if 
the clustering in two groups of environments was taken into 
account (EG_(G ×  E)grp). The reference model EG_G × Wall, 
similar to the proposition of Jarquin et al. (2014), performed 
better than EG_(G  ×  E)grp in CVrandom and CVnewG, but 

Table 1  Description of the 
eight models used to make 
predictions

a The main environmental effect was fixed for all models
b This column specifies if the models are applicable in real-life experiment in which the phenotypes of the 
calibration set are unknown: four models (EG_(G ×  E)grp, EG_(G × W)AMMI,  EG_GAMMI × Wall and EG_G 
× Wsel) are not applicable because they use information contained in the validation set, but they were tested 
to estimate the potential of new approaches. K is the kinship matrix estimated with the molecular mark-
ers.  KAMMI and  WAMMI are the genotype and environment covariance matrices obtained from the AMMI 
decomposition on the full dataset.  KAMMIpred and  WAMMIpred are the genotype and environment covariance 
matrices predicted from the AMMI decomposition on the calibration set.  Wall and  Wsel are the environ-
ment covariance matrices estimated with all ECs or with a subset, respectively.  Wselpred is the environment 
covariance matrix with a subset of ECs defined using the calibration set only

Model abbreviation Factors included Structure of the cov. matrix for 
the G ×  E term

Suitable for 
 predictionb

Main effect (cov. matrix)

Ea G G ×  E

EG (1) x K Yes
EG_G ×  E (2) x K K ⊗ I

N
E

Yes
EG_(G ×  E)grp (3) x K K ⊗  Zgroup No
EG_G × Wall (4) x K K ⊗  Wall Yes
EG_G × Wsel (5) x K K ⊗ Wsel No
EG_G × Wselpred (6) x K K ⊗ Wselpred Yes
EG_(G × W)AMMI (7) x K KAMMI ⊗ WAMMI No
EG_GAMMI × Wall (8) x K KAMMI ⊗ Wall No
EG_(G × W)AMMIpred (9) x K KAMMIpred ⊗ WAMMIpred Yes
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worse in CVnewE and CVnewGE. The selection of subsets 
of EC (EG_G  ×  Wsel, EG_G  ×  Wselpred) did not result in 
any significant increase in prediction accuracy. The model 
including the AMMI decomposition (EG_(G  ×  W)AMMI) on 
the dataset (including the validation set) was much better 
than all other models for each scenario. Most of this gain was 
lost when the AMMI decomposition was based on the train-
ing set only (EG_(G  ×  W)AMMIpred), but it remained as good 
or better than the other models. Model EG_GAMMI  ×  Wall 
performed better than EG_G  ×  Wall, which confirms the 
interest of using a different kinship for the main effect and 
the interaction effect.

Discussion

Interactions between varieties and environments are com-
mon in crop MET (Chenu 2015). This G ×  E variation can 
be seen as an additional source of variability that could be 
used to increase the performance of varieties adapted to spe-
cific environmental scenarios (Tardieu et al. 2012). Taking 
this variability into account in breeding is difficult because 
there are infinite combinations of stress that can occur, even 
if some of them are more frequent than others. The impor-
tant number of potential selection candidates also prevent 
evaluating all of them in MET. For these reasons, predicting 
G ×  E to identify optimal combinations of genes in specific 

Fig. 1  Correlation matrix for the adjusted means of GY in the MET. 
Size and colours of the points are function of the pairwise correla-
tions. The environments selected in the subset are indicated with a 

star in front of their name. Environments are sorted according to their 
level of correlation
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environments seems relevant and promising (Jarquin et al. 
2014; Heslot et al. 2014; Millet et al. 2016). We compared 
the prediction accuracies of several reference models using 
ECs and molecular markers to estimate covariance structures 
for interaction terms. In addition, we proposed to improve 
these approaches by using more adapted ECs thanks to crop 
growth models, by selecting a subset of relevant ECs and by 
modelling G ×  E with AMMI decomposition.

A multi‑environment trial with an intermediate 
interaction level

We used a large dataset composed of 42 environments with 
contrasting management and for a diversity panel of 220 
European elite varieties of winter bread wheat (Ly et al. 
2017). However, despite these environmental and genetic 
diversities, the amount of G ×  E was not as high as expected 
(Table 2, Figs. 1, 2), and of the same magnitude as the G 
variance. One explanation is that most environments were 
located in the Northern part of France in years 2012 and 
2013. The G ×  E is clearly structured by the different envi-
ronmental conditions that occurred in the South of France 

(Gréoux) against all the other environments. The two treat-
ments of a same combination of year and location were simi-
lar in terms of interaction for most environments (Fig. 2). 
One explanation could be that the difference between the 
two treatments (level of water or nitrogen supply) were not 
sufficient in some cases, particularly for the N treatments, as 
revealed by the small differentials for GY between the two 
N treatments in most experiments. On the opposite, the two 

Fig. 2  Dendogram of the hierarchical cluster analysis (Ward 1963) on the interaction term of the AMMI decomposition. The environments 
selected in the subset are indicated with a star in front of their name. The two main clusters are numbered 1 and 2

Table 2  Variance components for GY in the full dataset and the sub-
set composed of 20 environments and 156 varieties

The estimations of the environmental (E), genetic (G) and genotype 
× environment interaction (G ×  E) variances are indicated, together 
with the standard errors in bracket

Components Full dataset Subset

E 180.9 (40.0) 161.6 (52.5)
G 29.9 (2.9) 28.6 (3.5)
G ×  E 23.1 (0.5) 35.5 (1.2)

Fig. 3  Correlation between the environment covariance matrix 
obtained from the AMMI decomposition on the full dataset (WAMMI) 
and covariance matrices obtained with different subsets of EC (Wsub) 
against the number of environmental covariates (ECs) included in the 
subset. ECs were added sequentially in order to get the maximal cor-
relation with WAMMI. The selection was based only on climatic ECs 
(red triangles), or only on integrated ECs derived from crop growth 
model SiriusQuality (green dots), or on both climatic and integrated 
ECs (blue squares). The seven first selected ECs were involved in the 
computation of  Wsel: 1, rdtmmf2; 2, SQ_SF_Tw_max; 3, SQ_SF_T; 
4, Nferti; 5, rdtmw2; 6, nd25ef; 7, SQ_SF_Nem (see Supplementary 
Table S3 for description of the covariates)
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water treatments of a same environment led to important 
interactions, probably because the treatments were more 
contrasting. This is particularly the case for the rainout shel-
ter experiment (Cle16RO and Cle16WW).

Selecting relevant environmental covariates

Using all the predetermined ECs as proposed by Jarquin et al. 
2014 allowed capturing an important part of the G × E. The 
resulting environmental covariance (Wall) matrix had a cor-
relation of 0.56 with the covariance matrix obtained from 
the AMMI decomposition (WAMMI) corresponding to the 
observed G × E. We showed that selecting a subset of relevant 
covariates could increase this correlation to 0.84, and this high 
correlation was obtained with only seven ECs. Therefore, it 
is clear that, like for molecular markers (Usai et al. 2009), a 
selection of relevant variables can increase the proportion of 
G ×  E captured by the model. The selection (or regularization) 
of the EC is probably more important than for the molecu-
lar markers, because of the important redundancy in the EC 
matrix. This is because the number of environments is limited 
and some of the ECs bring similar information.

Another important point is that the use of SiriusQual-
ity to derive integrative stress indices allowed reaching 
much higher correlation than with climatic ECs only 
(Fig. 3). These stress indices have the property to take 
into account the development of the plant, whereas the 
climatic EC only reflect physical measurements (rain, 
temperature, radiation, soil texture). This confirms the 
study of Ly et al. (2017) who showed that crop models 
were efficient to estimate the stress that the plants experi-
enced. The main advantage of the new stress indices used 
in this study (DMSI) compared with climate covariates 
and other indices simulated by crop growth models like 
the water supply/demand ratio (Chenu et al. 2011) or the 

N nutrition index (Ly et al. 2017) is that different types of 
stresses, alone or in combinations, can be quantified and 
their effects on crop growth can be compared directly. The 
use of CGM requires precise knowledge on the soil char-
acteristics, crop management and climatic factors, and so 
an efficient use of CGM relies on systematic and accurate 
characterization of the environments.

The three more informative ECs are related to the pho-
tothermal quotient between meiosis and flowering (rdt-
mmf2), which reflects the balance between the incident 
irradiance available for growth and the potential growth 
of sinks driven by temperature, and temperatures above 
the optimal (SQ_SF_Tw_max, SQ_SF_T). This result was 
expected as the strong structure of the environments in two 
groups is related to a temperature gradient (Mediterranean 
versus oceanic climate). The four other ECs are related to 
N deficit (Nferti and SQ_SF_Nem), photothermal quotient 
during the winter period (rdtmw2) and the number of days 
with maximum daily temperature > 25 °C between heading 
and flowering (nd25ef). This could also be expected as 
there were numerous environments with limited N ferti-
lization. It is more surprising that no water stress EC was 
selected, but this may be because temperature and water 
stress often occur simultaneously. In any case, the inter-
pretation of the ECs selected by the algorithm should be 
considered with caution and validated with other datasets, 
as there are strong correlations between ECs.

An AMMI decomposition of G × E observed 
in the training set to estimate covariance matrices 
can increase prediction accuracy

As expected and found in other studies Jarquin et  al. 
(2014), Ly et al. (2017, 2018), the scenario CVrandom 
resulted in the highest prediction accuracies. It appeared 

Table 3  Prediction accuracy of 
the different statistical models 
in the four cross-validation 
scenarios for G

See Table 1 for the description of the models. CVrandom, CVnewG, CVnewE and CVnewGE are cross-
validation schemes determined to address the prediction objectives oGoE, nGoE, oGnE and nGnE

Models Cross-validation scenarios Average

CVrandom CVnewG CVnewE CVnewGE

EG (1) 0.55 0.40 0.56 0.39 0.48
EG_G × E (2) 0.63 0.52 – – –
EG_(G × E)grp (3) 0.71 0.50 0.72 0.50 0.61
EG_G × Wall (4) 0.74 0.52 0.69 0.45 0.60
EG_G × Wsel (5) 0.73 0.52 0.71 0.48 0.61
EG_G × Wselpred (6) 0.75 0.52 0.61 0.42 0.58
EG_(G × W)AMMI (7) 0.81 0.72 0.81 0.71 0.76
EG_GAMMI × Wall (8) 0.81 0.71 0.71 0.59 0.71
EG_(G × W)AMMIpred (9) 0.76 0.55 0.69 0.49 0.62
Average 0.72 0.55 0.69 0.50 0.62
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more difficult to predict new varieties than new environ-
ments (Table 3).

Relatively high prediction accuracies were obtained with 
the main effect model (EG) confirming that the G ×  E vari-
ance was limited in this dataset. However, adding an interac-
tion term (EG_G × E) potentially increased prediction accu-
racy, particularly when the grouping of the environments in 
two clusters (EG_(G × E)grp) was taken into account. It was 
difficult to get higher prediction accuracies than this refer-
ence model, because G ×  E variance is mostly due to the 
structure in two groups of environments. Using ECs to esti-
mate covariance between environments resulted in slightly 
higher accuracies in scenario CVrandom and CVnewG, 
but lower in scenario CVnewE and CVnewGE (EG_G × 
Wall, derived from Jarquin et al. 2014). Apparently using 
all the ECs was a poor strategy to estimate covariances. But 
selecting a subset of covariates (EG_G × Wsel and EG_G × 
Wselpred) did not improve prediction accuracies, despite the 
fact that Wsel better explained G ×  E than  Wall (Fig. 3).

Using the AMMI decomposition of the phenotypic data to 
estimate observed covariances between varieties and between 
environments seems to be very efficient. The covariance 
matrices obtained with an AMMI with only three axes (EG_
(G × W)AMMI) resulted in much higher prediction accuracies 
than all the other models and for all scenarios. The accuracies 
were lower when the AMMI was only based on the training 
set and the genetic and environmental scores of the missing 
varieties and environments were predicted with the markers 
and the EC (EG_G × WAMMIpred). But they remained as good 
or better than all the other models. Considering these results 
and the fact that the AMMI was done with only three axes, 
and so is expected to capture only consistent G ×  E and no 
residual variance, we think that this strategy is very promis-
ing. It illustrates that it should be possible to reach much 
higher prediction accuracies if covariance matrices were bet-
ter estimated than in reference models in which markers and 
environmental covariates are used without considering the 
observed  G × E. The lower accuracy obtained with EG_G × 
WAMMIpred was probably due to the reduced size and interac-
tivity found in this dataset. It would be interesting to test this 
model and compare it to the other models using datasets with 
more contrasting environments. We first plan to explore the 
potential of these models using crop growth model simula-
tions with virtual varieties, to generate datasets with known 
properties (level of  G × E) and sufficient size.

It is also interesting to note that EG_GAMMI × Wall per-
formed better than EG_G × Wall, which can be due to the fact 
that the full dataset was used to estimate the kinship matrix 
for the interaction term of the first model, but we can also 
suppose that using a different kinship matrix for the main 
genetic effect and the interaction effect could be helpful. 
We can indeed expect that different QTLs explain the two 
types of effects.

One important limit to our work is that in all models, 
we considered that all varieties are submitted to the same 
environmental conditions in a given environment. This is not 
realistic, in particular when there is a variability in earliness 
which allows some of the varieties to escape stress. One way 
to deal with this would be to compute EC specifically for 
each variety or for groups of similar varieties, as in Jarquin 
et al. (2014) and Heslot et al. (2014). We tested this strategy 
on our datasets, but it resulted in lower prediction accuracies 
(data not shown), which may be because the prediction of 
the developmental stages was not sufficiently accurate. We 
believe that a precise characterization of the environments 
composing the MET is a key element to get accurate G ×  E 
predictions. For instance, a precise characterization of the 
soil structure and depth is essential to estimate relevant ECs. 
This information is also essential to get reliable outputs from 
the crop models. In future works, a special focus should be 
given to collect precise and uniform descriptions of the tri-
als. This would be essential to run efficient prediction and 
association mapping studies taking G ×  E into account.
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Supplementary material 

Supplementary Table S1: Description of the 42 environments composing the multi-environment trial.  

        

N 
fertilizer 
(kgN ha-1) 

Cumulative precipitation + 
irrigation (mm) 

Average temperature (°C) 
Maximum temperature 

(°C) 
Generalized 
heritability 

Namea Subsetb Location 
Altitude 

(m) 
Longitude 

(°) 
Latitude 

(°) 
Treatment 

Sowing  
date 

from 
sowing to 
floweringc 

from 
flowering to 

maturityc 

from 
sowing to 
floweringc 

from 
flowering to 

maturityc 

from 
sowing to 
floweringc 

from 
flowering to 

maturityc 
DOEd GY 

Cap12HN no Cappelle 150 3.1 50.3 HN 10/28/2011 228 406 155 7.6 15.9 28.1 30.2 0.99 0.91 

Cap12LN no Cappelle 150 3.1 50.3 LN 10/28/2011 130 406 155 7.6 15.9 28.1 30.2 0.99 0.92 

Cha12HN no Chalons 102 4.4 48.95 HN 10/22/2011 200 336.3 122 7.8 16.9 28.8 30.4 0.93 0.89 

Cha12LN no Chalons 102 4.4 48.95 LN 10/22/2011 100 336.3 122 7.7 16.9 28.8 30.4 0.91 0.9 

Coi12WW no Coings 166 1.75 46.86 HN 10/17/2011 190 467 88 8 17.4 28.4 32.0 0.99 0.92 

Gre12WW yes Gréoux 300 5.86 43.75 Irrigated 11/17/2011 210 282 104 8.5 20.0 32.3 34.6 0.98 0.89 

Gre12WD yes Gréoux 300 5.86 43.75 Dry 11/17/2011 210 247 37 8.4 20.0 32.3 34.6 0.96 0.65 

Lou12HN yes Louville 144 1.82 48.19 HN 10/17/2011 150 364 123 7.9 16.4 27.6 31.6 0.97 0.93 

Lou12LN yes Louville 144 1.82 48.19 LN 10/17/2011 50 337.6 97 7.9 16.4 27.6 31.6 0.98 0.92 

Mau12HN yes Maule 54 1.85 48.91 HN 10/14/2011 180 403 115 8.5 17.4 28.5 32.5 0.98 0.95 

Mau12LN no Maule 54 1.85 48.91 LN 10/14/2011 80 403 115 8.5 17.4 28.5 32.5 0.98 0.93 

Mon12HN no Mons 85 3.01 49.88 HN 10/20/2011 200 359 217 7.5 15.4 27.2 28.7 0.97 0.81 

Mon12LN no Mons 85 3.01 49.88 LN 10/20/2011 100 374 224 7.5 15.4 27.2 28.7 0.96 0.83 

Rec12HN yes Réclainville 150 1.75 48.34 HN 10/28/2011 150 351 127 7.9 16.3 27.6 31.6 NA 0.91 

Rec12LN yes Réclainville 150 1.75 48.34 LN 10/28/2011 50 351 127 7.9 16.3 27.6 31.6 NA 0.9 

All13HN no Allonnes 150 1.65 48.34 HN 11/22/2012 201 372 29 7.2 19.0 27.9 31.3 0.98 0.94 

And13HN yes Andelu 97 1.69 48.86 HN 10/27/2012 240 388 45 7 18.4 27 30.3 0.99 0.89 

And13LN yes Andelu 97 1.69 48.86 LN 10/27/2012 160 388 45 6.9 18.1 27 30.3 0.99 0.9 

Cle13HN no 
Clermont-

Ferrand 331 3.15 45.46 HN ###### 250 264 31 7 18.3 28.5 31.7 0.98 0.86 

Cle13LN no 
Clermont-

Ferrand 331 3.15 45.46 LN ###### 175 264 31 7 18.3 28.5 31.7 0.88 0.9 

Fro13HN no Froissy 160 2.22 49.57 HN 10/22/2012 180 372 55 6.8 18.2 28.3 32.3 0.99 0.69 

Gre13WD yes Gréoux 300 5.86 43.75 Dry ###### 225 522 2 7.9 18.8 26.4 33.5 0.96 0.6 

Lou13HN no Louville 144 1.82 48.19 HN ###### 200 391 35 7.1 18.1 27.9 30.5 0.99 0.87 

Mau13HN no Maule 54 1.85 48.91 HN 10/25/2012 170 397 42 7 18.0 26.4 30.1 0.98 0.96 

Mon13HN no Mons 85 3.01 49.88 HN 10/24/2012 200 348 71 6.2 17.7 26.2 31.7 0.98 0.85 

Mon13LN no Mons 85 3.01 49.88 LN 10/24/2012 100 352 71 6.4 18.1 28.9 32.7 0.99 0.86 

Rea13WW yes Réalville 100 1.5 44.14 Irrigated 11/14/2012 184 554 137 8.5 17.7 28.5 31.7 0.99 0.93 

Rec13LN yes Réclainville 150 1.75 48.34 LN 10/28/2012 100 396 35 7.1 18.1 27.9 30.5 0.99 0.88 

Sau13HN no Saultain 70 3.58 50.34 HN 10/27/2012 185 447 47 6.6 18.2 26.7 31.5 0.86 0.5 

Ver13HN no Verneuil 91 2.5 48.38 HN 10/29/2012 200 495 74.4 6.7 18.1 28.9 30.1 0.98 0.92 

Ver13LN no Verneuil 91 2.5 48.38 LN 10/29/2012 100 495 74.4 6.7 18.1 28.9 30.1 0.96 0.89 

Vil13LN yes Villier 150 2.13 48.73 LN 10/23/2012 190 456 62 6.9 17.9 26.7 29.7 0.95 0.45 

Vra13HN no Vraux 85 4.24 49.03 HN 10/23/2012 210 375 62 6.4 17.9 27.2 30.1 0.87 0.93 

Vra13LN no Vraux 85 4.24 49.03 LN 10/23/2012 110 375 62 6.4 17.8 27.2 30.1 0.95 0.84 

All14HN yes Allonnes 150 1.65 48.34 HN 10/16/2013 157 437 88 8.4 17.0 25.1 28.5 0.97 0.89 

All14LN yes Allonnes 150 1.65 48.34 LN 10/16/2013 51 437 88 8.4 17.0 25.1 28.5 0.7 0.85 

Cha14WW no Champigny 135 0.16 46.71 Irrigated 10/22/2013 180 601 84 8.6 16.9 27.7 30.7 0.99 0.90 

Cha14WD no Champigny 135 0.16 46.71 Dry 10/22/2013 180 566 84 8.6 16.9 27.7 30.7 0.99 0.90 

Gre14WW yes Gréoux 300 5.86 43.75 Irrigated ###### 260 604 180 8.6 18.8 28 35.7 0.99 0.75 

Gre14WD yes Gréoux 300 5.86 43.75 Dry ###### 260 468 82 8.6 18.6 28 35.7 0.98 0.44 

Cle16WW yes 
Clermont-

Ferrand 331 3.15 45.46 Irrigated ###### 70 306 100 8.5 17.7 29.7 33.4 0.94 0.78 

Cle16RO no 
Clermont-

Ferrand 331 3.15 45.46 
Dry 

(shelters) ###### 140 111 67 8.3 17.3 29.7 33.4 0.94 0.75 

a HN, high N ; LN, low N ; WW, well-watered ; WD, water deficit ; RO, rainout shelter. 

 

b Subset indicates if the environment was selected in the subset of 20. 

c Flowering day predicted as Heading + 115 degree days and maturity predicted by the crop model 

d NA, not available. 



Supplementary Table S2: summary of the statistical models used to compute adjusted means and estimate heritabilities. 

Environment Touzy et al. 

2019 a 

R-package b Statistical model (heritabilities)d Statistical model (adj. means) Nb full 

Rep. c 

All14HN, All14LN  All14RF SpATS Yijk = μ + Sk + Gi + ϵik Yijk = μ + Sk + Gi + ϵik 2 

And13HN, And13LN And13RF SpATS Yijk = μ + Rj + Sjk(check) + Gi+ ϵijk Yijk = μ + Rj + Sjk + Gi+ ϵijk 2 

Cap12HN, Cap12LN Cap12RF SpATS Yijk = μ + Sk + Gi + ϵik Yijk = μ + Sk + Gi + ϵik 2 

Cha12HN, Cha12LN Cha12RF ASREML-R Yik = μ + Sk(check) + Gi+ ϵik Yik = μ + Sk + Gi+ ϵik 1 

Cle13HN, Cle13LN Cle13RF SpATS Yik = μ + Sk + Gi + ϵik Yik = μ + Sk + Gi + ϵik 2 

Cle16WW, Cle16RO Cle16RF ASREML-R Yibk = μ + Bb + Sbk(check) + Gi+ ϵibk Yibk = μ + Bb + Sbk + Gi+ ϵibk 1 

Gre12WW, Gre12WD Gre12IR SpATS Yijk = μ + Rj + Sjk(check) + Gi+ ϵijk Yijk = μ + Rj + Sjk + Gi+ ϵijk 2 

Gre13WD Gre13RF SpATS Yijk = μ + Rj + Sjk(check) + Gi+ ϵijk Yijk = μ + Rj + Sjk + Gi+ ϵijk 2 

Gre14WW, Gre14WD Gre14IR SpATS Yijk = μ + Rj + α.RUijk + Sjk + Gi + ϵijk Yijk = μ + Rj + α.RUijk + Sjk + Gi + ϵijk 2 

Lou12HN, Lou12LN Lou12RF SpATS Yik = μ + Sk + Gi + ϵik Yik = μ + Sk + Gi + ϵik 2 

Mau12HN, Mau12LN Mau12RF SpATS Yik = μ + Sk + Gi + ϵik Yik = μ + Sk + Gi + ϵik 2 

Mon12HN, Mon12LN Mon12RF ASREML-R Yik = μ + Sk + Gi + ϵik Yik = μ + Sk + Gi + ϵik 1,5 

Mon13HN, Mon13LN Mon13RF SpATS Yijk = μ + Rj + Sjk(check) + Gi+ ϵijk Yijk = μ + Rj + Sjk + Gi+ ϵijk 2 

Rea13WW Rea13RF SpATS Yijk = μ + Rj + Sjk(check) + Gi+ ϵijk Yijk = μ + Rj + Sjk + Gi+ ϵijk 4 

Rec12HN, Rec12LN Rec12RF SpATS Yijk = μ + Rj + Sjk(check) + Gi+ ϵijk Yijk = μ + Rj + Sjk + Gi+ ϵijk 2 

Ver13HN, Ver13LN Ver13RF SpATS Yijk = μ + Rj + Sjk(check) + Gi+ ϵijk Yijk = μ + Rj + Sjk + Gi+ ϵijk 2 

Vra13HN, Vra13LN Vra13RF ASREML-R Yijk = μ + Rj + Sjk + Gi + ϵijk Yijk = μ + Rj + Sjk + Gi + ϵijk 2 

Cha14WW, Cha14WD Cha14RF SpATS Yijk = μ + Rj + Sjk(check) + Gi+ ϵijk Yijk = μ + Rj + Sjk + Gi+ ϵijk 2 

Coi12WW Coi12RF SpATS Yijk = μ + Rj + Sjk(check) + Gi+ ϵijk Yijk = μ + Rj + Sjk + Gi+ ϵijk 3 

All13HN - ASREML-R Yik = μ + Sk(check) + Gi+ ϵik Yik = μ + Sk(check) + Gi+ ϵik 1 

Fro13HN - ASREML-R Yik = μ + Sk(check) + Gi+ ϵik Yik = μ + Sk(check) + Gi+ ϵik 1 

Lou13HN - ASREML-R Yik = μ + Sk(check) + Gi+ ϵik Yik = μ + Sk(check) + Gi+ ϵik 1 

Mau13HN - ASREML-R Yik = μ + Sk(check) + Gi+ ϵik Yik = μ + Sk(check) + Gi+ ϵik 1 

Rec13LN - ASREML-R Yik = μ + Sk(check) + Gi+ ϵik Yik = μ + Sk(check) + Gi+ ϵik 1 

Sau13HN - ASREML-R Yik = μ + Sk(check) + Gi+ ϵik Yik = μ + Sk(check) + Gi+ ϵik 1 

Vil13LN - ASREML-R Yik = μ + Sk(check) + Gi+ ϵik Yik = μ + Sk(check) + Gi+ ϵik 1 

a Equivalence with the trial names used in Touzy et al. (2019), 
b R package used to fit the models 
c Number of full replicates of all varieties (note that check varieties were always replicated in each block. 
d Gi is the varietal effect, Rj is replicate effect, Sjk and Sjk(checks) are the block effects and the block effects estimated only with the checks, 

respectively. Bb is the rain-out shleter effect. α is the effect of the plot water capacity RUijk. ϵijk are the residuals assumed to be independent and 

normally distributed. Random effects are indicated with bold letters. 

For Gre14WD and Gre14WW a quantitative covariate representing the available water capacity for each plot (RU) was introduced in 
the model, and permitted to significantly increase heritabilities. This covariate, strongly related to local soil depth, was only available 
for these two environments. 

 
 
 
 
  



Supplementary Table S3. Description of the 74 climatic covariates.  
 

Type / name Descriptiona Minb Maxb 

Temperature   

stmpw Sum of Tmean from sowing to beginning of stem elongation 773 990 

stmpem Sum of Tmean from beginning of stem elongation to meiosis 360 744 

stmpmf Sum of Tmean from meiosis to flowering 262 345 

stmpef Sum of Tmean from beginning of stem elongation to flowering 617 1042 

stmpfh Sum of Tmean from flowering to end of endosperm cell division 72 212 

stmphm Sum of Tmean from end of endosperm cell division to maturity 449 601 

stmpfm Sum of Tmean from flowering to maturity 634 662 

mtmpw Average Tmean from sowing to beginning of stem elongation 5 7 

mtmpem Average Tmean from beginning of stem elongation to meiosis 9 12 

mtmpmf Average Tmean from meiosis to flowering 12 16 

mtmpef Average Tmean from beginning of stem elongation to flowering 10 13 

mtmpfh Average Tmean from flowering to end of endosperm cell division 13 19 

mtmphm Average Tmean from end of endosperm cell division to maturity 16 20 

mtmpfm Average Tmean from flowering to maturity 16 20 

Solar radiation         

sradw Sum of Rg from sowing to beginning of stem elongation 49483 114830 

sradem Sum of Rg from beginning of stem elongation to meiosis 49150 102456 

sradmf Sum of Rg from meiosis to flowering 30080 53454 

sradef Sum of Rg from beginning of stem elongation to flowering 84474 146670 

sradfh Sum of Rg from flowering to end of endosperm cell division 7710 23307 

sradhm Sum of Rg from end of endosperm cell division to maturity 43435 77342 

sradfm Sum of Rg from flowering to maturity 63145 92406 

mradw Average Rg from sowing to beginning of stem elongation 384 957 

mradem Average Rg from beginning of stem elongation to meiosis 1221 1853 

mradmf Average Rg from meiosis to flowering 1583 2362 

mradef Average Rg from beginning of stem elongation to flowering 1336 1962 

mradfh Average Rg from flowering to end of endosperm cell division 1454 2619 

mradhm Average Rg from end of endosperm  cell division to maturity 1568 1687 

mradfm Average Rg from flowering to maturity 1540 2669 

sradmg Sum of Rg from 100°Cd before meiosis to flowering 46264 64379 

sradmm Sum of Rg from 5 d before to 5 d after meiosis 12116 27391 

ndi10m 
Number of days when Rg < 10.45 MJ/m2 from meiosis minus 5 d 
to meiosis plus 5 d 

0 5 

sri10m 
Sum of Rg < 10.45 MJ/m2 from meiosis minus 5 d to meiosis 
plus 5 d 

0 3660 

ndi10m2 
Number of days when Rg < 10.45 MJ/m2 from flowering to 
maturity 

0 7 

sri10m2 Sum of Rg < 10.45 MJ/m2 from flowering to maturity 0 5770 

Photothermal quotient     

rdtmw  
PTQ from sowing to beginning of stem elongation (sradw / 
stmpw) 

56 148 

rdtmem 
PTQ from beginning of stem elongation to meiosis (sradem / 
stmpem) 

125 164 

rdtmmf PTQ from meiosis to flowering (sradmf / stmpmf) 103 185 

rdtmef 
PTQ from beginning of stem elongation to flowering (sradef / 
stmpef) 

119 158 

rdtmfh 
PTQ from flowering to end of endosperm cell division (sradfh / 
stmpfh) 

87 158 

rdtmhm 
PTQ from end of endosperm cell division to maturity (sradhm / 
stmphm) 

95 135 

rdtmfm PTQ from flowering to maturity (sradfm / stmpfm) 97 141 



rdtmw2 
PTQmean from sowing to beginning of stem elongation (mradw / 
stmpw) 

0.41 1.23 

rdtmem2 
PTQmean from beginning of stem elongation to meiosis (mradem 
/ stmpem) 

1.7 4 

rdtmmf2 PTQmean from meiosis to flowering (mradmf / stmpmf) 4.9 8.3 

rdtmef2 
PTQmean from beginning of stem elongation to flowering 
(mradef / stmpef) 

1.3 2.6 

rdtmfh2 
PTQmean from flowering to end of endosperm cell division 
(mradfh / stmpfh) 

7.6 30.9 

rdtmhm2 
PTQmean from end of endosperm cell division to maturity 
(mradhm / stmphm) 

3 4.83 

rdtmfm2 PTQmean from flowering to maturity (mradfm / stmpfm) 2.4 4.1 

Winter water excess   

watxw  Sum of ΔW > 0 from sowing to beginning of stem elongation 36 399 

Water deficit   

spietpw  
Cumulative ΔW from sowing to beginning of stem elongation 
  

-108 -17 

spietpem Cumulative ΔW from  beginning of stem elongation to meiosis -134 -64 

spietpmf Cumulative ΔW from meiosis to flowering -76 -37 

spietpef Cumulative ΔW from beginning of stem elongation to flowering -196 -117 

spietpfh 
Cumulative ΔW from flowering to end of endosperm cell 
division 

-41 -8 

spietphm Cumulative ΔW from end of endosperm cell division to maturity -138 -48 

spietpfm Cumulative ΔW from flowering to maturity -170 -66 

spietp1 
Cumulative ΔW from 150°Cd before to 350°Cd after beginning 
of stem elongation 

-69 101 

nsddr 
Maximum number of successive days with ΔW < 0 between 
150°Cd before and 350°Cd after beginning of stem elongation 

6 21 

ntddr 
Number of days with ΔW < 0 between 150°Cd before and 
350°Cd after beginning of stem elongation 

29 67 

Winter frost   

ndefr 
Number of days with a Tmin < -4°C between 150°Cd before and 
350°Cd after beginning of stem elongation 
  

0 2 

sti4 
Sum of Tmin < -4°C between 150°Cd before and 350°cd after 
beginning of stem elongation 

-9.4 0 

Spring frost     

ndefrs 
Number of days with Tmin < 0°C between beginning of stem 
elongation and flowering 

0 8 

sti4s 
Sum of Tmean < 0°C between beginning of stem elongation and 
flowering 

-15.3 0 

ndt0f 
Number of days with Tmin < 0°C from heading to 300°Cd after 
heading 

0 0 

st0f Sum of Tmin < 0°C from heading to 300°Cd after heading 0 0 

Heat stress   

nd25m  
Number of days with Tmax > 25°C from 5 d before to 5 d after 
meiosis 

0 4 

st25m Sum of Tmax > 25°C from 5 d before to 5 d after meiosis 0 118 

nd25ef Number of days with Tmax > 25°C from heading to flowering 0 6 

st25ef Sum of Tmax > 25°C from heading to flowering 0 164 

nd25fh 
Number of days with Tmax > 25°C from flowering to end of 
endosperm cell division 

0 6 

st25fh 
Sum of the Tmax > 25°C from flowering to end of endosperm cell 
division 

0 165 

nd25hm 
Number of days with Tmax > 25°C from end of endosperm cell 
division to maturity 

4 25 

st25hm 
Sum of Tmax > 25°C from end of endosperm cell division to 
maturity 

110 727 



Nitrogen     

Nferti Amount of N fertilization (kgN/ha) 50 260 

a Rg, daily solar radiation; Tmean, daily average temperature; Tmax, daily maximum temperature; Tmin, daily minimum 
temperature; PTQ, photothermal quotient; PTQmean, daily average photothermal quotient; ΔW, daily water balance 
(precipitation + irrigation – Penman evapotranspiration). b Minimum and maximum value in the 42 environments. 

 
  



 
 
Supplementary Table S4. Description of the 71 integrated environmental covariates 
simulated using the wheat crop model SiriusQuality.   

Type / name  Description a Minb Maxb 

Nitrogen  
  

SQ_NNIflo N nutrition index at flowering 0.5 1.1 

SQ_PostFloUptake Post flowering uptake of N 2 55 

SQ_AvailableN Total available N 182 373 

SQ_SF_N Sum of DMSIN from sowing to maturity 210 271 

SQ_SF_Nw Sum of DMSIN from sowing to beginning of stem elongation 112 183 

SQ_SF_Nem Sum of DMSIN from beginning of stem elongation to meiosis 33 80 

SQ_SF_Nmf Sum of DMSIN from meiosis to flowering 16 21 

SQ_SF_Nfh Sum of DMSIN from flowering to end of endosperm cell division 6 11 

SQ_SF_Nhm Sum of DMSIN from end of endosperm cell division to maturity 14 29 

SQ_SF_N_max Maximum of DMSIN from sowing to maturity 0.14 1 

SQ_SF_Nw_max Maximum of DMSIN from sowing to beginning of stem elongation 0.98 1 

SQ_SF_Nem_max Maximum of DMSIN from beginning of stem elongation to meiosis 0.14 1 

SQ_SF_Nmf_max Maximum of DMSIN from meiosis to flowering 0.86 1 

SQ_SF_Nfh_max Maximum of DMSIN from flowering to end of endosperm cell division 1 1 

SQ_SF_Nhm_max Maximum of DMSIN from end of endosperm cell division to maturity 1 1 

SQ_SF_Nw_mean Average of DMSIN from sowing to beginning of stem elongation 0.99 1 

SQ_SF_Nem_mean Average of DMSIN from beginning of stem elongation to meiosis 0.92 1 

SQ_SF_Nmf_mean Average of DMSIN from meiosis to flowering 0.98 1 

SQ_SF_Nfh_mean Average of DMSIN from flowering to end of endosperm cell division 1 1 

SQ_SF_Nhm_mean Average of DMSIN from end of endosperm cell division to maturity 1 1 

Water deficit  
  

SQ_SF_W Sum of DMSIW from sowing to maturity 182 269 

SQ_SF_Ww Sum of DMSIW from sowing to beginning of stem elongation 112 183 

SQ_SF_Wem Sum of DMSIW from beginning of stem elongation to meiosis 31 76 

SQ_SF_Wmf Sum of DMSIW for water from meiosis to flowering 13 21 

SQ_SF_Wfh Sum of DMSIW from flowering to end of endosperm cell division 2.9 11 

SQ_SF_Whm Sum of DMSIW from end of endosperm cell division to maturity 4.7 29 

SQ_SF_W_max Maximum DMSIW from sowing to maturity 0.1 1 

SQ_SF_Ww_max Maximum DMSIW from sowing to beginning of stem elongation 0.8 1 

SQ_SF_Wem_max Maximum DMSIW from beginning of stem elongation to meiosis 0.16 1 

SQ_SF_Wmf_max Maximum DMSIW from meiosis to flowering 0.97 1 

SQ_SF_Wfh_max Maximum DMSIW from flowering to end of endosperm cell division 0.28 1 

SQ_SF_Whm_max Maximum DMSIW from end of endosperm cell division to maturity 0.09 1 

SQ_SF_Ww_mean Average DMSIW from sowing to beginning of stem elongation 0.99 1 

SQ_SF_Wem_mean Average DMSIW from beginning of stem elongation to meiosis 0.82 1 

SQ_SF_Wmf_mean Average DMSIW from meiosis to flowering 0.7 1 

SQ_SF_Wfh_mean Average DMSIW from flowering to end of endosperm cell division 0.37 1 

SQ_SF_Whm_mean Average DMSIW from end of endosperm cell division to maturity 0.33 1 

Temperature  
  

SQ_SF_T Sum of DMSIT from sowing to maturity 210 270 

SQ_SF_Tw Sum of DMSIT from sowing to beginning of stem elongation 112 183 

SQ_SF_Tem Sum of DMSIT from beginning of stem elongation to meiosis 33 80 

SQ_SF_Tmf Sum of DMSIT from meiosis to flowering 16 21 

SQ_SF_Tfh Sum of DMSIT from flowering to end of endosperm cell division 6 11 

SQ_SF_Thm Sum of DMSIT from end of endosperm cell division to maturity 14 29 

SQ_SF_T_max Maximum DMSIT from sowing to maturity 0.35 0.97 



SQ_SF_Tw_max Maximum DMSIT from sowing to beginning of stem elongation 0.9 1 

SQ_SF_Tem_max Maximum DMSIT from beginning of stem elongation to meiosis 0.81 1 

SQ_SF_Tmf_max Maximum DMSIT from meiosis to flowering 0.97 1 

SQ_SF_Tfh_max Maximum DMSIT from flowering to end of endosperm cell division 0.86 1 

SQ_SF_Thm_max Maximum DMSIT from end of endosperm cell division to maturity 0.35 0.97 

SQ_SF_Tw_mean Average DMSIT from sowing to beginning of stem elongation 1 1 

SQ_SF_Tem_mean Average DMSIT from beginning of stem elongation to meiosis 1 1 

SQ_SF_Tmf_mean Average DMSIT from meiosis to flowering 1 1 

SQ_SF_Tfh_mean Average DMSIT from flowering to end of endosperm cell division 0.98 1 

SQ_SF_Thm_mean Average DMSIT from end of endosperm cell division to maturity 0.96 1 

Water deficit x nitrogen x temperature   
SQ_SF_WNT Sum of DMSIWNT from sowing to maturity 182 269 

SQ_SF_WNTw Sum of DMSIWNT from sowing to beginning of stem elongation 112 183 

SQ_SF_WNTem Sum of DMSIWNT from beginning of stem elongation to meiosis 31 76 

SQ_SF_WNTmf Sum of DMSIWNT from meiosis to flowering 13 21 

SQ_SF_WNTfh Sum of DMSIWNT from flowering to end of endosperm cell division 3 11 

SQ_SF_WNThm Sum of DMSIWNT from end of endosperm cell division to maturity 4.7 29 

SQ_SF_WNT_max Maximum DMSIWNT from sowing to maturity 0.09 0.92 

SQ_SF_WNTw_max Maximum DMSIWNT from sowing to beginning of stem elongation 0.8 1 

SQ_SF_WNTem_max Maximum DMSIWNT from beginning of stem elongation to meiosis 0.14 1 

SQ_SF_WNTmf_max Maximum DMSIWNT from meiosis to flowering 0.4 1 

SQ_SF_WNTfh_max Maximum of DMSIWNT from flowering to end of endosperm cell division 0.28 1 

SQ_SF_WNThm_max Maximum of DMSIWNT from end of endosperm cell division to maturity 0.09 1 

SQ_SF_WNTw_mean Average of DMSIWNT from sowing to beginning of stem elongation 0.99 1 

SQ_SF_WNTem_mean Average of DMSIWNT from beginning of stem elongation to meiosis 0.82 1 

SQ_SF_WNTmf_mean Average of DMSIWNT from meiosis to flowering 0.7 1 

SQ_SF_WNTfh_mean Average of DMSIWNT from flowering to end of endosperm cell division 0.37 1 

SQ_SF_WNThm_mean Average of DMSIWNT from end of endosperm cell division to maturity 0.34 0.99 

a DMSIN, dry mass stress index for nitrogen deficit; DMSIW, dry mass stress index for water deficit; DMSIT, dry mass stress 
index for high temperature; DMSIWNT, dry mass stress index for water and nitrogen deficit and high temperature.  
b Minimum and maximum value in the 42 environments. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 

 
Supplementary Figure S1: Boxplots of grain yield (tonnes/ha at 0% humidity) and heading date (day of year) in the multi-
environment trial composed of 42 environments. 
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